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BCTYII

YTIpoaoBK OCTaHHIX POKIB HEMPOHHI MEPEXi JOCATIM 3HAYHUX YCIHIXIB y
3aja4ax Kjacudikarlii, o0coO0JIMBO B Trajay3l KOMIT'IOTepHOro 30py. Pi3Hi
apXiTEeKTypu JEMOHCTPYIOTh Pi3HI PiBHI TOYHOCTI 3aJIeXHO BiJ CKIATHOCTI Ta
criennQiKy 3aBIaHHS.

Cepen 3roptkoBux HedpoHHmx Mmepexxk (CNN) AlexNet, mpeacraBieHa y
2012 poui, crana NpopuBOM, OCSATHYBIIM TOI-5 MOMUWIKU y 15,3% Ha 3MaranH1
ImageNet Large-Scale Visual Recognition Challenge (ILSVRC). ¥V 2014 porti
VGGNet 3 mmOmior0 apXiTeKTypolo Ta MEHIIUMHU (UIbTpaMu 3HHU3WJIA 1[I0
noMuJiky 110 7,3%. ResNet, npencrasnena y 2015 potii, BipoBaauia apXiTeKTypy 3
NPOMYCKHUMH 3'€THAHHSIMU, JOCSATHYBIIM TON-5 MOMUIKHA Yy 3,6% Ha TOMy XK
Habop1 JaHUX.

PexypentHi neiiponHi mepexi (RNN), zokpema LSTM ta GRU, mmupoko
3aCTOCOBYIOTBCSI B 00pOOIll MpUPOAHOT MOBM Ta 4acoBUX psAaiB. Hampukman, y
3a/1lauax nependayeHHs HaCTYITHOTO CJI0Ba B pEYEHHI BOHU JIEMOHCTPYIOTh BUCOKY
TOYHICTb, 3HAYHO MEPEBEPIIYIOUH TPAULIIHI MOAETI.

['enepatuBHO-3MaransHl Mepexi (GAN) mokazanu 3JaTHICTH CTBOPIOBATH
(doTopeanicTuuHi 300pakeHHs. 30kpeMa, mozenb StyleGAN renepye 300pakeHHS
00JnY, K1 Ba)KKO BIJIPI3HUTH Bij peanbHuX Gororpadii.

Tpancpopmepu, taxi ik BERT ta GPT, nocsarnu nepegoBux pe3ysbTaTiB y
3aJlayax PpO3YMIHHS Ta TeHepallli TEeKCTy, BKIIOYAal4YM CHCTEeMH 3alliTaHb-
BIJIMOBIACH Ta MAITUHHUM MEPEKIal.

[TopiBHsipHUN aHami3 moHax 400 HEHpPOHHUX MeEpeX I 3ajadi
kiacudikanii 300pakeHb NMOKa3aB, 110 Cy4dacHI apxiTekTypH, Taki sk EfficientNet
ta Vision Transformers (ViT), nocsrarots ToudocTi monan 90% Ha HaOOp1 JaHUX
ImageNet.

3 MomeHnTy BusiBieHHs y 2013 pori deHomMeHy 3MaraabHUX MPUKIIAIIB
(adversarial examples), koJin He3HAYH1, TPAKTUYHO HEMOMITHI IS JIFOAUHU 3MIHU
BX1JTHUX JaHUX MOXKYTh MPU3BECTHU /10 XUOHMUX BUCHOBKIB MOJIE, TOCIIIPKEHHS B
rajgy3l araKk Ha IITYYHUW I1HTEIEKT 3HA4yHO MpocyHyjucs. Y 2023 poky Oynu
po3po0JIeH]1 OLIbIT BHUTOHYCHI METOAM aTakK, TaKi SK TIeHepaTHBHO-3MaralbHi
mepexi (GAN), 37aTHI CTBOPIOBAaTH BHCOKOPEATICTHYHI MIAPOOJIeH] JaHi, MO0
00XO0/IATh CUCTEMH BHUSIBIICHHS.

OxpiM TOTO, 3JOBMHUCHUKH IOYAJId AKTHBHO BUKOPHCTOBYBATH INTYyYHUU
IHTeJIeKT I TpoBeAcHHsS KkiOeparak. 2023 pormi moHaWMEHIIE II'STh
ki0epByrpynoBaHb 3actocoByBanu npoayktu OpenAl mms 30opy iHopmanii 3



Binkputux mkepen (OSINT), mo mo3Bomwio iM edeKTUBHINIEC IUIaHYBaTH Ta
3MIMCHIOBATH aTaKH.

VY BiZNOBiAB HA 111 3arpo3u JOCIITHUKH PO3POOJISIOTH HOBI METOJIU 3aXUCTY
HEHpOHHUX Mepex. Hampuknan, 3ampornoHOBaHI MIAXOAW, 3aCHOBaHI Ha
imenTudikarii Ta HeWTpamizalii TpUrepiB 3akiagok (OeKIopiB), SKI AO3BOJSIOTH
BUSIBJISITH Ta YCYBaTH MPUXOBaHI Bpa3MBOCTI B Moaeisix. OMHAK, He3BaKAIOUH Ha
mporpec y i ramaysi, YHIBEpCaJbHOIO PIIICHHS, 110 3a0e3neuye MOBHUN 3aXHUCT
CUCTEM IITYYHOTO IHTEJEKTY BiJl YCIX THIIIB aTaK, MOKU HE 3HAMIEHO.

Takum uynMHOM, 3a0e3medeHHs Oe3MeKH Ta CTIHKOCTI CHUCTEM IITYYHOTO
IHTEJICKTY 3aJMIIAETBCS AKTyaIbHUM 1 CKJIAQJHUM 3aBIAaHHSM. PO3BUTKOM
TEXHOJIOTIA IITYYHOT'O IHTEJIEKTY 3'SBJISIIOTBCS HOBI 3arpo3u, siKi MOTPeOYyIOTh
MOCTIIHOI yBaru Ta po3poOKu e(h)eKTUBHUX METO/IB 3aXHCTY.

[le#t HaBuanbHMIA TOCIOHUK MTPUCBAYEHUHN aHAII3Y 3arpo3 1 aTak Ha CUCTEMHU
I, 30kpema TOCHIKEHHIO 3MarajibHUX npukiaaiB (adversarial examples), atak
Ha KOHQIIEHIIWHICTh Ta MIAPOOKY maHuX. JleTallbHO pO3TISAAlOTECS METOAU
BIUIMBY Ha MOJEIl MAaIIMHHOIO HaBYaHHS, CIOCOOM iXHBOro OO0X0ay Ta
eKcIuTyaTtarlii Bpa3iuBocTteid. OKpeMO BHUCBITIICHO aKTyajbHI HAMPSMKHU 3aXUCTY
BiJI aTak, BKJIIOYAIOUM AJTOPUTMIYHI METOAM MiJBUILECHHS CTIMKOCTI MOJeNeH, a
TaKOX MPaBOBI Ta eTh4HI actiekT 6e3neku 1.

HaBuanpHuii mMarepiaq MICTUTh K TE€OPETUYHI ACHEKTH, TaK 1 MPaKTHUYHI
KeicH, 10 MO3BOJSIOTH MIHOIIE 3pO3yMITH MEXaHI3MHM aTak Ta 3aco0u iXHBOT
HelTpam3auli. [locioHuk Oyae KOPUCHUM CTYJE€HTaM, JOCIITHUKaM, pO3pOOHHKaM
Ta cremiamicraM y cdepi Oe3meku, sKi MparHyTh OMaHyBaTH (yHIaMEHTaIbH1
MPUHIUIIY aTaK 1 3aXUCTY CUCTEM IITYYHOTO 1HTEJIEKTY.



JIABOPATOPHA POBOTA Ne 1.
JOCJIIKEHHA ATAK YXUJIEHHS BIJI 3SMAT'AJIBHOCTI
HA MOAEJII MAHIMHHOI'O HABHAHHS HA OCHOBI
SUPPORT VECTOR MACHINE (SVM)

Meta po0oTH: 03HAMOMUTHCH 3 aTaKaMU YXWUJICHHS BiJl 3MarajpbHOCTI Ha
MOJIeJIl MAaIlIMHHOTO HaB4YaHHs Ha ocHOBI Support Vector Machine (SVM) 3 snpom
Radial Basis Function (RBF).

BKA3IBKHU 3 NIJITOTOBKHU 10 BUKOHAHHS JIABOPATOPHOI
POBOTH.

ATaku yxuieHHs (TakoX BIJOMI SIK 3MarajbHl MPUKIAAHN) MOJSATAIOTh Y
peTeNnbHIM 3MiHI BXIJHUX 3pa3KiB MiJ Yac TECTyBaHHsS, 1100 BOHU Oyiu
HEMPaBUJIHHO KJIACU(PIKOBAHI.

CrnoyaTky MM CTBOPMMO Ta HAaBYMMO KJAacHU(]iKaTop, OILIHIOYHA KHOTo
e(EeKTHUBHICTh Yy CTAHJIAPTHOMY CIIeHapii, TOOTO HE MiJJal04yM aTali. A TOTIM
CTBOPMMO 3MarajbHUil TpuKiIaa 13 kiacugpikatopoM SVM, BHUKOPHUCTOBYIOUH
QITOPUTM MaKCHUMAaJIbHOI JIOBIpM Ha OCHOBI TpajiieHTa Jisi TeHepalii aTak
YXWJIEHHS, SKAA  peamizoBanuii 'y SecML 3a  gomomororo — Kjacy
CAttackEvasionPGDLS.

HonaTtkoBy 1H(pOpMAaIlito MPHU MiATOTOBII JO pOOOTH MOKHA OTPUMATH B:
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Time. In ECML-PKDD 2013. URL.: https://arxiv.org/abs/1708.06131
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Explaining Transferability of Evasion and Poisoning Attacks. In 28th Usenix
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TEOPETHUYHI BIIOMOCTI

Buau 3marajibHUX NPUKJIAAIB

3MaranbHi aTakd € OHUM 13 HAWOUIBII AOCTIIKYBaHMX 1 MPAKTHYHO
3HAUYIIMX TUIIIB aTaK HAa CUCTEMHU MAIIMHHOTO HAaBYaHHs. 3arajiom, Mij aTakoro Ha
MOJIETIb PO3YMI€THCS HABMHUCHE BTPYYaHHS B TpoIec ii poOOTH, SKE MOXKe
B1IOyBaTHCS SIK Ha €Talll HaB4YaHHs, Tak 1 i yac iHpepeHcy. MeTa 3JJ0BMUCHHUKA
MOK€E BKJIIOYATH MOPYIIEHHS KOPEKTHOTO (QYHKIIIOHYBAHHS MOJEII, IPUMYIICHHS
il 10 Buaa4l 0aKaHOTO pe3yabTary, KpaaikKy iH(opMallii mpo mapameTpu Mojeni
a00 BWJIyYEHHS MPUBATHUX JAHWX, BUKOPUCTAHUX y HaBYaHHI. Y 3B’S3Ky 3 LM
aTakd Ha CHUCTEMH MAIMHHOTO HaBYaHHS MOXKHA KJIacH(iKyBaTh Ha YOTHUPHU
OCHOBHI THUIIH:

1. 3marajibHi ataku (aTakM YXWIeHHsI) rependadaroTh BTPYYaHHS, 3a
SIKOTO 3JIOBMHUCHHK MO’KE 3MIHIOBATH JIMIIIE BX1JAHI JaHI1 BjKe HaBUCHOI MOJCII, HE
BIUTMBAIOYM HA 1ii BHYTPIIIHI MapamMeTpu. Taki aTakd MOXYTb CIPUYUHUTU
HEKOPEKTHY poOOTy MOJiell, BHACIIJIOK YOro BOHA BHUJA€ HENPABWIHLHUN
pe3ynbTar. Came 1iell BUJ aTaKk € OCHOBHUM IPEAMETOM JIOCHIKEHHS YV IOMY
MOCIOHUKY pOOOTI.

2. ATaKkM OTPY€HHS TepeadavaloTh BHECEHHS 3MiH Y HaBYAJIbHI JIaH1 TIepe]t
MpOoIECOM TpPeHyBaHHsI mojeni. [le Moxke mpuszBecTH 10 TOTO, 10 CUCTEMa OyJe
HAaBMHCHO HaBYEHA BUABAaTH HEMPABWIbHI pe3ybTaTH, 10 POOUTH ii Bpa3IMBOIO
Ha eTarnl eKkcIutyaTarfii.

3. ATaku BHMJIYYEHHSI CIIPSMOBaHI Ha BIJHOBJICHHS IMapaMeTpiB MOJEII
HUISIXOM aHati3y ii poOOTH. 3T0OBMUCHUK MOXE CTBOPUTH JIOKAIbHY KO0 MOJEN,
BUKOPHCTOBYIOYH JIOCTYIl JO 1i BXIJHHX JaHUX 1 BIANOBIIHUX BUXIJIHUX
nepen0ayeHb.

4. Ataku inBepcii 103BOJISIOTh 3JIOBMHUCHHMKY BIJIHOBUTH JIaHi, Ha SKHX
OyJila HaBUE€HA MOJIeJb, aHATI3YIOUH 11 BIJMOBIJI HA Pi3HUX BXoAax. Lle cTraHOBUTH
0COOJIUBY 3arpo3y sl KOH(IASHIIMHOCTI JaHWX, OCKUIBKHU 3JIOBMHCHHK MOXE
OTPUMATHU JOCTYI A0 0COOMCTOT a00 KOMEPIIHHO LIHHOT 1HPOopMallii.

VY Mexax 1mporo mociOHWKa pO3MIISIAI0THCS BUKIIFOYHO 3MarajibHI aTakd, 3a
SKUX aTaKyBaJIbHUK HE MOJK€ 3MIHIOBaTH MapamMeTpu Mojeii abo BIJIMBATH Ha
mpoiiec 1l HaBYaHHS, ajie 3AaTHUI MaHIMyJIIOBATH BX1THUMH JaHUMH. 3aJICKHO BiJ
piBHS JA0CTyMy 110 1H(OpMaIii Mpo MOAENb 3JI0BMUCHUK MOKE BUKOPHUCTOBYBATU
pI3HI cTpaTerii arak, HaMpPUKIIAJ, 3HATU 11 apXITEKTypy Ta mapameTpu abo Matu
MOXJIMBICTh aHANII3yBaTH JIMIIE BUXIJHI TMepeadadyeHHs MOJENl i PI3HUX
BXITHUX JaHUX.



HexopekTHicTh Kiaacudikanii ik MeTa 3MarajbHOI aTaku

OpHi€ro 3 KIIOYOBHX IIUICH 3MaraabHUX aTak € MPUMYIICHHS MOJACHI 10
xuOHOT Kiacuikamii BXigHuUX naHuX. lle sBHIIE MOXKHAa TPOUTIOCTPYBaTH Ha
npukianl 3amadi  kimacudikamii 300paxkeHb, OCKIIBKH came y 1ii  cdepi
IIPOBOIUTHCS OLIBIIICTD JIOCTIHKEHDb aTak 1 MEXaH13MIB 3aXHUCTY.

Monens knacudikarii 300pakeHb MOXKHA MOJIATH K (QYHKIIIO!

f(x): RMXnxc _y RK (1.1)
e X — BXiJHE 300pakeHHS PO3MIPOM M X N MIKCENIB 13 € KOJIPHUMHU
KaHaJIaMHU.

VY Bumnazaky kmacudikanii Ha K xiaciB gynkuis f(x) moseprae softmax-
PO3MO/ILT KMOBIPHOCTEM HAJIEKHOCTI 300pakeHHsT KoxHOMY 3 K KJ1aciB:

fx) = (1,02 DK Xiea D = 1 (1.2)

PesynbraTom kiacudikaiii € mnependadyeHUd MOJEUTI0 Kiac C, SIKOMY
BIJIMOBIa€ MaKCUMaIbHa HUMOBIPHICTD:

¢ = argmax;f;(x) (1.3)

Hexaii € 300pakeHHs X, PO SKE B1JIOMO, 1[0 BOHO HAJISXUTh Kiacy y. Lle
MOXe OyTH MIATBEPIKEHO EKCHEPTHOIO PO3MITKOIO ab0 CyO'€KTHMBHOIO OLIIHKOIO
rpynu aHamiTHKiB. HeKopekTHOIO poOOTOI0 MO B IIbOMY KOHTEKCTI BBAXKAETHCS
CUTYallisl, KOJIY ii mepeA0avyeHHs He 301ra€ThCsl 3 ICTHHHUM KJIaCOM, TOOTO:

fx)#y. (1.4)

Cnix 3a3HayuTH, IO TOMWJIKHM Kiacudikaiii MOXyTh BHUHUKATH 1 0e3
30BHIIIHBOIO BTpy4YaHHs. HaBiTh Ha BIIHOCHO MPOCTUX HaOOpax AaHUX, TAKUX SIK
MNIST, ne icuye moxeni, sika 0 3abesneuyBana 100% TouHicTh Kiacudikarii.
Cranom Ha 2022 pik HaWKpamuii pe3yibTaT Ha IbOMY J1aTaceTi CTaHOBUTh
99.91%. VY cxknagHimmx 3ama4ax KOMIT IOTEPHOTO OadeHHS YacTKa IMMOMHUIIOK
3poctae. OHAK MPUHITUIIOBA BIIMIHHICTh 3MarajbHUX aTak MOJATa€ B TOMY, IO
BOHU HaBMHCHO CTBOPIOIOTH YMOBH, 3a SIKMX MOJIeTb POOHUTH TpyOl Ta HEJIOTIYH1
nomMuwiku. Ha BiAMIHY B1Jl IPUPOJHUX MTOMUIIOK, 110 BUHUKAIOTh HA CKJIAJHUX a0

HCOAHO3HAaYHHUX 306pa)KeHHHX, ITOMMIJIKH, CHpI/I‘—II/IHeHi 3MarajJbHuMH1 aTakKaMy,



BUTJIAJIAIOTh HEMPUPOJHO, OCKUIBKM aTaKOBaHI 300paKCHHS 3alMIIAIOThCS
Bi3yaJbHO 3p03yMIUIMMU Ta JIETKO KJIaCHU()IKOBAHUMHU.

OCHOBHI THIIH 3MaraJJbHUX aTaK

3MaranbHi aTaku MOXYTh peasli3oByBaTHUCS pi3HUMH criocoOamu. OnHUM 13
HaWIMOMIMPEHIIIUX METO/IB € HAHECEHHS 3MarajibHOro 30ypeHHsi, 3a SIKOTO J0
BHUXITHOTO 300pa)kKeHHS X MTOJAE€THhCS HE3HAYHE 3a HOPMOIO € 30ypeHHs §, 110
MIPU3BOAUTE A0 XUOHOT KiTacuikarrii:

x =x+6,

5l <ef(x)=y (1.5)

Tyt ||6 || BHU3HAUA€ Mipy BEJIMYMHUA BHECEHOI 3MiHH, KA OOMEKYEThCS
TaKUM YWHOM, MO0 MOJaHWW IIyM 3aJMIIABCS HEMOMITHUM [UJISl JIFOJICHKOTO
CHpUMHATTA. ['0l0BHA MeTa TaKoro BTpy4YaHHs — 3pOOUTH 3MiHEHE 300pa’keHHs
Bi3yaJbHO HE BIJIMIHHUM BiJ] OpUTiHANY, aje TaKUM, 110 3MYIIy€ MOJENIb 3MIHUTH
nependadenuii kiac (puc. 1.1).

Puc. 1.1. 3maraneni npuxnaau a1 mojeii AlexNet, HaBueHoi Ha ImageNet

10



JliBopyd HaBeneHi 3BHYaiHI 300pakeHHs 3 ImageNet 300pakeHHs,
KJacu(iKoBaHi BIpHO, B IEHTP1 — BHOCUTHCS IIyM, IPABOPYY 3MarajibHi MPUKIAIH,
KJacugiKoBaH1 K CTpayc.

[HIIMM TOMMPEHUM THUIOM aTaK € HAKJIAJAAaHHA 3MArajbHUX MNaT4iB
(puc. 1.2).

Classifier Input Classifier Output

-

place sticker on table

Classifier Input Classifier Output

i‘:* A W‘_- 'o
» \y

Puc. 1.2. HaknanenHs maTda MoBHICTIO 3MiHIOE TIporHO3 kiaacy moaem VGG-16

VY 1poMy BHUINAJKY aTaKyBaJbHUK 3aMIHIOE TEBHY [IUISHKY 300pa’kKeHHS
(manpuknan, KBagpaTHy a0o0 Kpyrily o00JacTh) 3a3lajeriiib MiAroTOBICHUM
1a0JIOHOM, 110 3MIHIOE PE3YJIbTaT KiIacu(iKallii.

OxpeMy Tpymy CKJIaJalOTh A0CTPAKTHI 3MarajbHi NPUKJIAAH, SKI HE
MICTSTh OCMHCJIEHHX O0'€KTIB, ajie MOJI€Jb BIEBHEHO KJAacU(DiKye iX y NEBHUU
kiac. [IpuknagoM MOXyTh CITyTryBaTH 300pasKeHHsI, 110 HArayrTh OUTHI IryM abo
BUITAJIKOBl TEKCTYpH, SIKl, HA JYMKY HEHpOMepexi, HaJlekaThb J0 KOHKPETHOTO
KJ1acy 3 HMOBIpHICTIO, OJIM3bKOIO 10 ofuHuIl (puc. 1.3).

Buniusersca Takoxk rpyna  (QisMYHHX 3MarajJbHMX MNPUHKJIALIB, 110
CTBOPIOIOTHCSI NI BUKOPUCTaHHS B peanbHOoMy cBiti (puc. 1.4). Taki arakum
MOXYTh BKJIIOUYaTH MOJU(DIKaLII0 JOPOXKHIX 3HAKIB (HAMPUKIAJ, HAHECEHHS
HaKJICHOK, 10 CIPUYUHSIOTh XMOHY KiIacu(iKailiio), BUKOPUCTAHHS CIEIliaTbHUX
akcecyapiB (Hampukiaj, OKYJSIpiB, 110 YHEMOXJIMBIIOIOTh PO3Ii3HABAHHS
OOJUYYS CHCTEMOIO B1IEOCTIOCTEPEIKEHHS) a00 CTBOPEHHS TPUBHUMIPHHUX 00'€KTIB,
SIK1 MOJIEJTb HETIPABWIIBHO 1ICHTU(IKYE.
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Puc. 1.3. He inTepnperoBani 300pakeHHsl, sIK1 HEHpoMepeKa BITHOCUTH J10
3a3HAYEHOTO KJIacy 3 YIEBHEHICTIO OLTbIT HIX 99.6%

Puc. 1.4. Hagsranus cnerianbHUX OKYJISIPIB MPU3BOAUTH 10 TOTO, IO MOTPAIIUB B
Kamepy JitoinHa (3BepXy), CIPUNMAETHCSI HEHPOHHOIO MEPEKEIO SIK CXO0XKHUI Ha
30BCIM 1HIIY JIIOJAUHY (3HU3Y)
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TakuM 49WHOM, 3MarajbHi aTakKd € CEpPHO3HOI  3arpo30r IS
HEHPOMEPEIKEBUX MOJIENIEH, [0 BHUMarae po3poOKH e(PEeKTUBHUX CTpaTerii
3aXMCTY Ta MiABUIIEHHS IXHBOI CTIHKOCTI JI0 TTOAI0OHMX BIUIMBIB.

HHPUKJIAU ITPAKTUYHUX 3ABJIAHD

B npaniii  pobGoTri MM mOTpeHepyemcsi |y BuUKopuctanHi  SecML
(https://secml.readthedocs.io/en/v0.15/), 6i6miotekn Python 3 Bimkputum Komom
JUISL  OLIHKK O€3MeKH aJropuTMIB MAIIMHHOTO HaBYaHHSA. 3a JIOIOMOTOIO
miaTdopmu https:// www.kaggle.com/.

Kpok 1. Y 6paysepi nepeiaits no https:// www.kaggle.com/

Axmo BU OauuTe CUHIO KHONKY "YBIWTU" y BEpXHbOMY MpPaBOMY KYTi,
HATUCHITH Ha HEi Ta yBiiAITE B oOmikoBuil 3amuc Kaggle. ¥ MeHio BuOepith
"®aiin", "HoBa 3anmucHa KHIKKaA' .

Kpok 2. BcranoBnennsa SecML

BukonaiiTe HaCTYIIHI KOMaH]IH:

Ipip install secml
import secmi

BibmioTeka BCTaHOBUTKCS, K MMOKa3aHo HWkYe (puc. 1.5).

lab01_SecAl (. caved

File Edit View Run Settings Add-ons Help

+ v 3( |_|:| |:| B BP Runal Code ~ @ Draft Session (5m) E r:

Ipip install secml
import secml

Collecting secml
Downloading secml-0.15.6-py3-none-any.whl.metadata (13 kB)
Requirement already satisfied: numpy>=1.17 in /usr/local/lib/python3.18/dist-packages (from secml) (1.26.

4)

Requirement already satisfied: scipy»=1.3.2 in /usr/local/lib/python3.18/dist-packages (from secml) (1.13.
1)

Requirement already satisfied: matplotlib>=3 in /usr/local/lib/python3.108/dist-packages (from secml) (3.7.
5)

Requirement already satisfied: scikit-learn>=0.22 in /usr/local/lib/python3.10/dist-packages (from secml)
(1.2.2)

Requirement already satisfied: joblib»>=0.14 in /usr/local/lib/python3.10/dist-packages (from secml) (1.4.
2)

Requirement already satisfied: Pillow»=6.2.1 in /usr/local/lib/python3.10/dist-packages (from secml) (11.
0.9)

Requirement already satisfied: requests in /usr/local/lib/python3.1@/dist-packages (from secml) (2.32.3)
Requirement already satisfied: python-dateutil in /usr/local/lib/python3.1@/dist-packages (from secml) (2.
8.2)

Requirement already satisfied: contourpy>=1.6.1 in /usr/local/lib/python3.10/dist-packages (from matplotli
b>=3->secml) (1.3.1)

Requirement already satisfied: cycler>=0.10 in /usr/local/lib/python3.10/dist-packages (from matplotlib>=3
-»secml) (©.12.1)

Puc. 1.5. Becranosnennss SecML
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Kpoxk 3. IlinroroBka Habopy JaHUX

Bukonaiite komaHau, 1100 CTBOPUTHU MPOCTUH IITYYHUN HAOIp JaHUX, IO
CKIIQJIA€EThCA 3 JBOX TPyHn TOYOK Ha ruiommHi. Ham, sk 3aBxkmau, moTpiOHI
HaBYaJIbHI Ta TECTOB1 HAOOPH JTaAHUX.

random_state = 999

n_features = 2 # Number of features

n_samples = 300 # Number of samples

centers = [[-1, -1], [1, 1]] # Centers of the clusters
cluster_std = 0.9 # Standard deviation of the clusters

from secml.data.loader import CDLRandomBIlobs

dataset = CDLRandomBIlobs(n_features=n_features,
centers=centers,
cluster_std=cluster_std,
n_samples=n_samples,
random_state=random_state).load()

n_tr =100 # Number of training set samples
n_val =100 # Number of validation set samples
n_ts =100 # Number of test set samples

# Split in training, validation and test
from secml.data.splitter import CTrainTestSplit
splitter = CTrainTestSplit(
train_size=n_tr + n_val, test_size=n_ts, random_state=random_state)
tr_val, ts = splitter.split(dataset)
splitter = CTrainTestSplit(
train_size=n_tr, test size=n_val, random_state=random_state)
tr, val = splitter.split(dataset)

# Normalize the data

from secml.ml.features import CNormalizerMinMax
nmz = CNormalizerMinMax()

tr.X = nmz.fit_transform(tr.X)

val.X = nmz.transform(val.X)
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ts.X = nmz.transform(ts.X)

# Display the training set

from secml.figure import CFigure

# Only required for visualization in notebooks
%matplotlib inline

fig = CFigure(width=5, height=5)

# Convenience function for plotting a dataset
fig.sp.plot_ds(tr)

fig.show()

Ha puc. 1.6 mnpencraBieHo JBOKJIACOBUN HaOlp JaHUX, Jie ABa Kijacu (CHUHI
Ta YEPBOHI TOYKU) PO3/LTIEHI, ajie 3 HEBEIMKOIO 30HOIO MTEPEKPUTTSL.
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Puc.1.6. HaGip nanux
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[leit HaOip maHUX MU OyAeMO BUKOPUCTOBYBATH JjIi HaBYAHHS MOl
kiacudikaiii Ta OLiHKH i1 3aTHOCTI MPaBUIIBHO PO3IUISTH KIIACH.

Kpox 4. CTBOpeHHsI Ta HaBYaHHS MOJIENI

HaBenenuii HuX4Ye KOJ peallizye HaBYaHHS Ta TECTyBaHHS KiacudikaTopa
SVM 3 saapom RBF (sigepHuii MeTron OMNOpPHUX BEKTOPIB) 3a JOMOMOTOIO
610miotexu SecML.

1. 3aBnaHHs METPUKH TOYHOCTI

from secml.ml.peval.metrics import CMetricAccuracy
metric = CMetricAccuracy()

Immopr wmerpukm  Tounocti —  (Accuracy) —  CMetricAccuracy
BUKOPHUCTOBYETHCS JIJISl OL[IHKU MPOTYKTUBHOCTI Kilacudikaropa.

metric = CMetricAccuracy () — CTBOPIOETBCS €K3eMILIAp 00'€KTa, SKHI
noTiM Oyzie BUKOPUCTOBYBATHUCS JIJIsI PO3PAXYHKY TOYHOCTI.

2. CtBopennst SVM-knacudikaropa

from secml.ml.classifiers import CClassifierSVM
from secml.ml.kernels import CKernelRBF
clf = CClassifierSVM(kernel=CKernelRBF(gamma=10), C=1)

IMmopTyroThCA KNacu:

CClassifierSVM - peamnizariist SVM (Support vector Machine) B SecML.

CKernelRBF-paniansHo-6a3uche sapo (RBF).

CrtBoproetbes SVM-Knacudikarop 3 mapameTpamu:

kernel=CKernelRBF (gamma=10) — BukopuctoByeTbcsi RBF-sapo 3
rinepmapamerpom gamma=10.

C =1 — napametp perynsgpuzanii C (uum Buie C, THM MOJEIb KOPCTKIILIE
PO3ALISE KIacH, ajle MOXKE MepeHaBUaTUCH).

3. HaBuauusg moxaeii

clf.fit(tr. X, tr.Y)
print("Training of classifier complete!")
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tr.X, tr.Y-Hapuanbpauit HaGip (tr.X-o3nakwy, tr.Y-mitku KJIACIB).
clf.fit(tr.X, tr.Y) - vapuanus SVM Ha TpeHYBaJIbHUX JTaHUX.

"

BuBoauThECA OBIIOMIICHHS Training of classifier complete!", mi0

CUTHAJTI3Y€ TIPO 3aBEPIICHHS MPOIECY HABYAHHSI.

4. I[lepenOavyeHHs Ha TECTOBOMY HaboOpi

y_pred = clf.predict(ts.X)

ts.X-TecToBuii Habip JaHUX (O3HAKK).
clf.predict(ts.X) - mepenbaveHHs KJIaciB i1 TSCTOBHUX JIAHUX.
y_pred-macuB nependadenux mitok KJIACIB.

5. O1iHKa TOYHOCTI MOJIENI

acc = metric.performance_score(y_true=ts.Y,y pred=y pred)

y_true=ts.Y-cnpaBHi MITKU KJIaciB 3 TECTOBOTO Ha0ODYy.

y_pred=y_pred-niepenbadeHi MOJCIUTIO KIIACH.

metric.performance_score(...)- obumcIoe TOYHICTh (Accuracy),
MopiBHIOIOUM y_true iy pred.

6. BucHOBOK TOUHOCTI Ki1acudikarrii

print("Accuracy on test set: {:.2%}".format(acc))

BuBoauThCS TOYHICTH MOJENI Ha TECTOBOMY HAa0OpT B MPOILEHTHOMY
dbopmari.

{:.2%} - bopmaTyBaHHs 4KCIa acC B MPOIICHTHE 3HAYCHHS 3 JIBOMA 3HAKAMHU
MICIISE KOMU.

Ha puc.1.7 npencraBineHo pe3ysbTaT BUKOHAHHS KOMaH]
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# Metric to use for training and performance evaluation
from secml.ml.peval.metrics import CMetricAccuracy
metric = CMetricAccuracy()

# Creation of the multiclass classifier

from secml.ml.classifiers import CClassifierSVM

from secml.ml.kernels import CKernelRBF

clf = CClassifierSVM(kernel=CKernelRBF(gamma=18), C=1)
# We can now fit the classifier

clf.fit(tr.X, tr.Y)

print(“Training of classifier complete!")

# Compute predictions on a test set
y_pred = clf.predict(ts.X)

# Evaluate the accuracy of the classifier
acc = metric.performance_score(y_true=ts.Y, y_pred=y_pred)

print("Accuracy on test set: {:.2%}".format(acc))

Training of classifier complete!
Accuracy on test set: 94.00%

Puc. 1.7. IlobynoBa Ta HaB4aHHS MOJENI

SAx BugHO 3 puc. 1.7 TouHOCTI MOOYHO0BaHOI MOJIENI KiIacudikaTopa CKIIagae
94%.

Kpox 5. Bizyanizanis pe3ynapTaTiB
HactynHi koMaHIu BUKOPHCTOBYIOTHCS IS TOOYZOBH Jiarpamu, IO
nokasye o0J1acTi, Ha siKi MoJienb Kiacudikye naxi (puc. 1.8).

Classification regions

1.2 1

1.0 1
0.8 -
0.6 1
0.4 1 ®

0.2 1

0.0 - Accuracy on test set: 94.00%

-0.2 00 02 04 06 08 1.0

Puc.1.8. [liarpama obnacreii kinacudikamii
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fig = CFigure(width=>5, height=5)

# Convenience function for plotting the decision function of a classifier
fig.sp.plot_decision_regions(clf, n_grid_points=200)

fig.sp.plot_ds(ts)
fig.sp.grid(grid_on=False)

fig.sp.title("Classification regions")

fig.sp.text(0.01, 0.01, "Accuracy on test set: {:.2%}".format(acc),
bbox=dict(facecolor="white"))

fig.show()

Kpoxk 6. ManinymtoBaHHS OJTHIEIO MITKOIO

[le HailmpocTiia araka OTPYEHHS: 3MiHA MITOK JaHUX, MO0 3arTyTaTu
MOJEIb.

BukonaeMo komaHau, 11100 3MIHUTH MEPITY MITKY:

print("*Training set:", tr.Y)

tr_poisoned = tr.deepcopy/()

tr_poisoned.Y[0] =0

print("Poisoned: ", tr_poisoned.Y)

print("X[0]: ({:.2f}, {:.2f})".format(tr_poisoned.X.tolist()[0][0],
tr_poisoned.X.tolist()[0][1]))

print()

fig = CFigure(width=9, height=4)

fig.subplot(1, 2, 1)

fig.sp.plot_ds(tr)

fig.subplot(1, 2, 2)
fig.sp.plot_ds(tr_poisoned)
fig.show()

Ha piarpami 3miBa moka3aHi BUXIAHI JaHi, a Ha Jiarpami mIpaBopyd -
croTBopeHi faHi. Ik BugHO Ha puc. 1.9, omHa YepBOHA Kpamka B LIEHTPI Bropi
TETNep CUHS.
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Puc. 1.9. Ataka otpyeHHs Ha | TOUKY TaHUX

Kpox 7. O1iHKa npolyKTUBHICTh 3apa)Ke€HOi MOJIEI
BukoHaeMoO OIIHKY NpPOAYKTUBHOCTI Mojenl. BBemiTe komanau, mo0
CTBOPUTH Ta HABYUTH 3apaK€Hy MOJIETIb!

# Create the poisoned multiclass classifier
clf_poisoned = CClassifierSVM(kernel=CKernelRBF(gamma=10), C=1)

# Fit the poisoned classifier
clf_poisoned.fit(tr_poisoned.X, tr_poisoned.Y)
print("*Training of poisoned classifier complete!™)

# Compute predictions on a test set
y_pred_poisoned = clf_poisoned.predict(ts.X)

# Evaluate the accuracy of the classifier
acc_poisoned = metric.performance_score(y_true=ts.Y,
y_pred=y_pred_poisoned)

print("Accuracy on test set before poisoning: {:.2%}".format(acc))
print("Accuracy on test set after poisoning: {:.2%}".format(acc_poisoned))

Sk mokazano Ha puc. 1.10, TouHicTh MOJIENI CTAaHOBUTH 94%.
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# Create the poisoned multiclass classifier
clf_poisoned = CClassifierSVM(kernel=CKernelRBF (gamma=18), C=1)

# Fit the poisoned classifier
clf_poisoned.fit(tr_poisoned.X, tr_poisoned.Y)

print("Training of poisoned classifier complete!")

# Compute predictions on a test set
y_pred_poisoned = c1f_poisoned.predict(ts.X)

# Evaluate the accuracy of the classifier
acc_poisoned = metric.performance_score(y_true=ts.Y, y_pred=y_pred_poisoned)

print(“Accuracy on test set before poisoning: {:.2%}".format(acc))
print(“Accuracy on test set after poiscning: {:.2%}".format(acc_poisoned))

Training of poisoned classifier complete!
Accuracy on test set before poisoning: 94.00%
Accuracy on test set after poisoning: 94.00%

Puc. 1.10 Tounicts 3apakeHoi Moaei

Kpox 8. ManinystoBaHHS BEJIMKOIO KUIBKICTIO MITOK
Jani nepernstnemo niepii 40 TOYOK 1 3aMIHMM BCl YEPBOHI KPaIlKy Ha CHHI:

print("Training set:", tr.Y)
tr_poisoned = tr.deepcopy()

for i in range(40):
if tr_poisoned.Y[i] == 1:
tr_poisoned.Y[i] =0

print("Poisoned: ", tr_poisoned.Y)

print("X[0]: ({:.2f}, {:.2f})".format(tr_poisoned.X.tolist()[0][0],
tr_poisoned.X.tolist()[0][1]))

print()

fig = CFigure(width=9, height=4)

fig.subplot(1, 2, 1)

fig.sp.plot_ds(tr)

fig.subplot(1, 2, 2)
fig.sp.plot_ds(tr_poisoned)
fig.show()

Ha piarpami 3miBa moka3aHi BHXIJHI JaHi, a Ha Jiarpami MpaBopydy —
croTBopeHi AaHi. Sk mokazaHo Ha puc. 1.11, GaraTo 4epBOHHUX KpamoK CTallv
CHHIMH.
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Puc. 1.11. «OTpy€eH1» Ta «4UCTI» TaHHI

Kpok 9. Ouinka mpolyKTUBHOCTI 3apa)K€HO1 MOJIEN1
JlaJii cTBOPUMO Ta HABYUMO 3apak€HY MOJEIb:

# Create the poisoned multiclass classifier
clf_poisoned = CClassifierSVM(kernel=CKernelRBF(gamma=10), C=1)

# Fit the poisoned classifier
clf_poisoned.fit(tr_poisoned.X, tr_poisoned.Y)
print("*Training of poisoned classifier complete!™)

# Compute predictions on a test set
y_pred_poisoned = clf poisoned.predict(ts.X)

# Evaluate the accuracy of the classifier
acc_poisoned = metric.performance_score(y_true=ts.Y,
y_pred=y_pred_poisoned)

print("Accuracy on test set before poisoning: {:.2%}".format(acc))
print("Accuracy on test set after poisoning: {:.2%}".format(acc_poisoned))

Ax BunHO Ha puc. 1.12, oTpy€eHHS 3HU3UIIO TOUYHICTH 10 74%.
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¥ # Create the poisoned multiclass classifier
clf_poisoned = CClassifierSVM(kernel=CKernelRBF(gamma=18), C=1)

# Fit the poisoned classifier
clf_poisoned.fit(tr_polsoned.X, tr_poisoned.Y)
print("Training of poisoned classifier complete!")

# Compute predictions on a test set
y_pred_poisoned = clf_poisoned.predict(ts.X)

# Evaluate the accuracy of the classifier
acc_poisoned = metric.performance_score(y_true=ts.Y, y_pred=y_pred_poisoned)

print(“Accuracy on test set before poisoning: {:.2%}".format(acc))
print(“Accuracy on test set after poisoning: {:.2%}".format(acc_poisoned))

Accuracy on test set before poisoning: 94.00%

Training of poisoned classifier complete!
Accuracy on test set after poisoning: 74.00%

Puc. 1.12. TounicTh OTpy€HOI MOIEMI
3ATAJIBHE 3ABJJAHHS 1JIs1 BUKOHAHHS

1. IToOyayBaTn O1HapHU Ki1acu(ikaTop.

2. BukoHaTu OIIHKY MPOAYKTUBHOCTI MOJIEIII.

3. BukonaiiTe ataky, onucaHy Bullle, mo0 mepeBiputu mepur 60 TOYOK y
TpeHyBaJIbHOMY Habo0pi, 1 3p00iTh YEPBOHI TOYKU CHHIMHU.

4. TloOynyiite rpadiku, sKi BiIOOpa)XarTh «UHCTHI» Ta «OTPYEHUN»
Habopu JaHUX.

5. OWiHITh NPOAYKTUBHOCTI «YUCTOI» Ta «OTPYEHOI» MOJIETIEH.

6. BiamoBicTi Ha KOHTPOJIbHI 3alTUTaHHS.

7. IligrotyBatu 3BiT, IKW MICTUTh OITUC OCHOBHUX 1M (31 CKPIHIIIOTaMu ).

KOHTPOJIBHI IIMTAHHSI.

1. llo Take 3MarajibHI aTakd HAa HEUPOHHI MEPEXKi, 1 B YOMY iXHS OCHOBHA
3arposa?

2. SIKi OCHOBHI THUIIM aTaKk Ha CHCTEMH MAIIMHHOTO HaBYaHHS I1CHYIOTbH, 1
YUM BOHM BIJPI3HAIOTHCS?

3. Y domy mossrae mpUHIMI poOOTH 3MaraidbHOro 30ypenHs (adversarial
perturbation), 1 Ik BOHO BIJIUBA€ HA pe3yJbTaT Kiacudikarii?

4. Illo Take araka B pexxumi "Outoro smuka" (white-box attack), 1 sk BoHa
BiZIpi3HS€ETHCS Bij aTaku "yopHoro smuka" (black-box attack)?
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5. SIki METOJIM BUKOPUCTOBYIOThCS JIJISI CTBOPEHHS 3MarajlbHUX MPUKJIAIIB, 1
K1 METPUKHU 3aCTOCOBYIOTHCS JJIsl iXHBOI OI[IHKHU?

6. Ilo Take ¢i3uyHi 3MarajibHi NPUKIAAA, 1 SK BOHHM MOXYTh OyTH
BUKOPHUCTaHI JUIsl 0OOMaHy peaJbHUX CHUCTEM PO3Ii3HABAHHS?

7. SIk1 iICHYIOTh METOJIM 3aXMCTy HEMPOHHUX MEPEeX BiJl 3MaraJibHUX arak, i
HACKLUJTbKUA BOHHU €(PEKTHUBHI?

8. I1lo Take yHiBepcalibHI 3MarajbHi aTakv, 1 YUM BOHH BIJIPI3HSIIOTHCS Bij
1HIUBITyaJIbHAX aTaKk Ha OKpeMi 300pakeHHS?

9. SlkuM YMHOM aTakd Ha OCHOBI mepeHeceHHs (transferability attacks)
MOXXYTb 3arpO’KyBaTH CHCTEMaM, HaBITh SKIIO aTaKyBaJbHUK HE MA€ TOCTYITY JI0
iXHBOI apxiTeKTypu?

10. Yomy 3marajibHi aTakd CTAHOBJISATH 3arpo3y MJIsS KPUTHYHO BaXKITMBUX
CHCTEM, TaKUX SIK aBTOHOMHE BOJIIHHsI 200 O1oMeTpuyHa 1eHTudiKaris?
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JIABOPATOPHA POBOTA Ne 2.
JOCJIIZKEHHA HEPEHOCUMOCTI ATAK YXUJIEHHSA

Merta poOoTu: O3HAOMUTHCS 3 MOXJIMBOCTSIMH TEPEHOCHMOCTI aTaku
YXWJICHHS Ha Pi3H1 MO/l MAIlITMHHOTO HaBYaHHS Ta JOCIIIKEHHS i1 €(peKTUBHOCTI
IIOJI0 1HIIUX, ITOTEHIIHHO HEBIJOMHUX MOJCIICH.

BKA3IBKHU 3 NIJITOTOBKHU /IO BUKOHAHHS JIABOPATOPHOI
POBOTH

Y mii pobGoti Oyne BUKOHAHA TepeBipka, uuM OyJle araka YXWICHHS,
chopMoBaHa 3a JOMOMOTOI0 METOIy ONMOPHUX BekTOpiB (SVM), nepenaBarucs Ha
1HIII MOJIel Kilacu(pikaTopiB.

CrnoyaTky MU CTBOPUMO Ta HAaBYMMO CypOraTHUM KiacH(pikatop Ta 1HII
THOB1 KJIacU(}iKaTOPH, OLIIHUBIIY iX €(PEKTUBHICTh Y CTAHAAPTHOMY CIICHApIi.

Cyporarauii knacudikatop (surrogate classifier) sBisie cobo0 MOJENb,
BUKOPUCTOBYBaHY 3aMiCTh a00 Ha JI0AATOK JI0 IIJILOBOTO Kiacu(]ikaTtopa 3 METOIO
aHaii3y Moro NOBEAIHKH, 3/11MICHEHHS aTak abo MiJIBUILEHHS €(PEKTUBHOCTI poOOTH
cucteMu. L{g KOHIEMIIIS MIMPOKO 3aCTOCOBYETHCS B PI3HUX 00JIACTAX, BKIIOYAIOUU
aTakd Ha MOJENII MAallMHHOTO HaBYaHHS, HABYAHHS 3 BUKOPUCTaHHSIM MOJENI
3aMiHU, a TAKOK IHTEPIPETAIIIIO Ta TOSICHEHHS CKIIQAHUX MOJICIICH.

VY KOHTEKCTI aTak Ha Mojejli MamuHHOro HaB4yaHHs (adversarial attacks)
surrogate classifier rpae Kit040BYy pojib, OCOOJHMBO B CIIEHAPIAX, KOJIHU 3TOBMUCHUK
HE BOJIOAIE JOCTYNOM JI0 BHMXIJIHOI MOJIENl, HI0 XapaKTEpHO MJid aTak THUITY
"gyopuoro smmka" (black-box attack). B ymoBax oOmexeHnoi indopmariii mpo
CTPYKTYpY 1 MapameTpu IiILOBOTrO KiacudikaTopa, aTaKylOuuil MOXXE CTBOPUTH
BJIACHY 3aMIIa€ MOJIEJIb, BUKOPUCTOBYIOUM OOMexeHHi Habip manux. Ha ocHOBI
TaKOi MOJEI PO3poOIISIIOThCA 3MaraibHl npukiaaau (adversarial examples), ski
MOTIM TMEPEHOCAThCS Ha LUILOBY MOJEb, IO JO03BOJIAE pEai3yBaTH aTaKy
nusixoM nepeneceHHs (transfer attack). Ileit miaxia mo3Bosise 061MTH OOMEKEHHS,
MOB's3aHI 3 BIJICYTHICTIO TPSMOTO JOCTYIy JI0 BHXITHOTO Kiacudikaropa, 1
MPOJICMOHCTPYBATH MOT0 BPa3JMBICTh mepea  MOAU(DIKOBAHUMH  BXIJTHUMU
JTAaHUMU.

CyporaTHuii 1 UUIbOBUM Kiacudikatopu OyIyThb HaBYEHI Ha PIZHHUX
HaBUYaJbHUX HAOOpaX.

HonaTtkoBy 1H(pOpMAaIIito MPH MiATOTOBII J0 pOOOTH MOKHA OTPUMATH:
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TEOPETUYHI BITIOMOCTI

[lupoke BrnpoBapkeHHs MamuHHOro HaB4yaHHs (ML) Ta anroputmis
IIMOOKOT0 HAaBYaHHS y 0araThbOX KPUTUYHHMX JOAATKaX CTBOPIOE CHIIbHI CTUMYIHU
JUTS MOTUBOBAHUX 3JI0BMUCHHUKIB MAHIMYJIIOBATH PE3YJIbTaTaMHU Ta MOJEISIMHU, 1110
TeHEPYIOThCSI LIMMHU aITOPUTMaMH. ATakd Ha CHUCTEMH MAIIMHHOTO HaBYaHHSA
MOXYTh BiOyBaTHCS Ha JEKUIBKOX €Tamax Ipoliecy HaBuaHHsA. Hanpuknazg, y
0araTbOX BUIAJKaxX JIaHl MMPO HABYAHHS 30MparoThCs B [HTEpHETI, 1 TOMYy iM He
MO’KHa MOBHICTIO JoBipATH. [Ipu atakax 3 HOpyLMIEHHSAM AOCTYIHOCTI 3I0BMUCHHUK
KOHTPOJTIOE TIEBHUN 00CAT HABYAbHUX JAHUX, TUM CAMUM BITUBAIOYN HA HAaBUCHY
MOJIENIb 1, B KIHIIEBOMY paxyHKY, Ha IIPOTHO3M IiJ] Yac TECTyBaHHS MO OUIBIIOCTI
TOYOK B TECTOBOMY HaOOpi. ATaku, 10 MOPYIIYIOTh LIIICHICTh, COPSIMOBaHI Ha
3MiHYy MpPOTHO3IB MO JEKUIBKOX I[UIbOBHUX TOYKAX MUISIXOM MAaHIMyJIOBaHHS
MPOLIECOM HaBYaHHA. 3 1HIIOIO OOKY, aTaku YXWIEHHsS BKIIOYAalOTh B cede
HEBEJIMKI MAaHINyJAMli 3 TOYKAMH JaHUX TECTYBaHHS, IO NPH3BOJIUTH 10
HEMPAaBWJILHOTO TMPOTHO3YBAHHS IIiJ] Yac TECTyBaHHS IMX TOYOK|. CTBOpeHHs
TOUOK OTPYEHHS Ta YXWJIECHHS BIJl aTaK € HEMPOCTUM 3aBJIaHHSAM, OCOOJIMBO KOJIU
0arato OHJIaH-CEPBICIB YHUKAIOTh PO3KPUTTS 1H(OpMaILii Mpo CBOI aaropuTMHU
MAIIMHHOTO HaBYaHHS. B pe3ynbTari 3J0BMUCHUKH 3MYIIIEHI PO3pPOOJSTH CBOT
aTakd B HanamtyBaHHAX black-box, BUKOpHUCTOBYIOUM CypOraTHy MOJENb 3aMICTh
peanbHOi MOJIET, III0 BUKOPUCTOBYETHCS CEPBICOM, CIIOAIBAIOUNCH, IO aTaka Oye
e(eKTUBHOIO Ha peajdbHId Mojeni. BracTUBICTH MEPEHOCHMOCTI aTaku
BUKOHY€THCS, KOJM araka, po3poOiieHa Il KOHKPETHOI MOJeNl MAaIIMHHOTO
HaBYaHHs (TOOTO CyporaTHOi MOJENi), TaKOk €(PEeKTUBHA MPOTH LLILOBOT MOJIEI.
MoOXIMBICTh TEPEHECEHHS aTaK CrocTepirajacs B paHHIX JOCHIDKCHHSIX Ha
NPUKJIAJaX 3MarajlbHOCTI 1 B OCTaHHI POKM BUKJIMKaJla HabaraTo OLIBIINI 1HTEpecC
3 PO3BUTKOM XMapHUX CEPBICIB MAITMHHOTO HABYAHHSI.

Kuaacugikauis atak 3a TpbOMa 0OCHOBHMMH 03HAKAMH

Panime Mu 3arajgoM po3rIsiHYNH, SIK MOl MAIIMHHOTO HAaBYaHHS MOXYTb
NOBOJUTHUCA B 3MarajibHUX yMoBax. Jlani Ham MOTpiOHO HE MPOCTO 3PO3YMITH, K

MAallIMHHE HABYaHHA MO’KHAa BUKOPHUCTOBYBATH Yy 3MaraJicHUX yMOBax (HaHpI/IKHaI[,
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JUIs BUSBJICHHS IIKigiauBoro I13), ajme 1 SKMM YMHOM Taki mapameTpu BHOCATH
YPa3IUBOCTI 0 TPATUINIHHUX MIIXOIB 10 HaB4aHHS. [IpuHIMIIOBE 0OTOBOpPEHHS
TaKUX BPA3JIMBOCTEH 30CEPEIKEHO HABKOJIO TOYHUX Mojieniel 3arpo3. Posrisinemo
3aranbHy Kiacu(ikaiiro MOAENeH 3arpo3 YW aTak Ha ajJrOPUTMH MAaIlWHHOTO
HaBYaHHA. byno 3po0jeHo Kiibka crpoO Kiacu]ikyBaTH aTakkd Ha aJlrOpUTMU
MAaIIMHHOTO HaB4YaHHA. [IpornoHoBaHa HUX4e Kiacu(iKallis MoB'a3aHa 3 ASIKUMU 3
HUX 1 COpsIMOBaHA Ha BUSIBJICHHS HAWO1IbII BaXKJIMBUX OCOOJIMBOCTEN aTak, siki MU
oOroBoproemo. 30kpemMa, MU Kiacu(piKyeMO aTakk 3a TpbOMa MapaMeTpamu: yac,
1H(opMaris Ta Iii.

1. Yac. Ilepmre, mo HeoOXiqHO BpaxoOBYBaTH MPU MOJICITIOBAHHI aTak, IIe
KOJM BifOyBaeTbcs araka. lle MipkyBaHHS MPU3BOJUTH 0 HACTYMHOI 3arajbHOT
JTUXOTOMII, SIKa € TICHTPAJIBLHOIO JIJIS aTaK Ha MAIllMHHE HAaBYaHHS: aTaKu Ha MO
(3 SIKUX aTaKu YXHJICHHS — €vasion attacks — e HaiOLIbIIT TUITOBMMH BUTIAAKAMHK) Ta
aTaky Ha alTOPUTMU (IIMPOKO BIZIOMI SIK aTaKH 3 OTPYEHHSIM — Poisoning attacks).
ATaku Ha Mojeni a0o, TOYHIIIE, HA PINIEHHS, MPUUHATI HABYCHUMHU MOJCISAMU,
MPUIYCKAaIOTh, IO MOJIEIb BXKE BHUBYEHA, 1 3JIOBMUCHHUK Temep ado 3MIHIOE i
MOBEAIHKY, a00 BHOCUTH 3MIHM B CEpEIOBHINE, 100 3MYCHUTH MOJEIb POOUTH
MMOMUJIKOBI MPOTHO3U. ATakW OTPY€EHHS, HABMAaKW, BIAOYBAalOThCA 10 HaBYAHHS

MOJIEJICH, 3MIHIOIOUM YaCTUHY JaHUX, 10 BUKOPHCTOBYIOTHCS JJIs HaBUYaHHS
(puc. 2.1).

=

Training-time
(poisoning)
Artack

Learnin Iy
:fa:gorr?.&ur

» Model
f

Deecision-fine

Artack

Puc. 2.1. CxemaTnune 300paXeHHsI Pi3HHULII MIXK aTaKaMH 4acy MPUHHITTS

pileHHs (aTakaMu Ha MOJIENIl) Ta aTaKaMu OTPYEHHS (aTakaMy Ha aITOPUTMH )

2. Indopmaris. dpyrum BaXJIMBUM MUTAHHSM MPU MOJICTIOBAHHI aTak € Te,
sgka 1HQopMalis € y 3J0OBMHCHHKA IPO MOJIeJb HaBUYaHHS a0 aJlfOpUTM,
BIIMIHHICTB, SIKa 3a3BHYail 3BOANTHCS 0 aTak «Oimoro smuka» (white-box attack)
1 «4opHoro smuka» (black-box attack). 3okpema, ataku «OUTOT CKPUHBKH
MIPUITYCKAIOTh, 110 a00 Moenb (y pa3i aTak Ha pillleHHs), a00 aTrOpUT™M (B aTakax
3 OTPYEHHSIM) MOBHICTIO BIJOM1 MPOTUBHUKY, TO/I1 SIK B aTAKaX «HYOPHOTO SAIIMKa»
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3JIOBMUCHUK Mae oOMexeHy iHdopmMalio abo He mae iHdopmallii mpo I aTakw,
X04a JacTHHA 1H(POpMAIIii MOKE OTPUMATH MTOOIYHO, HATIPHUKIIA, Yepe3 3aInTH.

3. Him. VY 310BMHCHHKIB MOXYTh OyTH pI3HI NPUYMHHM JUIsI aTaKH,
HaIMPUKJIAJ, YXUJICHHS BiJ] BUSBJICHHS a00 3HMKCHHS JOBIPH 10 alroputMmy. Mu
pPO3pI3HSAEMO JBa IMUPOKI KJIacH IIJIed aTaku: IIIJIbOBI aTakd Ta aTakd Ha
HAJIAHICTD METOAy HaB4yaHHS (a00 TMPOCTO aTaku Ha HaiWHICTB). [lpum
IIJIECTIPSMOBAHINA aTalll IiJIb 3JIOBMHUCHHKA TMOJArae B TOMY, 100 BUKJIHMKATH
MMOMUJIKY B KOHKPETHUX MPHUMIPHUKAX MEBHOTO XapakTepy (HAMpUKIIA, 3MYCHUTH
HaBueHy (yHkIito f mependaunTi KOHKPETHY TOMUJIKOBY MITKY | /1 ek3emIuisapa
X). HaBmaku, ataka Ha HaAlfHICTh CIOPsIMOBAaHA Ha 3HIDKEHHS CIPHIMAaHOT
HAJIHOCTI CUCTEMH HaBYAHHS 33 PAXyHOK MaKCHMI3allli IOMUJIKUA IPOTHO3Y.

Knacudikauis 3a yacom 31iliCHEHHS aTaKu

ATaku TiJ dYac YyXBaJieHHs pilmieHHs. 3 yciX KJIaciB aTrak, sKi MH
pO3MIIIaTUMEMO, aTakh 3 yXWICHHSIM — OCHOBHUH TIJIKIAC arak, sKi
BIIOYBAIOThCA IMiJl Yac MPUUHATTA pIlIeHHS, — MalyTh, HaWOLIBII 1CTOPUYHO
MOMITHI. BiToMUM NpHUKIa0M yXUJIEHHS € €BOJIIOLIS cnaM-TpadiKy €IeKTPOHHOI
MOIIITH, HAMIPUKJIIAA, KOJIM ClIaMepy 3aMiHIOITh OykBy "0" Ha mudpy "0" y ciosi
"Jlotepes" (sixe crae "JI0Tepes").

3aranom, aTaka yXWJIEHHS B1J Kiacudikaropa Ha JBIHKOBI KiIacu(pikatopu
npuiiMae K BXijHI aaHi kiacudikarop f(X) 1 «igeanpHHID eK3eMILISP y IPOCTOPI
03HAK, Xigeal (TOOTO II€ TE, IO MPOTUBHUK XOTIB OW BIJIMPaBHUTH, SKOM HE OYJI0
Kiacudikatopa s iaeHTUdiIKai MUX AaHUX sAK WKimBux). IloTiM araka
BUBOJMTD IHIIHI €K3eMILIAP, KM BiAMOBiga€e BeKTOpy o3Hak X . Skmo f(x )=-1,
VXWJICHHS YCHIITHO, aje WMOBIpHO, IO TNPOTUBHUKY HE BIACThCA 3HAWUTH
aZeKkBaTHe yxuJieHHs ((pakTuuHO, Uil Oyab-sIKOT 3HAYYHIOT MIpU CTIHKOCTI
AITOPUTMY /10 YXWJICHHS HEOOX1JHO, 1100 MPOTMBHUK HE MII 3HAUTH YXWJICHHS,
SAKUMH 0 He OyIH 1 Xigear)-

B dxocTi imocTpaiii MNpUIyCTUMO, IO XTOCh XO4Y€ BHUSBUTHU CIIaM B
CJIEKTPOHHI# IMOIITI Ta HaBYa€e I 1ie€l metn kiacudikarop f(X) (me X - BekTop, 1110
IIPEJICTABIIIE XapaKTEPUCTUKH €JIEKTPOHHOI momiTh). Termep po3ristHeMo criaMmepa,
SKAN paHille BUKOPUCTOBYBaB IIA0JOH, IO BIANOBIAAE€ BEKTOPY O3HAK Xspam, 1
MPUITYCTUMO, 10 f(Xspam) MO3HAUAE HOTO sIK cam (+1), Tak 1110 ciaMep He OTPUMYE
peakiii Ha cBoi siuctu. Ciamep Oy/ie BHOCUTH 3MIHU JI0 €IEKTPOHHOTO JINCTA, 1100
OTPUMATU EK3EeMIULIp, SIKUW Yy (PYHKIIOHAIBHOMY MPOCTOpPI BUIIISAAE SIK X' 3
BiactuBicTio f(X)=1 (T0OTO BiH KIacH(IKyEThCA SIK CIIaM 1 MOXKE Tepe1aBaTUCS B
MOILITOBI CKPMHBKY KOPUCTYBaUiB). AJjie X HEe MOXe OyTH JOBIJIbHUM: 3JIOBMUCHHUK

HECE BUTPATH HA 3MIHY BUX1THOTO €K3EMILIAPA Xspam AJIS JOCATHEHHS X, IO MOXKE
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BUMIPIOBaTH BapTICTh 3yCWib (U1 MIATPUMKH  (DYHKIIOHAJIBHOCTI) abo
e(deKTUBHICTh (HAMPHUKIAA, WOMY, MOXIJIHUBO, OBEAEThbCA BHECTH opdorpadidHi
NOMWIKH, $IKI JO3BOJISITH 3JIOBMUCHUKY YHUKHYTH BHSIBICHHS, aje TaKOX
3MEHIIATh UMOBIPHICTH TOTO, IO JFOH).

VY3aranpHIOOYH 11€10 aTaKk YXHWJICHHS, MU MOKEMO PO3TJIIHYTH aTaku 4acy
YXBJICHHS pillieHHsT Ha OaraTokiacoBy kiacudikariito. Hexait Y Oyzae kiHIeBUM
HAOOpPOM MITOK 1 MPUITYCTUMO, IO JJIS JESKOIO €K3EMIUIIPA Xigeal IE€pPEIOAUCHA
MiTKa JTOPIiBHIOE f(Xigea))=Y. 37TOBMHCHHK MOYKE 3aXOTITH 3MIHHTH IEH €K3EeMILISAP
Ha 1HIIMH, X', a00 i oTpuMaHHs HeBipHoro mepeadaucHus (f(x') # y), abo mius
Toro, mo0 kiacudikatop nepemdaunB miTboBy MiTKy t=f(X’). OcranHiM wacom
TaKi aTaky MPUBEPHYJIM BEJIUKY yBary IiJl TEpPMIHOM «3MaraHHs», B OCHOBHOMY B
J0aTKax MAaIIMHHOTO 30py Ta TIMOOKMX HEWpoHHUX Mepexkax. [loTeHiriiina
npo0siemMa moJiArae B TOMY, 1110 3JIOBMUCHHUK MO€E CIIPOOYBaTH BUKJIMKATH aBapiio
ABTOHOMHOTO TPaHCHOPTHOTO 3aco0y, IO TOKIAJA€ThCA Ha 3ip, NUIIXOM
MaHIIyJIIOBaHHS 300pa)XEHHSM JIOPOKHBOTO 3HAKA, TAKOTO SK 3HAK 3YIMUHKHU
(HampuKIIaA, MUIAXOM PO3MIIIEHHS CIHElalbHO CTBOPEHMX HAKJICHOK, SKI
31AIOTHCS TIEPEXO0KUM rpadiTi).

ATaku Ha HaBYaJbHi gaHi. [IpoOiema HaBYaHHS 3 MOUIKOJKEHUMH a0o0
3alIyMJICHUMU HaBYAIBHUMU JTaHUMH OyJia MPEAMETOM CEpHO3HUX JOCTIIKEHb Y
TOBAPHUCTBAX MAIIMHHOTO HABYAHHS Ta CTATUCTHKHU MPOTITOM KUTBKOX JECATUIITS.
OpHak OCTaHHIM YacoM 3JIOBMHCHE VYIIKOJKEHHS HaBUYaJbHUX JaHUX I0YaJIO
po3rignatuca  OUIbII  CHCTEMAaTHYHO, OCOOJIMBO SIKII0O MM  JOMYCKaEMO
CIIOTBOPEHHS 3HA4YHOI YacTHHHW AaHuX. [Ipupoma OTpyHHHX aTrak y TOMY, IO
3IOBMHCHHK HaBMHCHO MAaHIIyJIFO€ HaBYaJIbHUMHU JaHUMH JO HAaBYAHHSI, 100
QITOPUTM HaBYaHHS pOOUB HENMpaBWIbHUI BuUOIp. BaxknmBa KoHIENTyajabHA
npobsieMa 3 OTPYWHMMHU aTaKaMu TOJISITA€ Y BU3HAYEHHI 00CATY 3JT0BMHCHUKOM
MaHIIMyJIIOBaHHS HaBYAJLHUMU JAaHUMU Ta LUJIEH 3TOBMUCHUKA MpHU 1IboMy. OauH
13 HaWMOMMPEHINIUX CHoco0iB OOIATH Il NpoOJeMH — WPUIYCTUTH, IO
3I0BMUCHHUK MOYK€ BHOCHTH JOBUIbHI 3MIHU JI0 HEBEJIMKOTO IMiJAMHOXXHUHU TOYOK
HaBYAJIbHUX JaHuX. Toni MeToro Oyae po3poOKa airOpUTMIB, CTIHKUX 0 TaKOTO
JOBUTHHOTO TIOMIKOJKEHHS TAHUX, SKIIO KUIBKICThH MOIIKOKEHUX JaHUX JOCUTH
Masa.

MoskHa TakoX PO3TISHYTH OUTHIII KOHKPETHI MOJENI TICYBaHHS JAaHUX, SKi
HAKJIQOalOTh JOJAaTKOBI OOMeXeHHs Ha a1 3joBMHcHMKA. OnHuM 3
HaWTOMIMPEHINMINX KJIACIB TAaKUX aTaK € aTaku 3 TEPEeBEPTAHHSIM MITOK, KOJU
3JIOBMUCHUKY J103BOJICHO 3MIHIOBAaTH MITKHU He Ouibie HiK C 00'€KTIB HAaBUAJILHUX

naHuX. SIK mpaBumiIO, Taki aTakul PO3TISIAIOTHCS B KOHTEKCTI Kiacudikarlii, xoua
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MOXHA TaKOX 3MIHUTH MITKM perpecii. Haituactime mnependayaeTbes, IO
AITOPUTM 1 TPOCTIP O3HAaK BiIOMiI MPOTHUBHHKY (TOOTO 1e white-hoX-araka).
OTpyeHHs JaHMX MOKHA PO3IJISIATH B YMOBAaX HEKOHTPOJILOBAHOTO HAaBYaHHS,
HAIPUKIIAJ, KOJIM BOHO BUKOPHUCTOBYETHCS [JIsl BUSBICHHS aHOMANid. Y I[bOMY
BUIIAJIKY 3JJOBMUCHUK MOE BHECTH HEBEJIMKI 3MIHU B HOpMaJbHY MOBEIIHKY, IO
CIIOCTEpIraeThCs, SKa Temep 3a0pyJHIOE MOJENTb, BUKOPHUCTOBYBaHY IS
BUSBJICHHS aHOMaJlid, 3 METOI0 TrapaHTyBaTH, L0 MaillOyTHs aTtaka MeTH Oyze
MO3HAYCHA SIK HELIKITNBA.

Knacudikauis 3a ingopmaniero, 10CTyNIHO 3JI0BMHUCHUKY

OmHuM 3 HaWOUIBII BaXNMMBHX (DAaKTOPIB TMPU MOJEITIOBAHHI aTaKu €
iH(popMarlis, Ky Ma€e 3JI0BMUCHUK MIPO CUCTEMY, Ky BiH aTakye. My mpoOBOJIUMO
PI3HMIIIO MIXK aTakamMu «OUTOTO SAIIMKa», KOJU 3IOBMUCHUK 3HA€ BCE, L0 MOTPIOHO
3HAaTH, Ta aTakaMU «YOPHOTO SIIMKa», KOJM 3JOBMHUCHMK Ma€ OOMEXEHY
1H(popmarliro.

ATaku «OUIOro AIIMKa» NPUITYCKAIOTh, L0 MPOTHUBHUK TOYHO 3HAE abo
BUBYEHY MoOjeib (Hanpukiaa, (pakTUuHui KiacudikaTop) y pas3l arak Ha yac
yXBaJICHHs pIlIEHHs, a00 aJlTOPUTM HaBUaHHS y pa3l aTaku oTpyeHHs. Lle o3Hauae,
HanpuKiaja, M0 3JOBMUCHHUKY BIJIOMI BCI MapamMeTpu MOJEHi, Y TOMY 4YHCII
O3HaKu, a B pa3l aTaku 3 OTPYEHHSAM TriNeprapaMeTpu alrOpuTMy HaBUYaHHS.
[IpunyimieHHs npo Te, 1O 3J0BMUCHUK Ma€ Taky IHQOpMalil0 MPO HABYAIbHY
CUCTEMY, MOXE 3/1aTHUCS MiI03pIIuM. TUM HE MEHIN, € BaXIJIWBI MPUYUHU, 1100
PO3TJISTHYTH aTaKu 01101 CKPUHBKH.

[To-nepiie, BOHM NPONOHYIOTH MPUPOAHY BIJANpPaBHY TOYKY 3 MOIJISAY
MOJIeNi: SKIIO0 MOJIEh CTIMKa J0 aTtak 01101 UIyXJisiu, BOHa, 0€3yMOBHO, CTiiKa 1
710 aTak, sKi 0OMexeH1 B iHpopmMaIrii.

[To-gpyre, 3 morasmy 3J0BMHCHUKA, MOXE OyTH KUIbKa CHoco0iB
OTOCEPEKOBAHO OTPUMATH JOCTaTHIO 1H(GOPMAIII0 MPO BHUBYEHY MOJETbL JUIs
pO3rOpTaHHsl YCHIINIHOI aTaku. Bi3bMeMO, HampukiajJ, aTaky BIIXWICHHS IpU
nerekmii  mkigmuBoro  I13.  Ilpumyctmmo, 110  HaGlp  QyHKIiK, 110
BUKOPHUCTOBYIOTHCS, € 3arajbHOJOCTYNMHOKW 1H(opMalieo (Hampukiam, 3
ommyOIIKOBaHUX POOIT), a Ha0OpU JaHUX, IO BUKOPUCTOBYIOTHCS JJII HABUAHHS
JETEKTOpa WIKIAJUBUX MPOrpaM, € 3arajibHOJOCTYNMHUMHU (ab0, albTepHATHUBHO,
ICHYIOTh 3arajJlIbHOAOCTYNHI HAOOpH MJaHUX, K1 JOCHUTh CXOXI Ha JaHi, IO
(aKTHIHO BUKOPHUCTOBYIOTHCS AJIs1 HaBYaHH: ). HaperTi, mpuirycTumo, o MoIemib
BUKOPUCTOBYE CTAHJAPTHUN aJTOPUTM HABYAHHS BHBYCHHS MOJCINI, TaKUW SK
BUIIAJIKOBHUM JIiC, TTMOOKAa HEHPOHHA MEpPEKy YW MallMHa OMOPHUX BEKTOPIB, 1

CTaHJAPTHI METOAM HAJIAINTYBaHHS TiNepmapaMeTpiB, Taki K TMepexpecHa
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nepeBipka. ¥ 1bOMY BUIAJKY 3JIOBMUCHUK MOXKE€ OTPUMATH 1IEHTUYHY a00 Maiixe
IICHTUYHY BEPCIIO JETEKTOPa, 10 BUKOPUCTOBYETHCS HACIIpaBi!

[Ipu arakax METOJOM «YOPHOIO SIIWKa», Ha BIAMIHY Bl aTak «OLI0OTO
AIIUKa», 3JIOBMUCHUK HE Ma€ TOYHOI 1H(OpMalii Hi PO MOAEIb, Hi PO alTOPUTM,
AKUW HABYAETHCS. BaXKIMBUM 3aBIaHHSM MOJCIIOBAHHS aTaK METOJIOM «YOPHOTO
AIIAKA» € TOYHE MOJICTIOBAHHS TOTO, siKa 1H(OpMaIlis € y 3JJOBMUCHUKA abo Tpo
BHUBUYEHY MOJIEJb, 00 TIPO aJITrOPUTM.

Y KOHTEKCTI aTaKk METOJ0M «YOPHOTO SIIIMKAY Mif Yac MPUUHSITTA PIlICHHS
OJIVH 13 MIJXOJIIB MOJISITaE y pO3TIIsl iepapxii iHGopmMallli Ipo BUBUECHY MOJIETb,
JOCTYIIHY 3JIOBMUCHHKY. 3 TIOTJISIAY MPOTHIICKHOTO MAXOAY, MPOTUBHUKY B3araii
HEJOCTYyMHA koJiHa 1H(opmarliis. biabsin moiHGOpMOBaHOTO MPOTUBHUKA MOXYTh
OyTH nesiki JaHi JJid HaBYaHHSA, SIKI BIAPI3HSIIOTHCS BIJl JaHUX, Ha sSKUX Oyra
HaBYEHA peaJibHa MOJEIb, aje BIH HE MOXKe€ MaTu 1H(opMallli Npo KOHKPETHHM
KJIac Mojenl abo npo (PyHKIII1, 1[0 BUKOPUCTOBYIOThCS. binbll nmoiHpopMoBaHUi
3I0BMUCHHMK MO>K€ 3HATH KJac 1 QyHKIIIT MOJIEN 1, MOXKJIMBO, aJlTOPUTM HAaBUAHHS,
ajie He MaTU HABYAJIbHUX JIaHUX, a 1€ OUIbII MOIH(GOPMOBAHUI MPOTUBHUK MOXE
MaTH HaBYallbHI JaHi, BiAiOpaHi 3 TOTO K PO3MOALIY, IO 1 JdaHi, IO
BUKOPUCTOBYIOTBCS [IJI1 HaB4YaHHSA. HapemiTi, Koo 1el CynmpoTHBHUK Mae
(akTHYHI HaBYaJbHI JJaH1, BUKOPUCTOBYBAH1 aJITOPUTMOM HAaBUAHHSI, PE3yJIbTyIOUa
aTaka €KBIBaJEHTHA aTalll OULIOro fAIIHMKa, sSIK OOTOBOPIOBANOCS BHIIE, OCKUIBKU
3IOBMUCHHUK MOJE JI3HATHCS TOYHY MOJENb 13 3aJaHUX HABYAIBHUX JIaHUX.
MoxHa MNOMITHTH, 110, HAa BIAMIHY BiA artak "Ouloro smmuka", iCHye Oe3miu
croco0iB MoOeNOBaHHsA aTak "dopHoro smuka". CrpaBii, iCHye TEpMiH aTaka
ciporo simuKa, IO BKa3ye, MO 3JOBMHUCHHUK Ma€ JeAKy, XO4U 1 HEMOBHY,
1H(pOpMAaITiIO ITPO CUCTEMY, 110 AaTAKYETHCS.

HaBenena Buie iHQopMaliifHa i€papXisi HE BIANOBIOAE Ha MPUPOIHE
MUTAHHS: 3BIJKUA 3JIOBMUCHUK OTPUMYE 1H(POPMAIIiI0 PO MOJIETb, SIKY BIH aTaKye
(y pa3l arak uyacy yxBajJeHHs pimieHHs)? BaxnuBuii kinac Mojesnel araku
«UOPHOTO SIIMKA» BUPIIIYE 1€ MUTAHHS, JO3BOJSIOUN 3JIOBMHUCHUKOBI OTPUMATH
JOCTYN JI0 BHUBYEHOI MOJENI 13 3alUTOM. 30KpeMa, JJisi JOBUILHOTO 00'€KTa,
MPEACTABJICHOTO y BHIJISAI BEKTOpPA O3HAK X, 3JIOBMHUCHHUK MOXE OJEp>KaTh
(3ampocutH) QaktruHy MiTky Y=f(X) mis HeBimomoi Mojmen 4dopHoro simuka f.
3a3Buuail 1 HEIBHO TaKli MOJEII 3alUTIB TaKOX IMPHUMYCKAIOTh, 10 3JTI0BMHUCHUK
3Ha€ MOJENbHUI MOpOCTip (HAaNpUKIAJ, aJIropuTM HaBYaHHS), Tak 1
dbysKIiOHATBHUN TIpocTip. KpiM ToTO, 111e OAHUM MPAKTUYHUM OOMEKEHHSM i€l
MoJeli € te, mo f(X) yacto cnocTepiraeTscst HETOUHO a00 3 MIYMOM IPH 33aHOMY
X. Hampuknan, mnpumyctumo, 1m0 cnamMep HaACWIAE CIIaM-TIOBIIOMIICHHS
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€JIEKTPOHHOIO TMOIITO. BiICYTHICTh BIATOB1/I1 HE 00OB'SI3KOBO O3HAYaE, 1110 BOHA
Oyna BindirbTpoBaHa — WMOBIPHO, MOJXJIMBO, IO KOPUCTYBadi IMPOCTO
IPOITHOPYBAJU €JIEKTPOHHOIO JIMCTa. TUM He MEHII, Taka CTPYKTypa, 3aCHOBaHA
Ha 3aMuTax, JO03BOJISIE MPOBECTH €JIETaHTHE TEOPETHYHE JOCITIKEHHS TOT0, IO
MOKe 3pOOUTH 3TOBMUCHHUK, MAlOUH JYy>Ke 0OMEeKeHy 1H(popMalIlito nmpo y4dHs.

JIOTpUMYIOUUCh TUX K€ MPUHIUIIB, IO W TUIIOBI MOJEINI aTak METOAOM
«UOPHOTO AIIMKa» IMiJl Yac MPUMHSTTS PIMIEHHS, aTakKl «YOPHOTO SIIUKA» 3
OTPYEHHSIM JaHWX JO3BOJISITh OTPUMATH HU3KY 3HAHb TPO AITOPUTM, SIKAN
BUKOPUCTOBYETbCSI 3aXUCHUKOM. Hampukiaa, B OJHOMY KpailHbOMY BHUIIAJKY
3MOBMUCHUK MOJKE B3arajii He MaTh 1HQopmalii 0po airopuT™. biibi
noiHGOPMOBAHUM  3JIOBMUCHHUK MOXE 3HATH ajrOpUTM, aje He 3HaTH
rinepnapaMeTpu (Takl SK Bara peryJisipusaiii ado KUIbKICTh MPUXOBAaHUX IIAPIB
HEHpOHHOI Mepexi) abo ¢yHkiii. biabm moiHPOpMOBaHUN 3IIOBMHCHUK MOXKE
3HaTH aJIropuT™M, (yHKIII Ta rinepnapaMeTpd, ajle He HaBuYalbHI JaHi, fKl
3I0BMUCHHUK HAMAraeTbCsi OTPYiTH.

Kuaacudgikauis 3a MeT0I0 aTaKyr040ro

Xouya y 3JIOBMHCHHUKIB MOKe OyTH 0€37114 MOKIMBUX IIJICH JJIs 3IHCHEHHS
aTaKl Ha CHUCTEMHM MAIIMHHOTO HAaBYaHHS, MU JUIMMO aTakd Ha JIBl OCHOBHI
Kateropii 3 TOYKM 30py IJIeH 3JIOBMUCHMKA: MIJILOBI aTakd Ta aTakud Ha
HaIIHHICT.

[{i1p0B1 aTaku XapaKTepU3yIOTHCS KOHKPETHOK METO0 3JIOBMUCHHKA 11100
MOJICIIBHHX pillleHb. Hampukiaz, po3riisHEMO aTaKy 4acy MPHHHSTTS PIllleHHS Ha
MYJIBTUKJIACOBHM KiIacu(ikaTop 3 HaOOpOM MOKIMBHUX MITOK L, 1 Hexal X Oyne
KOHKPETHHM €K3EMIUIAPOM, SKHH TPEACTaBIs€ I1HTEpPEeC s 3JOBMHUCHHUKA 3
ICTUHHOIO MITKOIO Y. MeTOr0 ClipsIMOBaHO1 aTaku y pasi Oyje 3MiHa MITKHU JJIg X Ha
KOHKPETHY LUJIBOBY MITKY f#y. Y 3araJjpHOMy CEHCl IJIbOBa aTaka
XapaKTEPU3y€eThCs TMIIMHOXHHOIO S MPOCTOPY OO'€KTIB 1 MITOK XXV, KOTpUM
3JIOBMUCHHK XOTIB OM 3MIHMTH PIIIEHHS, 1 HABITh IIbOBOI (DYHKIIIED TPUHHATTS
pimends D(X). Y HalnommpeHimmux yMoBax MiJbOBUX aTaK HABYAHHS 3 YUUTEICM
3JIOBMHUCHUK MParHyTUME OTPUMATH TepeadadeHHs KOXHOTo (X, Y) 3 S, mo0 BoHH
BIJMOBIAAIH 1IJIbOBOI GyHKIIT MiTKH 1(X).

ATaku Ha HaAIMHICTB, 3 IHIIOTO OOKY, HaMaralmThCsl MAaKCHUMI3yBaTH
MOMUWJIKK Y PIIICHHSIX, 3pO0JICHUX IIJISXOM HaBUaHHA MIOA0 icTwHHU. Hampukmian,
il Yac HaBYAHHS 3 YYUTEJIEM 3JJOBMUCHUK MIPAarHyTUME MaKCHMi3yBaTH ITOMUJIKY
nepenabaveHHs. Y mporpaMax MaIIMHHOTO 30py TakKl aTaku, SKi 3a3BHyai
HA3UBAIOTh HEIIJTLOBUMHM, 3MIHIOBATH 300paKE€HHSI TAKMM YHWHOM, 11100 BUKJIUKATH

MMOMUJIKOBE TiepenOadeHHs (HampuKiIaa, po3Mi3HaBaHHS 00'€KTa, BIJICYTHHROTO Ha
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300pakCHHI, HAMPUKIIAJ, TOMIJIKOBE NPHHHATTS 300pa)KEHHS 3HaKa 3YIMHHKH
OyIb-SKHWI 1HIIAA TOPOXKHIN 3HAK).

PizHuIst MK IUJIeCTIpIMOBAaHUMM aTakaMM Ta aTakaMd Ha HaIIAHICTh
CTUPAETHCSI, KOMM MU PO3TIIsAmaeMo OiHapHY Kiacudikallito: 30KpeMa, aTaku Ha
HaIIHHICTh TEMep CTalOTh OKPEMHUM BHITAIKOM, y sikoMy MiTku metH |(X) € mpocTo
aNIbTePHATUBHUMHM MITKaMH. Y OLIbII 3arajlbHOMY IUIaHI MM BiJ3HAYa€MO, IO
HaBITh TOJAUI MDK MLUICCHIPSIMOBAHUMHM aTakaMH Ta aTakaMM Ha HaIIHHICTh €
HETIOBHUM: HANpPHKIAA, MOXHA PO3IISAIATH aTaKh, METOI0 SKUX € YHHKHEHHS
nepea0avYeHb MEBHOTO KJIacy, BIIMIHHOTO BiJl TPABUJIBHOI MITKH.

HHPUKJIAU ITPAKTUYHUX 3AB/IAHD

Kpox 1. Y 6paysepi nepeiaits no https:// www.kaggle.com/

Axmo BU OauuTe CUHIO KHONKY "YBIWTH" y BEpXHbOMY MpaBOMY KYTi,
HATUCHITH Ha Hei Ta yBiiAITE B oOmikoBuil 3amuc Kaggle. ¥ MeHio BuOepith
"®aiin", "HoBa 3anmncHa KHIKKaA'.

Kpok 2. Bcranosnenns SecML
BukonaiiTe HacCTyImH1 KOMaH]Iu:

Ipip install secml
import secmi

BibmioTeka BCTAaHOBUTKCS, K MMOKa3aHO HWKYE (pHc. 2.2).
SecAl_Lab02

File Edit View

Draft saved

Run Settings Add-ons Help

v Code ~ Draft Session Starting...

L W

e Ipip install secml
import secml

Collecting secml
Downloading secml-0.15.6-py3-none-any.whl.metadata (13 kB)

Requirement
Requirement
Requirement
Requirement
Requirement
Requirement
Requirement
Requirement
Requirement
3.1)
Requirement
1)
Requirement
(4.55.3)
Requirement

already satisfied:
already satisfied:
already satisfied:
already satisfied:
already satisfied:
already satisfied:
already satisfied:
already satisfied:
already satisfied:

already satisfied:
already satisfied:

already satisfied:

numpy>=1.17 in /fusr/local/lib/python3.18/dist-packages (from secml) (1.26.4)

scipy»=1.3.2 in fusr/local/lib/python3.10/dist-packages (from secml) (1.13.1)
matpleotlib>=3 in /usr/local/lib/python3.10/dist-packages (from secml) (3.7.5)
scikit-learn»=@.22 in fusr/local/lib/python3.10/dist-packages (from secml) (1.2.2)
joblib>=0.14 in fusr/local/lib/python3.108/dist-packages (from secml) (1.4.2)

Pillow»=6.2.1 in /usr/local/lib/python3.10/dist-packages (from secml) (11.8.8)

requests in /fusr/local/lib/python3.168/dist-packages (from secml) (2.32.3)

python-dateutil in fusr/local/lib/python3.18/dist-packages (from secml) (2.8.2)
contourpy>=1.8.1 in fusr/local/lib/python3.1@/dist-packages (from matplotlib>=3->secml) (1

cycler>=0.1@ in fusr/local/lib/python3.10/dist-packages (from matplotlib>=3->seecml) (©.12.
fonttools»=4.22.8 in /usr/local/lib/python3.16/dist-packages (from matplotlib>=3->secml)

kiwisolver»=1.@.1 in /fusr/local/lib/python3.18/dist-packages (from matplotlib»=3->secml)

Puc. 2.2. Becranosineunss SecML
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Kpok 3. [TlinroToBka HabOpy TaHUX

CyporatHuii Ta 1iIbOBI KiacH(pikaTopu NOTPIOHO HABUATH HA PI3HUX
HaBYaJIbHUX BHOIpKax. Lle 103BoJisI€ BIITBOPUTH YMOBU pEeaIbHUX aTak "dOpHOTO
smuka" (black-box attack), xkomm cTpykTypa Ta mapameTpu LUIHOBOI MOAEII
HEBIOMI.

HaBenenuit Hkue MporpaMHUN KO/ peaiidye Mpollec TeHepallii JaHHX,
HaBYaHHS 3aMiHHOTO (surrogate) kiacudikaropa Ta JCKUIbKOX LUIbOBUX (target)
kiacudikaropiB. OCHOBHa MeTa — MIATOTYBAaTH MOJENI JUIs MOJAJBLIOTO aHali3y

IXHBOI CTIMKOCTI 0 aTak.

1. 'enepartis 1aHux

random_state = 999

n_features = 2

n_samples = 2250

centers = [[-2, 0], [2, -2], [2, 2]]
cluster_std =0.8

random_state = 999 — ¢ikcye moyaTKOBHIA CTaH T€HEpAaTOpa BUIAIKOBUX
qucell, o0 mopa3y OTpUMyBaTH OJHAKOBUI pe3ybTar.

n_features = 2 — kibKiCcTh O3HAK (ABOBUMIPHHUU TPOCTIp).

n_samples = 2250 — 3arajibHa KiJIbKICTh TOYOK Y HAOOP1 TaHKX.

centers — koopAMHATH UEHTPIB KJIACTEPI1B, HABKOJIO IKUX OyAyTh 3rpyHOBaHi
TOYKH.

cluster_std = 0.8 — craHmapTHe BiIXWJICHHS TOYOK Yy KOXXKHOMY KJIacTepi

(Bu3HaUa€ PO3MOILI TAHUX).

from secml.data.loader import CDLRandomBIlobs

dataset = CDLRandomBlobs(n_features=n_features,
centers=centers,
cluster_std=cluster_std,
n_samples=n_samples,
random_state=random_state).load()

['enepyeTrhcsi HaOlp BUITAIKOBHX KIACTEPU30BAHUX JIAHUX 3a JOMOMOTOIO
CDLRandomBIobs.

2. Po3nisieHHs JaHUX HAa TPEHYBaJIbHY Ta TECTOBY BUOIPKHU

n_tr = 1000
n_ts =250

from secml.data.splitter import CTrainTestSplit
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splitter = CTrainTestSplit(train_size=2 * n_tr, test size=n_ts,
random_state=random_state)
tr, ts = splitter.split(dataset)

n_tr = 1000 — xiIbKICTh 3pa3KiB JiJIs HaBYaHHS surrogate-kimacudikaropa.

n_ts = 250 — KiJIbKICTh TECTOBUX 3Pa3KiB.

splitter.split(dataset) — poszninse gaHi Ha TpeHYBaIbHUH (tr) 1 TeCTOBHIA (ts)
HabopH.

3. Hopmaurizaris qanux

from secml.ml.features import CNormalizerMinMax
nmz = CNormalizerMinMax()

tr.X = nmz.fit_transform(tr.X)

ts.X = nmz.transform(ts.X)

BukopHUCTOBYETHCS MiH-MaKC HOpMaJi3aiis, ika MIPUBOAUTH BC1 3HAYEHHS Yy
niarazoH [0,1].

4. Po3pineHHs TpeHyBalIbHUX JIAHUX JIJIS surrogate- 1 target-kiacudikaropiB

trl =tr[:n_tr, :] # Jaui qis surrogate-kinacudikaropa
tr2 = tr[n_tr:, :] # Jani qus target-kinacudikaropin

tr]l BUKOPUCTOBYETHCSA /ISl HABYAHHS 3aMIHHOTO (surrogate) kiacudikaTtopa.
tr2 BUKOPUCTOBYETHCS JJIsl HABYAHHSI IITLOBUX (target) kinacudikaTopis.

5. CTBOpeHHs surrogate-kiacudikaTopa

from collections import namedtuple
CLF = namedtuple('CLF', 'clf_name clf xval parameters’)

from secml.ml.classifiers.multiclass import CClassifierMulticlassOVA
from secml.ml.classifiers import CClassifierSVM

surr_clf = CLF(
clf_name='SVM Linear’,
clf=CClassifierMulticlassOVA(CClassifierSVM, kernel='linear"),
xval_parameters={'C": [1e-2, 0.1, 1]})

CtBOproeThes  surrogate-kiacudikaTop, 3aCHOBaHMM Ha JiHiIHHOMY SVM
(CClassifierSVM).

BukopucroByetbcs OVA  (One-Versus-All) cxema, 1m0 J103BOJIsIE
BUpIIIyBaTH 0araTOKJIacoB1 3aaul.
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Onrtumizyetbes mapametp C (koediiieHT perymspuzailii) 3 MOKIUBUMHU
3HaueHHsMH [le-2, 0.1, 1].

6. HanmamyBaHH4 rineprnapaMeTpiB Ta HaBUYaHHs surrogate-kiacugikaropa

from secml.data.splitter |mport CDataSplitterKFold
xval_splitter = CDataSplitterKFold(num_folds=3,
random_state=random_state)

from secml.ml.peval.metrics import CMetricAccuracy
metric = CMetricAccuracy()

best_params = surr_clf.clf.estimate_parameters(
dataset=tr1,
parameters=surr_clf.xval parameters,
splitter=xval_splitter,
metric=metric,
perf_evaluator="xval'

)

Buxonyetbces 3-Fold kpoc-Baniganis aist miagdopy ontuMmaibHoro C.

BuxopucroByethest meTprka TouHocTi (CMetricAccuracy).

Mertop estimate parameters BuOupae Habikpamumii C 3a mijicyMKaMHu Kpoc-
Basiarii.

surr_clf.clf.fit(trl.X, trl.Y)
y_pred = surr_clf.clf.predict(ts.X)
acc = metric.performance_score(y_true=ts.Y, y pred=y_pred)

print("Tounicth  surrogate-kinacudikaropa Ha  TeCTOBOMY  Habopi:
{:.2%}".format(acc))

[Ticns HanamTyBaHHS MMapaMeTpiB MOJIENh HABUAETHCA Ha trl.
BukoHyeTbCS NPOTHO3YBAaHHS HAa TECTOBOMY HAa0OpI Ta OOYUCITIOETHCS

TOYHICTb.

7. CTBOpEHHS Ta HaBYaHHS LITOBUX (target) kinacugikaTopis

target_clf list=]
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CLF(clf_name='SVM Linear',
clf=CClassifierMulticlassOVA(CClassifierSVM, kernel="linear"),
xval_parameters={'C": [1e-2, 0.1, 1]}),

CLF(clf_name='SVM RBF/,
clf=CClassifierMulticlassOVA(CClassifierSVM, kernel="rbf"),
xval_parameters={'C": [1e-2, 0.1, 1], 'kernel.gamma’: [1, 10, 100]}),

CLF(clf_name="Logistic (SGD)',
clf=CClassifierMulticlassOVA(CClassifierSGD, regularizer="12',

loss='log’,
random_state=random_state),
xval_parameters={'alpha’: [1e-6, 1e-5, 1e-4]}),

CLF(clf_name='kNN',
clf=CClassifierkKNN(),
xval_parameters={'n_neighbors': [30, 40, 50]}),

CLF(clf_name='Decision Tree',
clf=CClassifierDecisionTree(random_state=random_state),
xval_parameters={'max_depth'": [1, 3, 5]}),

CLF(clf_name='Random Forest’,
clf=CClassifierRandomForest(random_state=random_state),
xval_parameters={'n_estimators": [20, 30, 40]}),

]

BusnavatoTbes KinbKa HUTHOBUX KiacudikaTopiB, 30kpema SVM, kNN,
Decision Tree, Random Forest Ta norictuuna perpecist (SGD) (puc.2.3).

Jlnst kokHOTO KiacudikaTopa HAJIAIMTOBYIOThCS MapaMmeTpH, sKi OyIayTh
ONTUMI30BaH1 3a JOTMIOMOTOI0 KpOC-BaTiallii.

for i, test_case in enumerate(target_clf _list):

clf = test_case.clf
xval_params = test_case.xval_parameters

best_params = clf.estimate_parameters(
dataset=tr2, parameters=xval_params, splitter=xval_splitter,
metric="accuracy’', perf_evaluator="xval’)

clf.fit(tr2.X, tr2.Y)

y_pred = clf.predict(ts.X)
acc = metric.performance_score(y_true=ts.Y, y_pred=y_pred)
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print("Knacudikatop: {:}\tTounicts: {:.2%}".format(test case.clf name,
acc))

Estimating the best training parameters of the surrogate classifier...
The best training parameters of the surrogate classifier are: [('C', 8.1)]
Accuracy of the surrogate classifier on test set: 99.60%

Training the target classifiers...

Estimating the best training parameters of SVM Linear ...
The best parameters for 'SVM Linear' are: [('C', 8.1)]
Training of SVM Linear ...

Classifier: SVM Linear Accuracy: 99.60%

Estimating the best training parameters of SVM RBF ...

The best parameters for 'SVM RBF' are: [('C', 0.81), ('kernel.gamma', 18)]
Training of SVM RBF ...

Classifier: SVM RBF Accuracy: 99.60%

Estimating the best training parameters of Logistic (SGD) ...

The best parameters for 'Logistic (SGD)' are: [('alpha', 1le-86)]
Training of Leogistic (SGD) ...

Classifier: Logistic (SGD) Accuracy: 99.60%

Estimating the best training parameters of kNN ...

The best parameters for 'kNN' are: [('n_neighbors', 38)]
Training of kNN

Classifier: kNN Accuracy: 99.60%

Estimating the best training parameters of Decision Tree ...

The best parameters for 'Decision Tree' are: [('max_depth', 3)]
Training of Decision Tree
Classifier: Decision Tree Accuracy: 98.80%

Estimating the best training parameters of Random Forest

The best parameters for 'Random Forest' are: [('n_estimators', 38)]
Training of Random Forest
Classifier: Random Forest Accuracy: 98.80%

Puc. 2.3. Ominka To4HOCTI Ki1acudikaTopiB

Koxen knacudikaTop mpoxXoauTh HAJAIITYBaHHS, HABYAHHS Ta TECTYBAaHHS.
Lleit xon reHepye aaHl, HaBYae surrogate-kiaacudikaTop Ta Kijibka target-
Kiacu(ikaTopiB, TOTYIOUH X 0 MOJAIBIIOTO aHANI3y Ta aTak.

Kpok 2. I'enepartist 3MarainbHUX IPHKJIAIIB

Y upomy poszaini Oyae 3A1HCHEHO TEeHepalilo 3MarajlbHUX MPUKIAIIB 3a
JIOTIOMOT'0I0  aJITOPUTMY MaKCHUMaJIbHOTO TiaBHIeHHS noBipu (gradient-based
maximum-confidence), sikuii peanizoBano y kiaci CAttackEvasionPGDLS (e-pgd-
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Is). Lleit MeTo/1 BUKOPUCTOBYETHCS I CTBOPEHHS aTak Ha KJIacu(ikaTop 3 METOO
3MIHEHHS HOTO PIIICHb.

Ha BigMmiHy Bia momnepenHiX MNPUKIAAIB, A€ PO3TIsmanvcs HecnenudiaHi
ataku (error-generic attacks), y 1iboMy BUIIaKy OyZi€e CTBOPEHO IILIECIPSIMOBAHY
ataky (error-specific attack). [{ns mporo mapametp y target Oyae BCTaHOBJICHO B
OJIMH 13 KJIaciB JaraceTy. TakuM YMHOM, aTaKylO4YHil adroputM Moaudikye BXiaHi
JaHl Tak, o0 KiacugpikaTop MOMUIKOBO BIJHIC iX 0 0OpaHOTO IIJILOBOTO KJacy.

INNPUMITKA. Cnig BpaxoByBaTH, IO Te€Hepalis arak MoOxe OyTu
4aco3aTPaTHOI, OCOOJIMBO IPH OOpOOIll BETHUKOI KUIBKOCTI 3pa3kiB. TpuBaiIicTh
BUKOHAHHS TIPOIECY 3aJCKHUTh BiJl 0OYMCIIOBAILHOI MOTYXKHOCTI MPHUCTPOIO, HA
SAKOMY 3aITyCKA€ThCSA CKPHUIMT, 1 MOXKE TPUBATH BiJl KUIBKOX CEKYHJ 0 JNEKIIbKOX

XBUJIMH.

HaBeneHuii y mboMy po3Jiii KO pealtizye ImijiectpsiMoBany (error-Specific)
3MarajpHy araky Ha kiacudikatop 3a nonomororo Projected Gradient Descent
with Line Search (PGD-LS), sixuii peanizoBanuii y kinaci CAttackEvasionPGDLS
o0i60morekn SecML. OcHoBHa MeTa arakd — 3MIHHTH Ilepea0adeHHs
Kjacudikaropa TaKMM YHMHOM, IIOO BCl aTakoBaHI 3pa3ku Oyl BIJHECEHI /0
IIEBHOTO IIJILOBOTO Kitacy (y_target = 2).

1. HanamryBaHHs mapaMeTpiB aTaku

noise type ='12' # Tun Hopmu 30ypenHs: '11' ado '12'

dmax = 0.4 # MakcumanbHa BeIMYUHA 30ypEeHHS

Ib, ub = 0, 1 # Mexi AOMyCTUMOTO MPOCTOPY aTak. None o3Hadae
HEOOME)XeHE 3HAUCHHS

y_target =2 # llinpoBa araka (error-specific). "None" ayis 3aranbHOi aTaku
(error-generic)

noise_type = 'lI2' — BukopucroByeTbcs L2-HOpMa IS OIIIHKHA PiBHS
30ypenHs. Skmio noise type = 'l1', 30ypeHHs OIIIHIOETBCS 3a JOMOMOTOIO
L1-Hopmu.

dmax = 0.4 — makcuMasbHe JOMyCTHME 30ypPEHHS, SKE MOYKHA JIOJATH JI0
BXITHUX JaHUX.

Ib, ub =0, 1 — mexi s 3HaueHb AaHux (HwkHS 1b=0, BepxHs ub=1). ko
None, aTaka He OOMEKY€ETbCS 32 aMILTITYI010 3MiH.

y_target = 2 — uinecnipsiMmoBaHa ataka (error-specific attack), sika 3mymnye
KkiacudikaTop MOMHIKOBO Kiacu(ikyBaTu 3pa3ku sk kiac 2. ko y target
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= None, aTaka Oy/ie 3arajabHOI0 (error-generic), To0To mpocTo 3MyIIyBaTUME
MOJIeTIb POOUTH TOMUIIKU 0€3 KOHKPETHOTO Kiacy.

2. HanamrtyBanHs mapamMeTpiB ONTHMI3aIii

solver_params = {
‘eta”; le-1,
‘eta_min': 0.1,
‘eta_max': None,
'max_iter': 100,
‘eps’: 1e-4

¥

eta = le-1 — moyaTKOBUI PO3MIP KPOKY I'PAJIIEHTHOTO CITYCKY.

eta_min = 0.1 — MiHiManbHUN PO3Mip KPOKY (HHKHS MEXa).

eta_max = None — BiIcyTHICTh 0OMEXEHb HA MAaKCUMAJIbHUN KPOK (SIKIIIO HE
BKa3aHO, a/IaNTYETHCSI aBTOMATUYIHO).

max_iter = 100 — makcuMmanbHa KIUIBKICTh ITEpariii s 3HAXOMKEHHS
ONTHUMAJIBHOTO 30ypEeHHS.

eps = le-4 — kpurtepiii 3ynUHKUA (SIKIIO 3MIHM CTald MEHIIUMHU 3a le-4,
ONTHUMI3allisl IPUITUHAETHCS ).

3. Imimiamizamis araku PGD-LS

from secml.adv.attacks.evasion import CAttackEvasionPGDLS
pgd_Is attack = CAttackEvasionPGDLS(

classifier=surr_clf.clf, # ArakoBanuwii Kiacudikatop (3aMiHHHN
kiacudikarop)

double init ds=trl, # BukopucTtaHHS HaBYIBHUX JaHUX IS
1H1Iam3anmi

double init=False, # BiakmtoueHHs MOABIMHOT 1HIIIAMI3AIIT (MOXKe
MOKPAIIUTH aTaKy)

distance=noise type, # Bukopuctanus L2-HOpMHU aJi1 BUMIpIOBaHHS
30ypeHb

dmax=dmax, # MakcumanbsHe 30ypeHHs

Ib=I1b, ub=ub, # Mexi 3HaYeHb BXITHUX JAHUX

solver params=solver params, # [lepenaua nmapameTpiB onTUMI3aIli

y target=y target) # BkazaHHs LIJIbOBOTO KJIACy JJISI aTaku

classifier=surr_clf.clf — mineoBa Moens (3aminumMit knacudikatop surr_clf).
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double_init_ds=trl — BukopucTaHHS HaBUYaJbHHMX AaHMX (trl) mms BUOOpPY
CTapTOBOI TOUYKH ATAKH.

double_init=False — BigkaroueHa mojBiliHA iHimiamizamis (Moxe OyTH
KOpPHCHA B JICIKUX BUIAIKAX).

distance=noise_type — BukopucToBy€eThcs L2-HOpMA J1j1s1 OOYMCIICHHS PiBHS
30ypeHHS.

dmax=dmax — MmakcuMasbHe J0MyCTUME 30ypEHHS.

y_target=y_target — BCTaHOBIIOETHCS ITLOBUHN KiIac (2), 10 SKOTO MOTPIOHO
IIPUMYCOBO 3MIHUTH KJIaCU(IKaIIIFO.

4. 3amyck aTaku

print("Attack started...")
y_pred, scores, adv_ds, f obj =pgd_Is_attack.run(ts.X, ts.Y)
print("Attack complete!")

pgd_Is_attack.run(ts.X, ts.Y) — BUKOHaHHS aTakk Ha TECTOBI 3pa3kH (ts.X) 3
BIMOBIAHUMU MiTKamMu (ts.Y). y pred — mnepembadeHi MITKH TICIS aTaku
(OUIKy€ThCS, 110 BOHU CTaHYTh 2). scores — UMOBIpPHOCTI nependavenb. adv ds —
HaOlp cocTs3arenbHbIX NnpuMepoB (adversarial examples) micns araku. f ob) —
3Ha4YeHHs1 (QYHKIT BTpaT (MOXE BHUKOPUCTOBYBATUCH JISl OLIHKKA €(EKTUBHOCTI

aTaku).

Haenenuii y po3nuii Koz

1. HanamroBye mapaMeTrpu aTaky, BU3Haudarouu Tun 30ypenb (L2), mexi
(dmax = 0.4) ta ninmpoBuUH kiac (y_target = 2).

2. Imimiamizye PGD-LS-ataky, ska HamaraeTbCsi 3MIHUTH PpIillICHHS
kiacudikaropa.

3. 3amyckae araky Ha TecToBHil Habip (ts.X) Ta OTpuMye aTakoBaHi
npukiaau (adv_ds).

Kpox 3. Anaini3 nepenecenns arak (Transferability Analysis)

[le#ti kpok cHpsMOBaHMI Ha OLIHKY MepeHocumocTi (transferability)
3MaragpHUX arak Ha 1Hml wmoneni. OCHOBHa ifed TOJIATaE B TOMY, M100
NEePEeBIPUTH, YU 3r€HEPOBaHI Ha OJHIN MOJEl 3MarajibHi NPUKIAIU 3aJUIIAI0THCA
e(eKTUBHUMU MIPOTHU 1HIUX KIaCU(IKATOPIB.

Kpoxku ananizy

1. TecTyBaHHS IIJTLOBUX MOJIEJICH HA 3MarajlbHUX MPUKIIaIax
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o BukopuctoByeMo arakoBaHi 3pa3Kd, CTBOpEHI [Jisi  surrogate-
Kiacugikaropa.

o IlepeBipsieMo, HaCKIIbKH J0Ope BOHU 3MYIIYIOTH 1HIIN Mojeni (target
classifiers) moMusATHCS.

o OIIHIOEMO TOYHICT, KOXXHOTO KJacudikaTopa Ha 3MarajJbHHUX
MPUKIAIaX Ta TOPIBHIOEMO 3 6a30BOIO MPOIYKTUBHICTIO.

2. Bizyamizanis npukiaznis y 2D-mipocTopi

o BigoOpaxkaemo Jesiki 3MarajibHi TOpPUKJIATd Ha IUIOHIMHI, 00
mo0a4YMTH, SIK aTaKa 3MIHWJIA iXHI XapaKTEPUCTHKH.

o AHai3yeMO po3TanryBaHHSI aTaKOBAHMX TOYOK ITIOJI0 PIllIEHb IITbOBUX
MOJIEJIEN.

OuikyBaHI pe3yJIbTaTH

o SIKIIO 3MarayibHi TPUKIAAM J00pe MEePEeHOCATHCA MIXK MOJEISIMU, 1Ie
CBIIYUTH MPO BPA3IUBICTh OUTBIIOCTI KJIaCU(IKATOPIB O aTak.

o SIKIIIO TOYHICTH MOJIENICH CYTTEBO Majiae, 1€ MIATBEP/KYE €(EKTUBHICTH
aTakH Ta ii 31aTHICTh O FeHepati3anii.

« Bizyamizaiiisi 103BoJIsie Kpaiie 3p0o3yMiTH, siIKi OCOOJIMBOCTI OyJiM 3MiHEH1
I1J] 4ac aTaKy Ta sSIK 1€ BIUTMHYJIO Ha pIIIEHHS KJIacu(]ikaTopis.

HaBenenuii HmxdYe KOJI OIiHIOE TIepeHeceHHs artaku (transferability),
BU3HAUAIO4YM, HACKUIbKA €(EKTUBHUMHU 3aJIMIIAIOTHCS 3MarajibHl MpUKIaIn
(adversarial examples) rpu TecTyBaHHI Ha 1HIIIUX MOJEIISX.

OcHOBHa MeTa — NIEPEBIPUTH, YU aTaKOBaHI1 3pa3Ku, CTBOPEHI JJIsl surrogate-

KkJacudikaTopa, TaKOK 3MYIIYIOTh 1HII KIacH(pIKaTOPH MOMUIIATUCS.

1. HammamryBaHHs METPUKH JJISI OLIIHKH aTaK

from secml.ml.peval.metrics import CMetricTestError
metric = CMetricTestError()

Imnopryerbest metpuka CMetricTestError, sika BHUKOPUCTOBYETHCS ISt
OLIIHKY MTOMUJIKHU KJ1acH(DiKallii.
Yum BUIIa MTOMUITIKA, TUM CUJIBHIINHN €(eKT aTaku Ha MOJICTb.

2. O1iHKa TOMWIKH JJ1 KOKHOTO IIJTLOBOTO KiacudikaTopa

trans_error =[]
transfer_rate = 0.0
for target_clf in target_clf _list:

trans_error = [] — crucok ais 30epeKeHHsT MOMHIIOK KOXHOI MOJAEII TiCIs

aTaKu.
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transfer_rate = 0.0 — cepeaniii piBeHb MEPECHECEHHS aTaKH.
[{ux mepebupae Bei miyiboBi kimacudikaropu (target clf list).

print("\nTesting transferability of {:}".format(target_clf.clf _name))

BuBomuThbcss  TOBIZOMJIEHHS 3  HA3BOKO  MOTOYHOTO  TECTOBAHOTO
Kiacugikaropa.

3. OGuuCIIeHHS TOYaTKOBOT MOMIJIKH (0€3 aTaku)

origin_error = metric.performance_score(
y_true=ts.Y, y pred=target_clf.clf.predict(ts.X))

print("Test error (no attack): {:.2%}".format(origin_error))

ITepenbauenns (target clf.clf.predict(ts.X)) BHUKOHYETbCS [JIs1 TECTOBOIO
Habopy 0Oe3 arax.
[limpaxoByETHCS TOUHICTD OTigin_error, sika NoKa3ye MOMHWIKY 0€3 aTaku.

4. O1iHKa DOMWJIKH ITIC/II aTaku

trans_error_clf = metric.performance_score(
y true=ts.Y, y pred=target clf.clf.predict(adv_ds.X))

[TepenbadeHHs BUKOHYETHCS Ha aTaKOBaHMX Mpukianax (adv_ds.X).
Oo6uncmoerbest momuiika (trans_error clf), sika mokasye, K CHJIBHO aTaka
BIUTMHYJIa Ha MOJIETIb.

trans_error.append(trans_error_clf)
transfer_rate += trans_error_clf

Honaetscs momuika trans_error_clf 10 3aranbHOro Cucky.
3HaueHHs transfer rate HakomuuyeTbCs ISl MOJAJIBLIOTO OOYMCIEHHS
CEpeIHBOTO PIBHS MEPEHECEHHS aTaKH.

5. OGuuCIIeHHS CEepEHBOT0 PIBHS IEPEHECEHHS aTaKu

transfer_rate /= len(target_clf _list)

OOUYHCITIOEThCST CepeHE 3HAYEHHS PIBHSA TEPEHECEHHS aTakh IO BCIX
KJacudikaTopax.

6. Bizyanizaiiist pe3yJbTaTiB IEPEHECEHHS aTaKu

from secml.array import CArray
trans_acc = CArray(trans_error) * 100 # [lepeTBopeHHs B IPOLEHTH
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[ToMHUIKH TIEPETBOPIOIOTHCS Y BIJCOTKH, IO 3pY4YHO sl rpadivyHOro
aHami3y.

from secml.figure import CFigure
%matplotlib inline # Timeku mist Jupyter Notebook

CFigure BUKOPUCTOBY€ETHCS [Tl TOOY0BH Ipadikib.
%matplotlib inline moTpibeH s KOPEKTHOTO BiOOpaXkeHHs rpadikiB y
Jupyter Notebook.

fig = CFigure(height=1)

a = fig.sp.imshow(trans_acc.reshape((1, 6)),
cmap="Oranges', interpolation="nearest’,
alpha=.65, vmin=60, vmax=70)

CrtBoproetbesa Temokapta (imshow) 13 BiOOpakeHHSIM PIBHS MOMUJIKU Y
BIJICOTKAX.

BuxopucroByeThcs komipHa cxema "Oranges", 1€ OUIbII HACUYEH1 KOJIbOPHU
NOKa3yl0Th BUIIUNA PIBEHb IEPEHECEHHS aTaKH.

vmin=60, vmax=70 3aja€ miana3oH 3HAYCHb.

7. HanamryBaHHs mianuciB rpagika

fig.sp.xticks(CArray.arange((len(target_clf list))))
fig.sp.xticklabels([c.clf _name for c in target_clf_list],
rotation=45, ha="right", rotation_mode="anchor")

[Tinmucn muist oct X: iMeHa Ki1acu(ikaTopis, K1 TECTYBAIUCH.
O6epranns mianuciB Ha 45°, 100 3poOUTH X OLIBII YUTAOETEHUMHU.

fig.sp.yticks([0])
fig.sp.yticklabels([surr_clf.clf_name])

[Tinmuc s oci Y: iM’a surrogate-kinacudikaropa, Ha sIKOMY CTBOpIOBaJIacs
aTaxa.

8. JloJaBaHHS YMCIOBUX 3Ha4Y€Hb JI0 rpadika

for i in range(len(target_clf _list)):
fig.sp.text(i, 0, trans_acc[i].round(2).item(), va='center', ha="center’)

VY KOXHY KJIITHHKY TEIUIOKAPTHU JTOJAAETHCA TOYHE YMCIIOBE 3HAUYCHHS PIBHS

IICPCHCCCHHA aTaKH.

fig.sp.title("Test error of target classifiers under attack (%)")
fig.show()

BcranoBmoeThest 3arofioBok rpadika Ta BUBOAUTHCS Tpadik.
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9. BuBeieHHs cepeIHbOTO PiBHS MEPEHECEHHS aTaKu

print("\nAverage transfer rate: {:.2%}".format(transfer_rate))

BuBOAUTBCS cepeaHE 3HAYEHHS PIiBHS IIEPEHECEHHS aTakh y BiJCOTKaX
(puc. 2.4).

Test error of target classifiers under attack (%)

SVM Linear{ 66.0 66.0 66.0 66.0 65.6 65.6
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Average transfer rate: 65.87%

Puc. 2.4. Cepenne 3HaueHHS piBHS IEPEHECEHHS

Puc. 2.4 BinoOpaxae rpadik piBHS MOMUIIOK HITLOBUX KiIacU(IKaTOPIB il
BIUTMBOM 3MarajbHUX aTak, IO JO03BOJIAE€ OIIHUTH €()EKTUBHICTh aTaKOBAHHUX
npuKiIaaiB, cTBopeHux g SVM Linear, y BBeJIeHHI B OMaHy IHIIUX MOJIETIEH.
AHani3 OTpUMaHUX JAaHMX CBIAYWATH MPO TE, IO PIBEHb MOMWIOK Jis BCIX
kiacu(dikaTopiB 3HAXOAUTHCA B Mexkax Big 65.6% nmo 66.0%. Ile Bkazye Ha
OJIHOPIJHICTh BIUIMBY aTaku Ha pi3Hl Mojenl. HalBumuii piBeHb MOMUIIOK
cnoctepiraethcsi y SVM Linear, SVM RBF, Logistic (SGD) Ta kNN, 1m0 cBi1uuTh
npo ixHio BpaznuBicTh. Boanouwac Decision Tree Tta Random Forest
JEMOHCTPYIOTh JCIIO0 Kpallly CTIHKICTh 10 aTaKH, OCKUIBKH iXHIH piBEHb ITOMHUJIOK
€ HAWHIKYIM Cepe/l TECTOBAHUX MOJICTICH.

CepenHiil piBeHb IEPESHECCHHS aTaKW CTAaHOBHUTH 65.87%, 110 CBIAIYMTH PO
Te, mo mnoHax 65% arakoBaHUX NPUKIAIIB 3MOTJM BUKJIMKATH TOMUJIKOBI
nependaveHHs B yCiX TeCTOBaHUX Kiacudikaropax. Bucoka mepeHOCUMICTh aTaku
BKa3ye Ha 11 y3arajbHEeHY €(EeKTHUBHICTh, HE3AJIC)KHO BiJ apXITEKTypH MOJENIi, Ha
AKy BOHa cripsimoBaHa. OcoOJIMBO Bpa3IMBUMU BHUSIBUJIUCS JIHIAHI MOJIEN, TaKi sIK
SVM Linear ta Logistic Regression, 1o miaTBepaKye iXHIO CXUIbHICTh 10 BIUIUBY
3MarajibHUX aTaKk 4Yepe3 BUKOPUCTAHHS JIHIMHUX TINEPIUIONIMH IS MPUHHATTS
pimenb. HaTomicTe MOJIe1, 3aCHOBaHI Ha JiepeBax pillleHb, 30kpeMa Decision Tree
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ta Random Forest, 1eMOHCTpYIOTh HE3HAYHO BHUIIY CTIMKICTh JO aTak, Xo4a iXHi
MOKa3HUKU MTOMHUJIOK 3aJIMIIIAIOTHCSI HA BUCOKOMY PiBHI.

OTtpumaHni pe3yJbTaTH BKa3ylOTh Ha BUCOKY €(DEKTUBHICTh 3MarajibHUX aTak,
IO MiATBEPIKY€EThCS 3HAUHUM PIBHEM TMEPEHECEHHs aTaku Mix mozaensmu. Lle
MIIKPECIII0E HeOOX1THICTh MOJAIBIINX JOCTIKeHb Y cdepl 0e3neKkn MalTuHHOTO
HaBUaHHS, 30KpeMa pO3POOKHM METOJIB 3aXUCTy, TaKUX SK BHUKOPUCTAHHS
JOJIATKOBUX MEXaHi3MiB peryispu3aiiii, adversarial training abo anroputrmis
BUSIBJICHHS ~ aTak. T[akoXX JOMUIBHUM €  JOCHIDKEHHS  BIUIMBY  3MIHU
MaKCUMAaJIbHOTO piBHA 30ypeHHs (dmax) Ha MEpEeHOCHMICTh aTaKd Ta aHalli3
CTIWKOCTI 1HIUX TUIIB aTak, Takux sk FGSM a6o DeepFool.

Kpok 4. AHami3 TOYHOCTI UIIbOBUX KIACHU(PIKATOPIB HA 3MarajibHUX
pUKJIaaax

Pesynbprati eKCIepuMEHTYy [EeMOHCTPYIOTh 3HAUHE 3HIKEHHS TOYHOCTI
IJTHOBUX KJIacH(IKaTOPiB HAa aTAaKOBAHMUX 3pa3Kax, 3reHEPOBAHUX JJIsi 3aMIHHOTO
kinacudikatopa. lle Bkaszye Ha BHCOKY Bpa3JMBICTh MOJEIEH MAaIIUHHOTO
HABYaHHS JI0 aTaK 13 nepeHeceHHsM (transfer attacks).

Jns  miaTBEpKEHHS UbOro e(PeKTy HEOOX1IHO BHKOHATH JeTalbHe
MOPIBHSHHS MPOAYKTUBHOCTI KJIAcCU(DIKATOPIB Y CTaHIAPTHUX YMOBAX Ta B YMOBax
ataku. [licist bOro ciij MpOBECTH aHaIII3 3MIH y IPUIHATTI PilIeHb MOJAEIIAMH Ta
BU3HAYUTH 3aKOHOMIPHOCTI y 3MiHI iXHbOI NMpoAyKTHBHOCTI. OcoONMuBY yBary
HEOOXI1JTHO MPUJIITTUTH TOMY, SIK BIAPI3HSAETHCS PIBEHb CTIMKOCTI PI3HUX apXITEKTYP
KJ1acu(iKaTOPiB 10 aTAKOBAHUX TPUKIIA]IIB.

OtpumaHi pe3ynbTaT MIATBEPIKYIOTh HEOOXIAHICTH PO3POOKH  Ta
BIIPOBAPKCHHS JTOJATKOBUX MEXaHI3MIB 3aXHMCTy BiJ aTak, TaKWX SIK HaBUYAaHHS 3
ypaxyBaHHAM 3MaraibHUX mnpukiaaiB (adversarial training), BUKOpPUCTaHHSA
METO/IIB peryJisipu3ailii abo BUSBJICHHS aTak Ha PiBHI BXIIHUX JaHUX.

[leit xox CTBOpIOE Bi3yalli3allil0 PIlIEHb IITBOBUX KIIACU(IKATOPIB I
atakoro. OcHOBHa MeTa — TIOKa3aTH, $K 3MaraibHi mnpukiagu (adversarial
examples) 3MiHIOIOTH MependadyeHHs] pi3HUX MOJeled Ta OIIHUTH e()EKTHUBHICTH
IIEPEHECEHO] aTaKU.

1. Immopt HEOOXiMHUX 610T10TEK

from secml.figure import CFigure
from secml.array import CArray
from math import ceil

CFigure — BUKOPUCTOBY€EThCS JIJIsl CTBOPEHHS rpadiuyHuX Bizyastizalliid.
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CArray — npairroe 3 macuBamu 4ucen y popmari SecML.
ceil — wmarematmuHa  QYHKIS, 1O OKPYIJIFOE  YHCIO  BrOpy
(BUKOPUCTOBYETHCS ISl pO3MIIIIEHHS MATrpadiKiB).

2. CtBopeHHs ¢irypu s rpadikiB

fig = CFigure(width=4.5 * len(target_clf_list) / 2,
height=4 * 2, markersize=10)

CrtBoproetbes dirypa (fig), ne OyayTh po3MiiieHi Bci miarpadikua (mo
OJTHOMY JIJIsl KOXKHOTO IThOBOTO Ki1acudikaTopa).

[MlupuHa Ta BHCOTa BHU3HAYAIOTHCS ABTOMATHYHO HA OCHOBI KIJTBKOCTI
kiacudikaropis (len(target clf list)).

markersize=10 BCTaHOBIIIOE pO3Mip TOYOK, sIKi OyAyTh BUKOPHCTOBYBATUCH
y BI3yaJjizarlii.

3. Huxkn gist noOya0BuU rpadikiB KOKHOTO KiacudikaTopa

for cIf_idx in range(len(target_clf_list)):
clf = target_clf _list[cIf_idx].clf

[uxn nepebupae Bl 1IH0BI Kinacudikatopu (target clf list).
clf MicTuTh moTouUHMM KIacudikaTop, SIKUNA aHATI3YETHCS.

4. lonaBanus miarpadika 1uist KOKHOI MO

fig.subplot(2, int(ceil(len(target_clf_list) / 2)), cIf _idx + 1)
fig.sp.title(target_clf_list[clf _idx].clf _name)

dopmyetbes miarpadik (subplot), posmimennit y citimi 2xN (me N —
MOJIOBUHA KUIBKOCTI KJIACU(IKATOPiB, OKPYTIIEHA BrOpPY).

fig.sp.title(...) momae 3aroa0BOK JJIs KOSKHOTO MiArpadika, mo MiCTUTh Ha3BY
Mojeni (clf name).

5. IToGynoBa obnacteii piieHsb s KiacudikaTopa

fig.sp.plot_decision_regions(clf, n_grid_points=200)
fig.sp.grid(grid_on=False)

plot_decision_regions(clf, n_grid_points=200) -  Oyaye o0macTi
KiacuikamifHuX pilieHb MOJIEII.

OO6usacTi MOKa3ywTh, K MOJENIb PO3MOAUIAE KJIACH B MPOCTOPI BXIAHHUX
JTaHUX.

grid_on=False Binkio4ae ciTKy Juisi OUTbII YMUCTOTO BUTIISAY Tpadika.
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6. BuzHaueHHs 1HIEKC1B MPUKJIAIIB, SKI HE HAJEkKaTh JI0 I[IJIbOBOTO KJIaCcy

s idx =ts.Y.find(ts.Y =y _target)

ts.Y.find(ts.Y != y target) 3HaXOAWTh I1HJEKCH BCIX 3pa3KiB TECTOBOTO
Habopy, ski HE nanexats no y target.
Ile moTpiOHO 715 MepeBipKH, K aTaka 3MiHHUJIA IXHIO KJIacu(iKaIliro.

7. BimoOpa>keHHs aTaKOBaHUX 3pa3KiB Ha Tpadiky

for pt in s_idx[:10]: # Bizyamizyemo araky Ha 10 npuxiagax
pt_segment = CArray.append(ts.X[pt, :], adv_ds.X[pt, :], axis=0)
fig.sp.plot_path(pt_segment)

[lepebuparotbcss mepmi 10 TtecroBux 3paskiB (s_idx[:10]), ski Oynu
aTaKOBaHI.

CArray.append(ts. X[pt, :], adv_ds.X[pt, :], axis=0) cTBOprO€ IHiHIIO, IO
3'eJIHy€e MOYATKOBY TOUKY (ts.X[pt, :]) 1 atakoBany Bepcito (adv_ds.X|[pt, :]).

fig.sp.plot_path(pt segment) manroe i 3MilIeHHs Ha rpadiKy, U0 JO3BOJISIE
1mo0auYuTH, IK aTaka 3MIHWJIA JaHI.

8. O1iHKa YCHIIIHOCTI MEPEHECEHOT aTaku

acc = metric.performance_score(
y_true=ts[s_idx[:10], :].Y, y_pred=clf.predict(adv_ds[s_idx[:10], :].X))

[lepenbauenns (clf.predict(adv_ds[s idx[:10], :].X)) BuxoHyeTbCcs s
aTaKOBaHUX 3Pa3KiB.

[TopiBHIOETHCS 3 TIpaBWIbHUMU MiTKamu (ts[s_1dx[:10], :].Y), mo0 orinuTu,
HACKUJIbKU CHJIBHO aTaka BIUIMHYJIA HA MOJIEIb.

B pe3ynbrari OTpUMYETHCS TOUYHICTh aTaKW: HACKIIBKH J0Ope aTakoBaH1

PUKJIaaK 30€piraloTh CBOIO MOYATKOBY MITKY ITICJIS aTaKu.

9. BinoOpaxkeHHsI pe3yibTaTiB aTaku Ha rpadiky

fig.sp.text(0.01, 0.01, "Transfer attack success: {:.1%}".format(acc),
bbox=dict(facecolor="white"))

JlomaeTbes TEKCTOBA MO3HAYKA HA KOXKEH miArpadik 13 piBHEM YCHIITHOCTI
aTaKwy.

BinoOpaxkaeTbcsi BIACOTOK YCHIIIHUX aTak (HACKUIBKM 4acTo Mojeib Oyia
BBEJICHA B OMaHYy).

bbox=dict(facecolor='white') nogae 6inuii hoH, MO0 TEKCT OYB YITKIIIAM.

10. BinobpaxeHnHs (iHaibHOrO rpadika

fig.show()
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Bci  cTBOpeni miarpadgiku  BimoOpakaroThes Yy (piHambHOMY Tpadiky
(puc. 2.5).

SVM Linear SVM RBF Logistic (SGD)
10 10

0.8 0.8

0.6 0.6
0.4 0.4

0.2 0.2

Transfer attack success: 100.0% Transfer attack success: 100.0% Transfer attack success: 100.0%

0.0 0.0

00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10
KNN Decision Tree Random Forest
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Transfer attack success: 90.0%

Transfer attack success: 100.0% Transfer attack success: 90.0%

0.0
00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10

Puc. 2.5. I'padixu 17151 OLIHKY PiBHS yCHINTHOCTI aTak

2D-rpadiku (puc. 2.5) Ha0YHO JEMOHCTPYIOTH BPA3JIMBICTH IITHOBUX
knacudikaropis. [Ipukinaam, 1mo BUKIMKAIOTE CYNEPHUIITBO (3EJI€HI 31pOYKH), SIKI
3HAXOJIATHCS BCEPENNHI 3eJIeHO1 001acTi MPUNUHATTS pilieHs y_target = 2, yCHIIITHO
MepeHeceHl.

3AT'AJIBHE 3ABJAHHS 111 BUKOHAHHSA

1. IligrotoBka nmanux. Bukopucraty IMTY4yHO 3reHEpOBaHMA HAOIp
knacrepu3oBannx Touok (CDLRandomBlobs).
2. HopmamnizyBatu fnani B aianasosi [0,1].
3. onimuTu BubipKy Ha TpeHyBaibHY (70%) Ta TecToBy (30%).
4. CTBOpPUTH JIB1 HE3aJIKH1 BUOIPKU:
a. Ilepma (trl, n=1000) — nyst HaB4aHHS CyporaTHOTo Kiacudikaropa.
b. Hdpyra (tr2, n=1000) — a5t HABYAHHSI LITBOBUX KJIACH(IKATOPIB.
5. HaBuanns knacudikaropiB. HaBuutu cyporaTHuii kiacudikarop:
a. Mogenn: CClassifierMulticlassOVA(CClassifierSVM, kernel="linear")
b. I'imepnapamerpu: C = [le-2, 0.1, 1]
c. Buxonaru niabip napametpiB uepe3 3-Fold kpoc-Banigaiiito.
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6. HapuwuTu 111715081 K1acupiKaTOPH:
a. SVM RBF: CClassifierMulticlassOVA(CClassifierSVM, kernel="rbf,

gamma=10)
b. Logistic Regression: CClassifierMulticlassOVA(CClassifierSGD,
loss="log")

c. KNN: CClassifierKNN(n_neighbors=40)
d. Decision Tree: CClassifierDecisionTree(max_depth=>5)
e. Random Forest: CClassifierRandomForest(n_estimators=30)

7. Ouinutu 6a30BY TOYHICTH KOKHOTO KJlacu(ikaTopa Ha TECTOBIM BUOIPII
(ts).

8. CTBOpeHHsS aTakoBaHUX TNPUKIAIB. BUKOpPUCTOBYIOUM CypOraTHUN
kinacudikarop (SVM Linear), 3reHepyBaTH 3MarajibHi NPUKIAINA 3a JOIMOMOTOIO
CAttackEvasionPGDLS:

a. Tun ataku: L2-norm

b. PiBens 30ypenns (dmax): 0.3

c. IlinpoBa araka (y_target): Ilepexnacudikaiist y kiac 2

d. OnTtumizamiitai napametpu: eta = 0.1, max_iter = 100, eps = le-4

€. BukoHaTH OIIIHKY TOYHOCTI CyporaTHOro kjacudikaropa Ha
aTaKOBAaHMX MPUKIIAIAX.

9. Anani3 nepeneceHHs arak. [IpoTecTyBatu BCl IIbOBI KiacudikaTopu Ha
atakoBanux npukianax (adv_ds.X) Ta omiHUTH IXHIO TOYHICTb.

a. OOuucnuTH piBeHb IEpeHeceHHs aTaku (transfer rate)
b. BisyanizyBaTu piBeHb MOMHUJIOK YCiX MOJEICH y BUIJISAI CTOBIYACTOT
Jiarpamu.
c. IloGynmyBaTu TemiokapTy IEPEeHECEHHS aTak JUIsl BCIX MOJIENCH.
10. BignoBicTy Ha KOHTPOJIBHI 3aITUTAHHS.
11.TlinroTyBaTH 3BIT, SIKUWA MICTUTh OITUC OCHOBHUX JiH (31 CKPIHIIIOTAMH).

KOHTPOJIBHI IIMTAHHA

1. o Take 3maranbHi ataku (adversarial attacks) Ta sika ixHS OCHOBHa
mera?

2. SIKi OCHOBH1 THIH aTaKk Ha CUCTEMU MAalIMHHOTO HaBYaHHS 1ICHYIOTh?

3. Y yomy noJisrae pizHUI Mik aTakamu "Ouoro simuka" (white-box) Ta
"goproro smuka" (black-box)?

4. Slk nmpamroe 3maranbHe 30ypeHHs (adversarial perturbation) 1 YoMy BOHO

3aJIUIIAETHCS HEITOMITHUM JJIA J'IIOI[I/IHI/I?
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5. SIki BUOM 3MarajJibHUX araKk ICHYIOTh Yy (DI3UYHOMY CBITI, 1 SK BOHHU
MOKYTb BIUTMBATH Ha O€3MEKy peaqbHUX CUCTEM?

6. I1lo Take yHiBepcaybHi 3MaranbHi ataku (universal adversarial attacks) 1
YIM BOHH BIJPI3HSAIOTHCSA BiJl 1HAMBIAyaJIbHUX aTaK?

7. SIk1 iICHYIOTh METOJIM 3aXHCTy HEMPOHHUX MEPEeX BiJl 3MarajJibHUX arak, 1
SIK1 TXHI OCHOBHI IIPUHITATIN?

8. SIk 3MarajgpHI aTakd MOXKYTh BIUIMBATH Ha AaBTOHOMHI TPaHCIIOPTHI
3aco0u Ta cUCTeMH 010METPUYHOI 11eHTUDIKAITIi?

9.V yomy nossirae HeOe3neKka aTak Bij oTpyeHHs naHux (data poisoning)
JUTSI TIPOTIECY HaBYAHHS HEUPOHHUX MEPEXK?

10. SlkuM ymHOM aTakM Ha OCHOBI INepeHeceHHs (transferability attacks)
MOXYTb OyTH €(EKTUBHHUMH HaBITh O€3 JOCTYIYy JI0 IIIIIbOBOI MOJEN1?
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JIABOPATOPHA POBOTA Ne 3.
JOCIHIAKEHHSA ATAK OTPYEHHSA (POISONING ATTACKS)
HA MOAEJII MAIIKNHHOI'O HABYAHHAA

Meta po6oru: JlocaiauTy BIUIMB aTak OTpyeHHS Ha kimacudikarop SVM 3
RBF-sapom. PeanizyBaTu aTaky, III0 BHOCHTBH CIICIIaIbHO CTBOPEHI 3pa3Ku 0
HAaBYAJIbHOT BHOIPKH, 3MIHIOIOYM (YHKIII0O TPUWHATTA pIIIeHb MOJENI, IO
IIPU3BOJIUTH 10 3HUKEHHS 11 TOUHOCTI.

BKA3IBKH 3 MIJITOTOBKU IO BUKOHAHHSA JIABOPATOPHOI
POBOTHU

Jlana poOoTa mpHUCBAYEHE aHaNi3y BIUIMBY aTak OTPYEHHA Ha
OPOAYKTHUBHICTh KJIacH(IKaTOPiB MAIIMHHOTO HaBYaHHS, 30kpeMa Support Vector
Machine (SVM) 3 RBF-sapom. OcHOBHa MeTa MoJiirae y BUSIBJICHHI BPa3IUBOCTEH
MOJIEII JI0 OTPYHHUX 3pa3KiB, K1 CIEHIaIbHO JOAAIOTHCS 10 HaBYaJbHOI BUOIPKHU
3 METO 3MIHEHHS (QYHKLII NOPUUHATTS pIIMIEHb Ta 3HWKEHHS TOYHOCTI
KJacudikarri.

Jns peamizamii  JOCHIKEHHS BHKOPUCTOBYETHCS IITYYHO 3rE€HEPOBAHMMA
maracer, SKAW HopMmaiidyerbcss B giama3zoni  [0,1]. Ilicims 1mporo  maHi
pPO3MOAUIAIOTECS HAa HaBUaJbHY Ta TECTOBY BUOIpKHM y cmiBBigHOmeHHI 70% 10
30%. JomaTkoBO BUIIISETHCSA BajifalliiHa MiABUOIpKA, sIka BUKOPUCTOBYETHCS
I1JT Yac aTaku JJIsl OLIHKY ii €()eKTUBHOCTI.

Ha mnepmomy erami HaB4YaHHS MOJENl TPOBOAUTHCA O€3 BIUIUBY AaTak.
Knacudikarop SVM 13 RBF-ampoMm HanamroByeTbCs Ta ONTHMIZYEThCS 3a
JIOTIOMOTOI0 ~ KpocC-Baiijamii, Je¢ MiA0MparOThCsA TineprnapameTpu, Takl sK
koedimieHT perynspuzauii C Ta nmapamerp sapa gamma. [licis HaBYaHHS MOJEb
TECTY€EThCSI HA YNCTUX JAHUX, 1110 JO3BOJISIE OIIIHUTH 1i 0a30BY MPOAYKTHUBHICTb.

HactymauMm eramom € peanizaiisi aTakd OTPYEHHS, sIKA BHKOHYETHCS
INUISIXOM ~ TeHepalii  OTPpyWHMX  3pa3KiB  3a  JOMOMOTOI  aJTOpPUTMIB
CAttackPoisoningSVM abo CAttackPoisoningGradient. Ataka MOJEIIO€THCA
IIUISIXOM BHECEHHS CHeMiaibHO C(POPMOBAHMX 3Pa3KiB y HABYAIBHY BHOIPKY, IO
3MIHIOE MEXI1 MPUUHATTA pilleHb kiaacugikaTopa. KiabkicTh aTakOBaHMX 3pa3KiB
BapitoeThest y Mexkax Bif 1% 10 5% Big 3aranbHOTO O0OCATY HAaBUAIBHUX JaHUX, a
piBeHb 30ypeHHs OLIHIOEThCA 32 L2-HopMmoro. OnTuMizanis aTaku 301HCHIOETBCS 3
BUKOPUCTAHHSM aJaNTUBHUX MMapaMeTpiB, BKIIOYAIOUN HANTAMITYBAHHS MIBUIKOCTI
HaBYaHHS eta, MaKCUMaJbHY KIJIBKICTh ITE€paliif max iter Ta mopir 301KHOCTI eps.

52



[licnss BHECEHHs OTPYMHHMX 3pa3KiB MOJI€Jb MOBTOPHO HABYAETHCS HA 3MIHEHIN
BHOIPITI.

JInst o1IHKK €(eKTUBHOCTI aTaKyd aHAMI3YEThCS MPOJYKTHUBHICTH MOJACHI 10
Ta MICJIS BHECEHHS OTPYMHHMX 3pa3kiB. TOUHICTh Kiacu(ikaTopa BU3HAYAETHCS HA
TECTOBIM BUOIPIIl Ta MOPIBHIOETHCS 3 MOYATKOBUMH TOKa3HUKaMu. BIUB aTtaku
JOCIIIKY€EThCS TIITXOM ToOyA0BH Tpadika 3aJeKHOCTI TOYHOCTI BiJ KUTBKOCTI
aTaKOBaHMUX 3pa3KiB. J0AaTKOBO aHATI3YEThCS 3MiIHA MEX MNPUUHSTTS pPIIIECHb
MOJICNII Y JBOBHMIPHOMY IIPOCTOPi, IO J03BOJISE Bi3yaJlbHO OINHUTH e(eKT
OTPYEHHS TAHUX.

PesynpTaTi qOCTiTKEHHS JO3BOJISIIOTh BU3HAYUTH, HACKITBKA €(PEKTUBHOIO
€ aTaka mpu pI3HOMY 00Cs31 OTPYMHHMX 3pa3KiB. BCTaHOBIIOETHCS KPUTHUHHIMA
Mopir, 3a SKOro TOYHICTh Kiacu(ikatopa CYTTEBO 3HUXKYeTbcs. Kpim Toro,
3IMCHIOETHCS aHAJI3 MOMXJIMBUX METOJIB 3aXUCTY, TAKUX K (PUIBTpALisl BXITHUX
JAHUX, peryispu3anis a0o BAKOPUCTAHHS pOOACTHUX aJTOPUTMIB.

[TimcyMKoBuUiA aHaIi3 J03BOJISIE€ 3pOOUTH BUCHOBKH 111010 €()eKTUBHOCTI aTaK
OTPYEHHS Ta BHUPOOMTH PEKOMEHJAalli JUIsl MOKpAaIlEeHHs Oe3leKu Mojenei
MaIIMHHOTO HAaBYaHHS.

JloaTKoB1 MaTepiajiv JOCTYIIHI 32 MOCUIaHHSM:

1. Biggio, B., Nelson, B. and Laskov, P., 2012. Poisoning attacks against
support vector machines. In ICML 2012. URL.: https://arxiv.org/abs/1206.6389

2. Xiao, H., Biggio, B., Brown, G., Fumera, G., Eckert, C. and Roli, F.,
2015. Is feature selection secure against training data poisoning?. In ICML 2015.
URL.: https://arxiv.org/abs/1804.07933

3. Demontis, A., Melis, M., Pintor, M., Jagielski, M., Biggio, B., Oprea, A.,
Nita-Rotaru, C. and Roli, F., 2019. Why Do Adversarial Attacks Transfer?
Explaining Transferability of Evasion and Poisoning Attacks. In 28th Usenix
Security Symposium, Santa Clara, California, USA. URL.:
https://www.usenix.org/conference/usenixsecurity19/presentation/demontis

TEOPETHYHI BITOMOCTI

PO3BUTOK MITYYHOTO IHTEICKTY CYMPOBOKYETHCS HE JIUIIE MPOTPECOM Y
CTBOPEHHI aBTOHOMHHUX CHCTEM, ajie i BUHUKHCHHSM HOBHX THIIIB KiOep3arpos.
OpmHUM 13 TaKWX 3arpO3JIMBUX HAIPSMIB € aTaKW OTPYEHHS JTaHUX, SIKi IO3BOJISIOThH
3JIOBMUCHHMKAM MaHIIyJIFOBATA MOJCJISIMH MAIIMHHOTO HABYAHHS, 3MIHIOIOUH 1XHI
pimieHHst y OaxaHoMy HampsMKy. Lli ataku € o0coOnuMBO HeOE3NeYHUMHU Y

KpUTUYHUX cdepax, TakuxX sK (IHAHCOBI CEpBICHM, ABTOHOMHHUH TpPAHCIOPT 1
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cucteMu OloMeTpuuHOi  ileHTHdIKAIli, OCKUIBKM 37aTHI  CIIOTBOPIOBATH
pe3yNbTaTH MPOTHO3IB, KOMIIPOMETYBATH IUTICHICTh JAHUX 1 CTBOPIOBATH 3HAYHI
PpUBUKH O€3MEeKH.

OTpyeHHs naHUX BiIOyBa€TbCA Ha €Tall HaBUYAHHSA MOJEJEH, KOJH [0
HaBYaJIbHOI BHUOIPKM CBIJIOMO JIOJAIOThCS CIEIliaJbHO CTBOPEHI 3pa3Ku, IO
CIOTBOPIOIOTh  (YHKIIIO NPUHHATTS  pimeHb. [l MaHIOysamii  MOXYTb
peanizoByBaTUCSA  IIJISXOM BHECEHHS  MITKOBUX  aHOMaliil, HaBMHCHOIO
BUKPUBIICHHS PO3MOJITY JAaHUX a00 (OpMyBaHHS OCOOIUBUX BPA3IUBOCTEH, SIKI
3QJIMIIAIOTHCST HEBUSBICHUMHU IMiJI 4ac TecTyBaHHS Mozeni. OCHOBHUMH THIIAMU
atak € otpyeHHs MiTok (backdoor poisoning), OoTpyeHHS HaBYAIbHUX IaHHX,
1HBEpCIMHI aTakd Ha MOJEJb Ta MPUXOBAaHI aTakH, 10 CTalOTh AKTUBHUMU JIMIIE
MICJsT PO3TOPTAaHHS CHCTEMHU B peaibHUX yMoBaX. CHITbHOIO METOIO TaKHX aTakK €
a00 MopyIIeHHsI KOPEKTHOCTI PillleHb MOJIeNi, 00 OTPUMaHHS HECAHKI[IOHOBAHOTO
JOCTYIy 10 KOH(DI1IEHUIHOI 1H(QOopMaIlli.

OpHuM 13 HanpsIMIB BUKOPUCTAHHS aTaK OTPYEHHS € MAHIMTYJISAIIS TYYHUM
IHTEJIEKTOM, 10 TeHepye TIHOOKI ¢elku. ['muboki (Qeilku € CUHTETUYHUMH
memiadaiinamu, 30kpeMa 300pakeHHsIMH, Bijleo ab0 ayjaio3anmucaMu, CTBOPECHUMHU
3a JOTIOMOTOI0 QJITOPUTMIB TTMOOKOTO HaBYaHHS. Y pa3i OTPY€EHHS TaKUX MOJENeH
BOHU MOXYTh BHUPOOJSATH BUKPHUBJICHI a00 CHOTBOpPEHI pe3yJbTaTd, SKi
BIIMOBIAIOTH 1HTEpecaM 3JIOBMHUCHUKIB. lle Moxke OyTH BHUKOPHUCTAHO st
CTBOPEHHSI (abIIMBUX 1HGOPMAIIIMHUX KaMTIaH1{, AUCKpEAUTAIIi] MyOIIYHUX 0C10
abo o0xoxy OiomeTpuuHuUx cucTeM Oe3neku. Hampukian, ataka Ha cHCTEMY
KOHTPOJIFO JOCTYITy Ha OCHOBI pO3Mi3HaBaHHS OOJWYYS MOXKE 3MYCHTH Il
OPUIHATA 00TUYYs 37T0BMHCHHKA SIK 3aKOHHOTO KOPUCTYyBaya.

[IpukiagoM BiJIOMOi aTak¥ Ha INTYYHHH 1HTEJIEKT € BHMAJOK 3 4aT-00TOM
Tay, po3pobsenum komnaniero Microsoft y 2016 poui. Lls moxmens maina
HaBYaTHUCA 4Yepe3 B3aEMOJIII0 3 KopucTtyBauamu y Twitter, mpoTe 37J0BMHCHHUKH
HABMUCHO MOJAaBaIHU iii TOKCHYHUA KOHTEHT, 1110 TIPU3BEJNIO A0 TOTO, 10 00T moyan
reHepyBaTH arpecuBHI Ta HENPUMHATHI BHUCIOBIIOBaHHA. lle nemoHcTpye, 110
aTakd MOXYTh BiAOyBaTHCs HaBITh 0€3 (PI3MUHOIO BTPYYaHHS y HaBYAJIbHI JaHi, a
JMIIE Yepe3 LiJIeCpsSIMOBaHUI BIUIMB HA MPOLEC HABYAHHS MOJIEI.

CyuacHi opraxizauii, sKi OpaiolTh 31 ITYYHUM IHTEJIEKTOM, YacTO He
PO3pOOJISAIOTh BIACHI MOJENI 3 HyJsl, a 0a3yl0ThCSl Ha TOTOBUX BEITUKHUX MOBHHX
mozaensix (LLMs), Takux sk Ti, mo mnoctadatorb OpenAl abo iHINI BeJHKI
TEXHOJIOT1YH1 KOMIIaH1i. BUKOprCTaHHS 30BHIIIHIX MOJIEJIEH HE TapaHTY€E 3aXUCTY
BIJl aTaK OTPYEHHS, OCKIJIbKU HaBITh HEMPSIM1 MaHIMYJIALIT 13 3arajJbHOIOCTYTHUMHU

JDKepellaMy HaBYaHHS, HAMPUKIAJ BHECEHHS 3MiH 1o crateit y Wikipedia abo
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3aBaHTaKEHHS CIOTBOPEHUX 300paXeHb Y BIAKPUTI JIXKEpENa, MOXKYTh IPU3BOIUTH
710 3MIIIEHHS! BUCHOBKIB MOJIeJieil Y MOTPIOHOMY 3I0BMUCHUKAM HANPSIMKY.

OCKUJIBKM aTaKu OTPYEHHS CTAHOBJIATH 3HAUHY 3arpo3y JUisl HaJIAHOCTI
CHUCTEM IITYyYHOTO IHTENEKTY, PO3POOHUKHA Ta IOCIHIAHUKH PO3POOISIIOTH Pi3HI
3aXMCHI MexaHi3MHu. HalieeKTUBHIIIMMHU METOJIaMH BHSBJICHHS 1 3aroOiraHHs
TaKMM aTakaM € OYHIICHHS Ta MOoNepenHs oO0poOka maHuWx, M0 Mepeadoadae
biIbTpaliio aHOMaJBLHUX 3pa3KiB 1 MEPEBIPKY JOCTOBIPHOCTI JpKepen 1H(opMairii.
Buxopuctanas aiaropuTMiB BUSBICHHS aHOMAalid Ja€ 3MOTYy MOHITOPHUTHU
HaBYaJIbHI HaO0OpW Ta 1AeHTU(]IKYBATH MII03pLIlI MATEPHH Yy BXITHUX JaHUX.
OpHuM 13 METOMIB € HaBYAHHS Ha 3MarajbHUX MPHUKIAAax, M0 JO3BOJISIE MOJICITI
ajanTyBaTUCS J0 OTPYWHUX 3pa3KiB 1 TIJBHUIIYBaTH CBOK CTIHKICTh IO
MaHIITYJIS 1.

3axuctT Mojeneil MOXKe TaKOX BKJIIOYATH BJIOCKOHAJIEHHS apXiTEKTyp 13
BOYJJOBaHUMH MEXaHI3MaMH MPOTHAIl 3MarajibHUM aTakam, cepejl SAKUX METOIu
onTUMI3allii, AMCTUIALII Ta CTUCHEHHs 03HaK. KOHTpoJIb 32 MOBENIHKOIO MOJIEei
y peajbHOMY Yaci Ta aHali3 IXHbO1 MPOAYKTUBHOCTI TaKOX JO3BOJISIOTH BUSIBIISATH
HETHUIIOB1 3aKOHOMIPHOCTI, 1110 MOXKYTb CBITYUTH MPO aTaKy. BaKJIMBUM KPOKOM €
BaJIJAllls]l BBEJCHUX JAHMX NEpell IXHIM BUKOPHUCTAHHSM, IO MOXE BKIIOYATH
nepeBipKy NUQPPOBUX MIAMKCIB, aHATI3 IITICHOCTI iH(popMallii Ta aBTeHTH]IKALIIIO
TDKEpEUL.

[Tutanna Oe3reyHOro 30€piraHHs Ta OOPOOKH HABUAIBHUX JAHUX TaKOX
3QJIMIIAETHCS AKTyallbHUM. BuKOpucTaHHs mudpyBaHHS, MEXaHI3MIB KOHTPOJIIO
JIOCTYIy Ta OOMEKEHHS MpaB Ha 3MIHY HABYAJIBHHUX JIAaHUX JOTIOMArarTh 3HU3UTHU
PU3HMK HECAHKI[IOHOBAaHWUX BTpydYaHb. KpiM TOro, cepea KIIOUYOBHUX 3aXOiB
0e3MeKkn € CyBOpHil KOHTPOJIb MPOIEAYyp HABYAHHS, SIKUW Tiependadae poOOTy B
3aXMIIEHOMY CEpEeIOBMINI, TMEPEBIPKY HABYAJIbHUX JIaHUX 1 BUKOPUCTAHHS
0e3reyHuX MPOTOKOJIIB 0OPOOKU JaHUX.

3BakalouyM Ha 3POCTAaHHS 3arpo3, TIOB’S3aHUX 3 aTakaMH OTPYEHHS,
KOMIIaHIsSIM, IO MPAIIOIOTh 31 MITYYHUM 1HTEJIEKTOM, HEOOX1THO BPaxoBYBaTH IIi
PU3HKHU Ta BIPOBAKyBaTU €(PEKTHUBHI CTpATErii 3aXUCTy CBOIX Mojenel. Y mipy
BJIOCKOHQJICHHSI TEXHOJIOTIM PO3BUBAIOTHCS TAKOX 1 METOAM aTak, TOMY
opraHizailii TMOBHHHI TOCTIHHO OHOBJIIOBATH CBOi MIAXOAM 10 KiOepOesmekw,
BMBYATH HOBI BEKTOPU aTaK 1 BOPOBA/KYBATH aJANTHBHI MEXaHI3MH 3aXHCTY.
besneka mTy4HOro 1HTENEKTY € JIWHAMIYHUM TMPOIECOM, SKHUH TMOTpedye

MOCTIHOTO MOHITOPUHTY Ta BJIOCKOHAJICHHSI.
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HHPUKJIAU ITPAKTUYHUX 3ABJIAHD

Y miii poGoTi Oyae peanizoBaHO 3MarajibHl aTaku OTpyeHHs (poisoning
attacks) mporu Support Vector Machine (SVM) 3 RBF-asgpom. Artaxka
OPOBOJUTHCS HA €Tall HaBYaHHA MOJEIl UUISIXOM JOJIaBaHHS  CIELIalbHO
chopMOBaHUX 3pa3KiB, IO CIOTBOPIOIOTh (YHKIIIO TNPUHAHATTS PIlIEHB,
3HUKYIOYH 3arajibHy TOYHICTh Ki1acudikaTopa.

Ha mnepmomy etami Oyzme CTBOpEHO Ta HaBYeHO Kiacudikatop y
CTaHJIApTHOMY pe&XkuMi ©0€3 BIUIMBY arak, IICJIs YOoro OIIHEHO Horo
MPOIYKTUBHICT. JIIsI KOPEKTHOTO MOJETIOBaHHS aTakd HEOOXITHO PO3AUINTH
HaBYaJIbHUI HaOlp Ha JBI YaCTUHU: OCHOBHY HaBUaJIbHYy BHOIPKY Ta BajligalliitHUN
M1HA01p, SIKUA BUKOPUCTOBYBATHUMETHCS ISl KOHTPOJIO MPOAYKTHBHOCTI MOJEII
IT117 Yac aTakH.

3aBgaHHSAM EKCIIEPUMEHTY € BU3HAUCHHA €()EKTUBHOCTI aTaK OTPYEHHS,
OI[IHKAa BIUIMBY AaTaKOBAaHMX 3pa3KiB Ha MPOAYKTHUBHICTb MOJIETl Ta aHali3
MOXJIMBUX MEXaH13MIB 3aXHUCTY.

Kpok 1. Y 6paysepi nepeiiaite no https://www.kaggle.com/
Axmo Bu OauutTe CUHIO KHOMKY "YBIWTH" y BEpXHBOMY MpaBOMY KYTi,
HAaTUCHITh Ha Hei Ta yBIWAITH B oOmikoBui 3amuc Kaggle. ¥V meHwo BHOepiTh

"®aiin", "HoBa 3anmmcHa KHIKKaA' .

Kpok 2. BcranoBnenns SecML
BukoHaiiTe HaCTYIHI KOMaH]Iu:

Ipip install secml
import secmi

BibmioTeka BCTaHOBUTKCS, K MOKa3aHo HWkYe (puc. 3.1).

Kpox 3. IlinroToBka HabOpy JaHUX, CTBOPEHHS Ta HABYAHHS MOJIEII

Hapenenuii kon renepye, oOpo0OJisie Ta BUKOPUCTOBYE JaH1 Il HaBYAHHS
SVM-knacudikaropa 3 RBF-sapom y cepemoBumii SecML. OcHoBHiI eranu
BKJIFOYAIOTh CTBOPEHHSI BUOIPKH, i PO3IICHHS Ha MiJAMHOXXWHU, HOpMaJi3allilo,

HaB4YaHHA MOI[eJ'Ii Ta TCCTYBAaHHA.

1. 'eneparrist 1aHuX

random_state = 999

n_features =2 # KinbkicTh 03HaK
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n_samples =300 # 3aranpbHa KUTBKICTh 3pa3KiB

centers = [[-1, -1], [+1, +1]] # LlenTtpu knacrepis

cluster std =0.9 # CranmapTHe BIIXHJICHHS KJIaCTEPiB

random state = 999 — BHUKOPHUCTOBYEThCS JUI  3a0C3MCUYCHHS
B1JITBOPIOBAHOCTI €KCIIEPUMEHTY.

SecAl03 Draft saved

File Edit View Run Settings Add-ons Help

-+ - g( |_|:| |j O cancel Ru Code ~ @ Draft Session (Om) ; H U_) (:)

- Ipip install secml

import secml

Collecting secml

Downloading secml-@.15.6-py3-none-any.whl.metadata (13 kB)
Requirement already satisfied: numpy>=1.17 in /fusr/local/lib/python3.10/dist-packages (from secml) (1.26.4)
Requirement already satisfied: scipy»>=1.3.2 in fusr/local/lib/python3.18/dist-packages (from secml) (1.13.1)
Requirement already satisfied: matplotlib»=3 in /usr/local/lib/python3.18/dist-packages (from secml) (3.7.5)
Requirement already satisfied: scikit-learn>=0.22 in /fusr/local/lib/python3.10/dist-packages (from secml) (1.2.2)
Requirement already satisfied: joblib>=0.14 in fusr/local/lib/python3.18/dist-packages (from secml) (1.4.2)
Requirement already satisfied: Pillow»>=6.2.1 in /usr/local/lib/python3.18/dist-packages (from secml) (11.9.8)
Requirement already satisfied: requests in fusr/local/lib/python3.18/dist-packages (from secml) (2.32.3)
Requirement already satisfied: python-dateutil in /usr/local/lib/python3.18/dist-packages (from secml) (2.8.2)
Requirement already satisfied: contourpy>=1.8.1 in /usr/local/lib/python3.1@/dist-packages (from matplotlib>=3->secml) (1.
3.1)
Requirement already satisfied: cycler>=0.10 in fusr/local/lib/python3.1@/dist-packages (from matplotlib>=3->secml) (@.12.
1)
Requirement already satisfied: fonttools»>=4.22.0 in fusr/local/lib/python3.10/dist-packages (from matplotlib>=3->secml)
(4.55.3)
Requirement already satisfied: kiwisolver>=1.0.1 in fusr/local/lib/python3.1@/dist-packages (from matplotlib>=3->secml)
(1.4.7)

Puc. 3.1. Bcranosineuns SecML

n_features = 2 — reHepyeThcs IBOBUMIpHHIA HaOip nanux (2D-mpoctip).

n_samples = 300 — Bcboro 300 Touok y BHOIpIIi.

centers = [[-1, -1], [+1, +1]] — kacTepu IIEHTPOBaHI HABKOJIO JBOX TOYOK Y
MPOCTOPI.

cluster_std = 0.9 — 3agae po3Ku TOYOK HABKOJIO IEHTPIB KJIACTEPIB.

from secml.data.loader import CDLRandomBIlobs

dataset = CDLRandomBlobs(n_features=n_features,
centers=centers,
cluster_std=cluster_std,
n_samples=n_samples,
random_state=random_state).load()

['eHepyeTbcsi  nmataceT 13 BUIAAKOBO  PO3MOAUICHUMH  TOUYKAMHU,
3rpyMOBAaHUMH HABKOJIO JIBOX IIEHTPIB.

2. Po3nineHHs faHUX Ha OIIMHOXHUHHA

n_tr =100 # KinbkicTh 3pa3kiB y HaB4aJIbHIN BUOIpII
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n_val = 100 # KinbkicTb 3pa3KiB y BasliJaiiiHii BUOIpII
n_ts =100 # KinpkicTb 3pa3kiB y TeCTOBIiH BHOIpII

n_tr BU3Hayae po3mip TpeHyBaabHOro Habopy (100 Touok).
n_val Biamosijae 3a Banigamiiaui Haoip (100 Touok).
n_ts 3a1ae po3mip TectoBoi Bubipku (100 Touok).

from secml.data.splitter import CTrainTestSplit
splitter = CTrainTestSplit(

train_size=n_tr + n_val, test_size=n_ts, random_state=random_state)
tr_val, ts = splitter.split(dataset)

Po30uBaemo Habip Ha JBI YACTUHMU:

tr_val (200 Touok) — Oyje MoJIIeHU HAa HaBYaIbHUH (tr) Ta BasigaliiiHu
(val) HaGopu.

ts (100 Touok) — TecToBUl HaOIP.

splitter = CTrainTestSplit(
train_size=n_tr, test_size=n_val, random_state=random_state)
tr, val = splitter.split(dataset)

HonatkoBo po3ouBaethes tr val Ha tr (100 Touox) 1 val (100 Touok).

Tenep MaeMo TpH HE3aIEXKHI MM ABUOIPKH:

tr — HaB4asibHa BUOIpPKA JJIs1 TPEHYBAHHS MOJENI.

val — Bamimamiiina BHOIpKa I MEPEBIPKA MPOAYKTUBHOCTI TiJ dac
HaJTAIITyBaHHS.

tS — TecToBa BUOIpKa 1Sl OCTATOYHOI OIIHKH.

3. Hopmaumizartis 1aHux

from secml.ml.features import CNormalizerMinMax
nmz = CNormalizerMinMax()

tr.X = nmz.fit_transform(tr.X)

val.X = nmz.transform(val.X)

ts.X = nmz.transform(ts.X)

BukopucTOBY€ETHCS MIH-MaKC HOpMaJi3allis, o0 MPUBECTH BC1 3HAYEHHS 10
nianasony [0,1].

fit_transform(tr.X) — HaBuae HopMai3aTop Ha TPEHYBaJIbHIM BHOIpI Ta
3aCTOCOBYE HOpMaJIi3alilo.

transform(val.X) Ta transform(ts.X) — 3aCTOCOBy€ Ty X caMmy HOpMaIi3allito
IO BalJAIIMHKAX 1 TECTOBUX JAaHUX.
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4. BuzHaueHHS METPUKH MPOAYKTHUBHOCTI

from secml.ml.peval.metrics import CMetricAccuracy
metric = CMetricAccuracy()

Oobupaerbess MeTpuka ouiHku ToyHocTi (CMetricAccuracy), sika BUMIPIOE
YacTKy MPaBWJIBHO KIacu(PIKOBAHUX 3pa3KiB.

5. CtBopenHs Ta HaBuaHHA SVM-kinacudikatopa

from secml.ml.classifiers import CClassifierSVM
from secml.ml.kernels import CKernelRBF
clf = CClassifierSVM(kernel=CKernelRBF(gamma=10), C=1)

CrBoproetbess  kinacudikatop SVM  (CClassifierSVM) 13 pamianbHOIO
6asucHoto ¢yukiieo (RBF kernel).

[Tapamerpu:

gamma = 10 — BruuBae Ha popmy RBF-sapa.

C = 1 — napametp peryssipuzaiiii, 0 KOHTPOJIIOE OagaHC MK CKJIAJHICTIO
MOJIEN1 Ta TOYHICTIO.

clf.fit(tr.X, tr.Y)
print(*Training of classifier complete!")

HaBuanns SVM-knacudikaropa (clf.fit) BimOyBaeTbcsi Ha TpeHyBaJIbHUX
maHux tr.X 1tr.Y.

[licns  ycmimHOrO HaBYaHHS BUBOJIWUTHCS TOBimoMJeHHS '"Training of
classifier complete!". (puc. 3.2)

2025-92-06 19:81:47,792 - secml.settings - INFO - MNew ~SECML_HOME_DIR" created: /root/secml-data

2025-92-06 19:81:47,792 - secml.settings - INFO - MNew ~SECML_HOME_DIR" created: /root/secml-data

2025-02-06 19:01:47,794 - secml.settings - INFO - Default configuration file copied to: /root/secml-data/secml.conf
2025-02-06 19:01:47,794 - secml.settings - INFO - Default configuration file copied to: /root/secml-data/secml.conf
2025-02-06 19:01:47,798 - secml.settings - INFO - New ~SECML_DS_DIR" created: /root/secml-data/datasets

2025-02-06 19:01:47,798 - secml.settings - INFO - New ~SECML_DS_DIR" created: /root/secml-data/datasets

2025-92-06 19:01:47,801 - secml.settings - INFO - New ~SECML_MODELS_DIR™ created: /root/secml-data/models
2025-92-06 19:01:47,801 - secml.settings - INFO - New ~SECML_MODELS_DIR™ created: /root/secml-data/models
2025-92-06 19:01:47,8086 - secml.settings - INFO - New ~SECML_EXP_DIR™ created: /root/secml-data/experiments
2025-92-06 19:01:47,806 - secml.settings - INFO - New “SECML_EXP_DIR™ created: /root/secml-data/experiments
2025-02-06 19:01:47,810 - secml.settings - INFO - New “SECML_LOGS_DIR™ created: /root/secml-data/logs

2025-02-06 19:01:47,810 - secml.settings - INFO - Mew ~SECML_LOGS_DIR™ created: /root/secml-data/logs

2025-02-06 19:01:47,814 - secml.settings - INFO - New ~SECML_PYTORCH DIR™ created: /root/secml-data/pytorch-data
2025-92-06 19:81:47,814 - secml.settings - INFO - New ~SECML_PYTORCH_DIR™ created: /root/secml-data/pytorch-data
Training of classifier complete!

Puc. 3.2. CTBOopeHHs Ta HaBYaHHS MOJIEIII

6. Buxkonanns TCCTYBAHHA Ha HOBUX NAHUX

y_pred = clf.predict(ts.X)
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Knacudikatop (clf) poouts nependauennst (predict) Ha TecToBiil BUOIpIN
ts.X.

y_pred MicTUTh Tiepe0adeHi MITKH JJI TECTOBUX 3pa3KiB.

Kpok 2. Araka orpyennst Ha SVM-knacudikatop

OOuucieHHs OTPYEHOTO 3pa3ka y KOHTEKCTI aTak OTpyeHHs mepeadadae
pO3B’si3aHHS  O1-piBHEBOT ONTHUMI3alliiHOT 3aaadi, Ji€ IIJIbOBOIO0 (YHKIIED €
MakcHUMi3allisl MOMWIKM KiacudikaTopa Ha BaiifaliiiHOMy HaOopi, a HIKHIN

piBEHBb ONTUMI3AIlIl BIAMOBIA€ MTPOIIECY HABYAHHS MOJIEJIl Ha OTPYEHHMX JIAHUX.

max A(Dut, w') = 3 _ £y %, w") (3.1)
: ~
3a YMOBM:
w™ € argminL(Dy, U (xc,yc:), W) (3.2)

Je X € OTPYEHUM 3paskomM, A — gyHKuia uini atakyrouoro, a L — dyHKUiA HaBYaHHHA
Knacudikatopa. Habip D;, BiagnoBigae TpeHysanbHUm aaHum, a DD, ; — BanigauiiHiM gaHnm, axi
BWMKOPWUCTOBYHOTLCA ANA OLIIHKA BMIMBY aTaku.

Lla onTMMi3aLiiHa 3ajadya BU3HAYaE WKIAIMBUIA 3pa3oK X, AKWIA A0AaEThCA A0 TPEeHYBalbHOro
Habopy, CNPUYKMHAKYM 3MIHY NapaMeTpiB Moaeni W™, Lo, Y CBOKD Yepry, BNAWBAE Ha TOYHICTb
Knacuikauil Ha BanigauiiHUX gaHnx. OQCHOBHA CKNaAHICTb L€l aTakK NOAATaE y TOMY, LLO
napameTpu Knacudikatopa 3anexaTb BiJj OTPYEHOIO 3Pa3ka, WO CTBOPHE LMKAIYHY 3a1eXHiCTb

MiXK X, Ta W™, +

dopmanbHO, ONTHMI3aIliifHa 3a7aua BU3HAYAETHCS HACTYITHUM YHHOM:
— m
maxch(Dval:W*) - Zj=1l(:Vj:xj;W*) (3-3)
332 YMOBH:
w* € arg min,, L(Dy U (X, y:), W) (3.4)
Ie X, — € OTPYEHUM 3Pa3KoM,
A — QyHKIIIS 111 aTaKyl04oro,
L — ¢yHKI1i11 HaBUaHHA Kiacudikaropa.
D;, — HabOip TpeHyBaIbHUX JAHUX,

D,q — Habip BamigamiiHUX JaHUX, SIKI BUKOPUCTOBYIOTHCS IS
OIIIHKY BIUTUBY aTaKHU.
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[{s onTuMizalliifHa 3aa4a BU3HAYA€ MIKIJJTMBUM 3pa30K X, IKHIM TOAAETHCS
70 TPEHYBAJIBbHOTO HAOOpy, CIPUYMHSIOUMA 3MiHY MapaMeTpiB MOAENl w™, 1o, y
CBOIO Yepry, BIUIMBA€E HAa TOYHICTh KiIacudikaiii Ha BamiganiiHux nanux. OCHOBHA
CKJIQJIHICTh 1I1€1 aTaky MOJIATa€E y TOMY, 1110 MapameTpu kiacudikaTopa 3ajiexaTh
BiJl OTPY€EHOTO 3pa3Ka, 110 CTBOPIOE IIUKIIYHY 3aJI€KHICTh MIXK X, Ta W™.

Jnia peamizanii Takoi ataku y cepenoBuini SecML BUKOpPHCTOBY€eThCs Kilac
CAttackPoisoningSVM, 1mo € migkiIacoM  3arajpHOro  Kjacy  arak
CAttackPoisoning. Ileit miaxia 103BoJiss€ BUKOHATH IIeJICHANpPABICHE OTPYEHHS
MOJICNTi, HaBYalOud ii Ha chemiaabHo CcHOPMOBAHUX 3pa3zKax, SKI 3HUKYIOTh
TOYHICTh KJacudikarii.

[lepen 3amyckoM aTaku HEOOXIAHO BHU3HAUMTHU MapaMeTpHU aTak, 30Kpema
MEX1 IpOoCTOpy arak (OOMEeXeHI MPOCTOPOM O3HAK y BaMJALIMHUX JaHUX) Ta
napaMeTpH ONTHMi3aTopa Jjsl €PEKTUBHOTO pO3B’sI3aHHSA 3a]1a4i.

HactynHum etanom € Bizyamnizamis QyHKIIT Il aTaKyr4oro, Mo J03BOJISIE
OLIIHUTH BIUIMB OTPYEHOrO 3pa3ka Ha NPOAYKTHBHICTbH MOJAENl Ta o00paTu
ONTUMAaJbHY TOUKY JJISl aTaKH.

HaBenenuii Hibkue KOl peanidye aTaky OTpyeHHs (poisoning attack) Ha
SVM-knacudikatop i3 RBF-sapom 3a momomororo 6i6miorekn SecML. OcHoBHa
171esl aTaky MOJIsATae y J0JaBaHHI MIKIJJIMBUX HABYAIBHUX 3pa3KiB A0 BUOIPKH, IO
3MYLIy€ MOJIENb MPUUMATH HENPABWIbHI pilieHHs. L{ell miixiJ BUKOPUCTOBYETHCS

JUIS BUBYCHHS CTIMKOCTI aJIrOPUTMIB MallTMHHOTO HABYaHHS JI0 aTak.

1. BuzHaueHHs1 MEK POCTOPY aTaKu

Ib, ub = val.X.min(), val.X.max() # Mexi mpocTtopy aTaku

Ib (lower bound) — miHiManbHE 3HAYEHHS cepell YCiX O3HAK Y BaslidamidHil
BUOIpIII.

ub (upper bound) — MakcumanbHe 3HAUEHHS Cepea  YyCiX O3HaK Y
BaJIialiiHINA BUOIpIIi.

[le Bu3Hauyae 0OMeKEHHs Ha 3MIHHI (ITPOCTIP MOLIYKY) M1 Yac ONMTUMIi3alli
aTakKwu.

Sxmio 3amicTe 1b, ub BcTanoBuTH None, ataka MOXe BIUIUBATH HA Oyab-sK1

3HAYCHHS BX1THUX JaHUX (0€3 0OMEKEHb).

2. BuzHaueHHs nmapameTpiB onTUMI3alLii

solver_params = {
'eta’: 0.05,  # I[loyaTkoBHi1 po3Mip KPOKY I'PaJlEHTHOTO CIIyCKY
'eta_min': 0.05, # MiHiManbHEe 3HaYEHHS KPOKY
'eta_ max': None, # BiiCyTHICTh 0OMEXEHHS Ha MAaKCUMaJIbHUN KPOK

61




'max_iter': 100, # MakcumanbHa KUIBKICTB 1TEpariii
‘eps': 1e-6 # IloporoBe 3Ha4YCHHS 3YIIUHKHU aJTOPUTMY

}

eta — po3Mip OYATKOBOI'O KPOKY TPAJIEHTHOTO CITYCKY.

eta_min — MiHIMaTbHHUIA MOXJIMBHN KPOK (00 YHUKHYTH 3aHAITO MaJlUX
3MiH).

eta_max — BICYTHICTh OOMEKEHHS HA MaKCUMAIBHUIN KPOK (JITOPUTM caM
nigoupae).

max_iter = 100 — araka BUKOHYeThCS MakcumMyM 3a 100 iTepartiid.

eps = le-6 — sAKmIO0 3MIHM CTaJdd MEHIIMMH 3a IIEH TOpIr, ONTHUMI3aIlisl
MIPUTTHHSAETHCA.

3. Inimianizamis aTaku OTPyEHHS

from secml.adv.attacks import CAttackPoisoningSVM
pois_attack = CAttackPoisoningSVM(classifier=clf,
training_data=tr,
val=val,
Ib=Ib, ub=ub,
solver_params=solver_params,
random_seed=random_state)

CAttackPoisoningSVM  — peainmizanis  ataku  OTpyeHHS igs  SVM-
Kiacudikaropa.

[Tapamerpu:
classifier=clf — atakoBanuii kmacudikaTop.
training_data=tr — naB4anbHi AaHi, HA 5Ki Oy/I¢ BIUIMBATH aTaka.

val=val — Baminaniitauii HaOip, 10 BUKOPUCTOBYETHCS JIJIS IEPEBIPKH aTaKH.
Ib, ub — oOMekeHHs IPOCTOPY aTaku.

solver_params — mapaMeTpu onTUMi3allii (BU3HAYCHI paHiIIe).
random_seed=random_state — ¢ikcoBaHuii cTaH TeHepaTopa BHITaJKOBUX
Yquces 1)1 BIATBOPIOBAHOCTI EKCIIEPUMEHTY.

4. BuOip 1mo4aTKOBOT'0 OTPYEHOTO 3pa3Ka

xc = tr[0,:].X # [loyaTkOBi 03HAaKU OTPYEHOTO 3pa3Ka
yc =1r[0,:].Y # [louaTrkoBa miTKa Kiacy
pois_attack.x0 = xc

pois_attack.xc = xc

pois_attack.yc = yc
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xc = tr[0,:].X — BuOupaerhcs mepiinii 3pa30K HaBYAIbLHOI BHOIPKH SK
MOYaTKOBA TOYKA aTaKH.

yc = tr[0,:].Y — orpumyeThcs Horo npaBuibHa MiTKa KJacy.

pois_attack.x0 = XC — BCTaHOBIIIOETHCS IMOYATKOBHM 3pa30K, IO Oyze
3MIHIOBATHCS aTaKo}o.

pois_attack.XC = XC — koris TOYaTKOBOTO 3HAYCHHS (BUKOPHCTOBYETHCS B
IpoIIeCi ONTUMI3AIlIT).

pois_attack.yc = yc — miTka kiacy JuIs IbOTo 3pa3Ka.

print("Initial poisoning sample features: {:}".format(xc.ravel()))
print("Initial poisoning sample label: {:}".format(yc.item()))

BuBoauThcs MOYaTKOBHM CTaH OTPYEHOTO 3pa3ka (Moro KOOpJAWHATH Ta
KJac).

5. Bizyanizartist aTaku

from secml.figure import CFigure
%matplotlib inline # BukopucroByeThcs nuiue B Jupyter Notebook

CFigure — xitac s Bizyasmi3artii.
%matplotlib inline — moTpiGHMiA 11t BimoOpakeHHs TpadikiB y Jupyter
Notebook.

fig = CFigure(4,5)

CrtBoproetbes pirypa po3mipom 4x5 mroiMiB AJid 0Oy 10BU TpadikiB.

grid_limits = [(Ib - 0.1, ub + 0.1), (Ib - 0.1, ub + 0.1)]

BuzHauaroThest MeX1 CITKU JJIs1 BIIOOpaXEHHS MPOCTOPY aTaku (I0JAA€ThCs

HeBenukui 3amnac 0.1).

fig.sp.plot_ds(tr)

BinoOpaxkaeTbcs moyaTkoBa HaBYaIbHa BUOIpKa (tr).

fig.sp.plot_ds(tr[0,:], markers="*', markersize=16)

[TixcBiuyeTHCS OTPYEHUN 3pa30K (31poyka * BEIUKUM po3MipoM 16).
y y

fig.sp.title('Attacker objective and gradients')
fig.sp.plot_fun(
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func=pois_attack.objective function,
grid_limits=grid_limits, plot_levels=False,
n_grid_points=10, colorbar=True)

Bizyamnizyerbes dyHKIis 111 aTakyrodoro (objective function).
KonropoBa kapra mokasye o0acTi, Ie aTaka Haile(eKTUBHIIIA.
6. [ToOynoBa 0OMeKEeHb MPOCTOPY ATAKH

from secml.optim.constraints import CConstraintBox
box = CConstraintBox(lb=Ib, ub=ub)
fig.sp.plot_constraint(box, grid_limits=grid_limits, n_grid_points=10)

CtBoproeTbes oomeskenHs mpoctopy ataku (CConstraintBox) BiAMOBIIHO 110
Ib, ub.

BinoOpaxkaeTbcs 00JacTh, y MEXKax SIKOI aTaka MOXE 3MIHIOBAaTH 3pa3Ku
(puc. 3.3).

fig.tight_layout()
fig.show()

tight_layout() — aBTOMaTHYHO HajaIITOBYE KOMIIOHYBaHHS rpadika mis
KpaIlloro BHUIJISTY.
fig.show() — BimoOpakae hiHambHUI rpadik.

Initial poisoning sample features: CArray([0.568353 0.874521])
Initial poisoning sample label: 1

Attacker objective and gradients
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Puc. 3.3. ®inanpamii rpadik
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['padik Ha puc. 3.3 BigoOpaxae QyHKIIIO 11111 aTaKyH4Ooro Ta ii rpaieHTH y
KOHTEKCTI aTaku OTpyeHHS Ha SVM-kmacudikatop. CuHI Ta YepBOHI TOUYKU
NPECTaBIAIOTh, TPEHYBAJIbHI 3pa3Ku JBOX KJIAcCiB, /€ CHHI TOYKHM HAJIEKaThb [0
kimacy 0, a 4yepBoHI — a0 kiacy 1. YopHuil MpsIMOKYTHUK IO3Ha4yae 00JacTb
OOMEXeHb, y MeXKax SKUX aTaKylouhil MOXe 3MIHIOBAaTH OTPYEHHH 3pa3ok.
®onoBe 3a0apBJICHHSA IIIOCTPYE pPIBHI 3HauYeHb (YHKINT LTI aTakylouyoro, e
YepBOH1 00J1aCTl BKa3ylOTh Ha MICIIA, JIe aTaka MaTUMe HaOUIbIMi epexT, a CuHi
00J1aCcTi IEMOHCTPYIOTh 30HU 3 MiHIMAJIBHAM BILJTABOM.

BepxHiil mianuc MiCTUTh KOOPJUHATH MOYATKOBOTO OTPYEHOTO 3pa3ka, 1110
ctaHoBiATh CArray ([0.568353, 0.874521]). Takox 3a3Ha4€HO, 110 MOYATKOBUU
3pa3ok HalexuTh N0 kimacy 1. Lleit 3pa3zok Oyae 3MiHIOBAaTUCS B MPOIECI aTakw,
1100 MaKCHMIi3yBaTH MOro BIIMB Ha HaBYaHHS Kiacudikaropa. KonbopoBa mikana
paBopy4 BioOpakae piBHI 3HAUYCHb (PYHKINT 111 aTaKyrO4Yoro, /e MaKCUMaJbHe
3HadyeHHs (0.19474) Bka3ye Ha HaNOLIbII €pEeKTUBHI 00JIACT1 aTaku, a MiHIMaJIbHE
(0.17022) Biamnosijgae MeHII €()eKTUBHUM 30HAM.

I'padix 1mrOCTpYy€, K pO3TAlIyBaHHS OTPYEHOIO 3pa3ka BIUIMBAE Ha
POJIYKTUBHICTh KiacudikaTopa. YepBoHI 00JacTi MO3HAYalOTh 30HHU, Y SKi
HEOOXITHO 3MICTUTH 3pa30K JJIsl MIJCWICHHS aTaku. SIKIIO aTaKkylouud 3MOXKe
NEPEMICTUTH TOYKY ONuxK4e 10 00JIacTi 3 MaKCUMajJbHUM 3HAYEHHAM (DYHKINT
L1J11, TOYHICTh KJIacu(ikaTopa CyTTeBO 3HU3HUTHCS. Lle cBigunTh npo te, mo SVM-
KJacu(ikaTop MOXE CTAaTW 3HAYHO MEHIN HAJIMHUM, SKIO Tij 4ac HaBYaHHS [0
TPEHYBJIbHUX JAaHUX OyIyTh JOJAaHI Takl OTpyeHl 3pa3ku. ['padik nemMoHCTpye
MEXaHI3M aTaKu OTPYEHHS Ta JO3BOJISIE JOCITIIUTH, SIK MaHITYJISIlT HaBYaIbHUMU
JTAHUMHM BIUTMBAIOTh HA KIHIIEB1 pillICHHS Ki1acudikaTopa.

Kpok 3. I'enepairis 3mMaraabHUX TOYOK

Ha mpomy eram HEOOXITHO BH3HAYMTH Oa)kaHy KIJBKICTh 3MarajbHHUX
TOYOK, SIKI OyIyTh BUKOPHUCTaH1 IJIsi aTaku. Y Wi poOOTI  BCTAHOBIIOETHCS
3HaueHHs 20, 10 O3HaYae, MO A0 TPeHyBalbHOI BUOIpKUM Oyae momaHo 20
oTpyeHuX 3paskiB. ILli 3pa3ku OynyTh ONTHMMI30BaHI TAaKUM YHUHOM, 11100
MaKCUMI3yBaTH BIUIUB HA KJIACU(IKATOP Ta 3HU3UTU HOTO TOUYHICTb.

[Ipomec reHeparlli 3MaraJbHUX TOYOK Iepeadadae IiXHE TOYATKOBE
BU3HAYCHHS y JIOMYCTUMHUX MeEXaxX MPOCTOPY O3HAK, IMICJSI YOTO 3aCTOCOBYETHCS
METOJ[ ONTHUMI3AIlli, KUK KOpUrye IXHI 3HAYEHHS JJIsi JOCSITHEHHS OakaHOTO
edexty araku. ONTUMI30BaHI TOYKH JNOAAIOTHCA JI0 HaBYAIBHOTO HAOOpPy, IO
BILJIMBA€ HA PILIEHHS MOJENI MiJ 4ac TpeHyBaHHs. HacTynmHHM KpOKOM € 3amyck

MPOIIeCy ONMTHUMI3allli Ta aHaJi3 OTPUMAHUX PE3YJIbTATIB.
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1. BuzHaueHHs KiJIbKOCT1 OTPYEHHUX 3pa3KiB

n_poisoning_points =20 # KUIbKICTh OTPYEHUX TOUOK
pois_attack.n_points = n_poisoning_points

3MmiHHa n_poisoning points = 20 3aga€ KUIbKICTh 3pa3KiB, SKI OYyIyTh
3reHepOBaHi JJI aTaKH.

pois_attack.n points = n_poisoning points BCTAaHOBJIIOE II¢ 3HAYCHHS B
o0'exTi ataku pois_attack, mo o3Havae, mo anroput™M Oyzae ontumizyBatu 20
OTPYEHUX TOYOK.

2. 3amycK aTakv OTpy€HHS

print("Attack started...")
pois_y pred, pois_scores, pois_ds, f_opt = pois_attack.run(ts.X, ts.Y)
print("Attack complete!")

pois_attack.run(ts.X, ts.Y) BUKOHY€ aTaKy OTpY€HHS.

Bxinui napametpu:

ts.X — TecToBi 3pa3ku (BX1J1HI AaHi A Kiacudikaiii).

tS.Y — ixH1 cipaBkH1 MITKHU KJIACIB.

Pe3ynpratn aTaku:

pois_y_pred — mepenbaveHi Ki1acu Micis aTakKH.

POIS_SCOres — OIiHKK BIEBHEHOCTI KJIaCH(iKaTOpa MiCIIs aTaKH.

pOiS_ds — oTpyeHwmii HAOIp TAHUX ITICIISA aTaKH.

f_opt — 3HavyeHHs oNTHMIi30BaHOI (QYHKIIIT I[iJTI aTaKyI04YOTo.

BuBiz y KOHCONB: BKa3y€e Ha MOYATOK Ta 3aBEPILIEHHS aTaKH, 10 JO3BOJISIE

BIJICTEKYBATH 11 BUKOHAHHSI.

3. OuiHka TOYHOCTI KiacugikaTopa A0 Ta MICIs aTaKu

# O1iHKa TOYHOCTI KiacudikaTopa 6e3 aTaku
acc = metric.performance_score(y_true=ts.Y, y pred=y_pred)

# O11iHKa TOYHOCTI KJacu]ikaTopa micis aTaku
pois_acc = metric.performance_score(y_true=ts.Y,y pred=pois_y pred)

metric.performance_score(y_true=ts.Y, y pred=y pred) oGunciatoe TOUHICTh
MOJIEJI1 IO aTaKH.

metric.performance score(y true=ts.Y, y pred=pois y pred) oOGumcitoe
TOYHICTb ITICJISI ATaKH.

OOuiBa MOKAa3HUKKA BUKOPHCTOBYIOTH TECTOBHUU HaOIp ts.Y, 1o J03BOJISAE
OLIIHUTH 3MIHY HIPOJYKTUBHOCTI MOJIEJI TICIsl BHECEHHS OTPYEHUX TOYOK.
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4. BuBeneHHs pe3yNbTaTiB

print("*Original accuracy on test set: {:.2%}".format(acc))
print("Accuracy after attack on test set: {:.2%}".format(pois_acc))

BuBin y KOHCOJb 103BOJISIE TIOPIBHATHA TIOYATKOBY TOYHICTH Ta TOYHICTH
TICTIS ATaKH.

Skimo ataka ycminnHa, 3HaY€HHS Pois_acc OyjAe 3HAYHO HIKYUM, HIXK acc,
IO O3Hayae, IO JOJaBaHHS OTPYEHHUX TOYOK 3MIHUIO (DYHKILIIO HPUAHATTS
pilieHp kiacugikaTopa Ta 3HU3HIO HOTro epeKTUBHICTD (puc. 3.4).

> n_poisoning_points = 20 # Number of poisoning points to generate
pois_attack.n_points = n_poisoning_points

# Run the poisoning attack

print("Attack started...")

pois_y pred, pois_scores, pois_ds, f_opt = pois_attack.run(ts.X, ts.Y)
print("Attack complete!")

# Evaluate the accuracy of the original classifier

acc = metric.performance_score(y_true=ts.Y, y_pred=y_pred)

# Evaluate the accuracy after the poisoning attack

pois_acc = metric.performance_score(y_true=ts.Y, y_pred=pois_y_pred)

print("Original accuracy on test set: {:.2%}".format(acc))
print(“Accuracy after attack on test set: {:.2%}".format(pois_acc))

Attack started...

Attack complete!

Original accuracy on test set: 94.060%
Accuracy after attack on test set: 88.00%

+ Code + Markdown

Puc. 3.4. OniHka TOYHOCTI aTaku

Kpox 4. Bizyanizaiii ataku OTpyeHHsI Ta MiJICUIICHHS i BIUTUBY

ATaka OTpy€HHs Ha Kiacudpikarop OyJjia yCHIIIHO MPOBEAEHA, 0 MPU3BEIIO
710 3HUKEHHS HOTO TOYHOCTI. JIJIs MiICUIEHHS BIUIMBY aTaKu MOXJIMBO 301UIBIIUTH
KUIBKICTh OTPYEHUX TOYOK, OJHAK LI€ 3HAYHO YCKJIAJHUThH MPOIEC ONTHUMI3aLli Ta
I1JBHUIIUTH HOTO 0OYHCITIOBAIIbHY CKJIATHICTb.

Ha HactymHOoMy erami HEOOXiZHO Bi3yadi3yBaTh pe3yibTaTH aTakh Yy
JIBOBUMIpHOMY TipocTopi. s 1bOro CiiJgi CTBOPUTH KOIMIK IMOYaTKOBOTO
kjacudikaTopa Ta HaABYUTH HOro Ha HOBOMY HAOOpi NIAHUX, SIKUA MICTUTH SIK
BUXIJIHI TPEHYBAJIBbHI 3pa3Ku, Tak 1 J0JlaH1 OTPYy€eHI TOUYKHU. Lle 103BOIUTH OIIHUTH,
K 3MIHWJIACS MEK1 IPUIHATTS PIlIeHb MiCJIs BIUIMBY aTAKOBAHMX 3Pa3KIB.

[Ticns HaByaHHS Mozem HeoOXimHO MOOyayBaTH rpadik, MO BigoOpaxkae
pO3MOALT BUXIIHUX TPEHYBAJIbHMX 3pa3KiB, aTaKOBAHMX TOYOK Ta KOPAOHU
knacudikamii. Takuii aHami3 JO3BOJUTH 3PO3YMITH, HACKUIBKH CHJIBHO aTaka
BIUIMHYJIAa HA PO3MOJUI KJAciB 1 HACKUIBKKM Bpa3JIMBUM € Kiacudikarop m0
OTPYEHUX 3Pa3KIB.
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1. CTBOpeHHs Ta HABYaHHS aTaKOBAHOIO Kiacudikaropa

# Training of the poisoned classifier

pois_clf = clf.deepcopy()

pois_tr = tr.append(pois_ds) # Join the training set with the poisoning points
pois_clf.fit(pois_tr.X, pois_tr.Y)

pois_clf = clf.deepcopy() cTBOpio€ Komir0 MOYaTKOBOro Kiacudikaropa, oo
YHUKHYTH 3MiH B OPUTiHAIbHIN MOEII.

pois_tr = tr.append(pois_ds) o0'eqHye nmoyaTkoBUi TpeHyBaJIbHUI Ha0Ip (tr)
3 OTpy€HUMH 3pazkamu (pois_ds).

pois_clf.fit(pois tr.X, pois tr.Y) HaBuyae oOTpyeHHMM Kiacudikatop Ha
HOBOMY Ha0Op1 JJaHUX.

Takum 4yrMHOM, HOBUH KJIacH(piKaTOp BPaXOBY€E OTPYEHI 3pa3KH, IO MOXKYTh
CYTT€BO 3MIHUTH MEXI1 MPUUHATTS PIIIEHb.

2. Bu3HayeHHs MEX CITKU JJIs Bizyaizaiii

min_limit = min(pois_tr.X.min(), ts.X.min())
max_limit = max(pois_tr.X.max(), ts.X.max())
grid_limits = [[min_limit, max_limit], [min_limit, max_limit]]

OOUHCTIOIOTEC  TH00ANbHI  MIHIMAJIbHI Ta MaKCHMallbHI — 3HAa4Y€HHS
KOOPJIMHAT yCiX TOYOK (ITOYaTKOBUX, TECTOBUX Ta OTPYEHUX).

grid limits BU3Ha4yae Mex1 IS CITKM Bizyantizaiii, o0 yci rpadiku maiu
OJIHAKOBHI MacITaO.

3. CtBopeHHs rpadgiuHoi pirypu

fig = CFigure(10, 10)

CFigure(10, 10) crBoproe mosoTtHO po3mipom 10x10 groimiB s
PO3MILIEHHSI YOTUPHOX IPaAPIKiB.

4. Bizyaui3zailisi TO4aTKOBOT'O Ta aTaKOBAHOTO Kjiacudikaropa

4.1. [NouarkoBuit kmacupikaTop HA TPEHYBATBHUX JaHUX

fig.subplot(2, 2, 1)
fig.sp.title("Original classifier (training set)")
fig.sp.plot_decision_regions(

clf, n_grid_points=200, grid_limits=grid_limits)
fig.sp.plot_ds(tr, markersize=5)
fig.sp.grid(grid_on=False)
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[Tepmuit miarpadik (BepxHiit JiBUI KyT) BII0Opakae pillIeHHS TOYATKOBOTO
KkiacugikaTopa Ha TPEHYBAIILHOMY HaOOpi.

plot_decision_regions(clf, n_grid_points=200, grid_limits=grid_limits)
Oyaye KOpZIOHHM pillieHb KiacudikaTopa.

plot ds(tr, markersize=5) BioOpaskae TpeHyBaJIbHI TOUKH.

4.2. Otpyenuit kjaacu(pikaTop Ha TPEHYBAJIbHUX JTaHUX

fig.subplot(2, 2, 2)
fig.sp.title("Poisoned classifier (training set + poisoning points)™)
fig.sp.plot_decision_regions(

pois_clf, n_grid_points=200, grid_limits=grid_limits)
fig.sp.plot_ds(tr, markersize=5)
fig.sp.plot_ds(pois_ds, markers=["*', "*'], markersize=12)
fig.sp.grid(grid_on=False)

Hpyruit miarpadik (BepxHid mpaBuil KyT) BiIoOpa)kae€ KOPJOHHU PIIllICHb
KJacudikaTopa micis OTPyEHHS.

plot ds(pois_ds, markers=["*', '*'], markersize=12) nomae OTpyeHi TOYKHU
(pois_ds), sIKi TO3HAYAIOTHCS 31POYKAMH.

SAxio aTaka ycIiiHa, KOpJAOHU NMPUHHATTS PIIIEHb 3MIHATHCS Y MOPIBHIHHI
3 MOYATKOBUM KJIACU(IKATOPOM.

4.3. [louarkoBuii knacugikaTop Ha TECTOBUX JaHUX

fig.subplot(2, 2, 3)
fig.sp.title("Original classifier (test set)")
fig.sp.plot_decision_regions(

clf, n_grid_points=200, grid_limits=grid_limits)
fig.sp.plot_ds(ts, markersize=5)
fig.sp.text(0.05, -0.25, "Accuracy on test set: {:.2%}".format(acc),

bbox=dict(facecolor="white"))

fig.sp.grid(grid_on=False)

Tperiit miarpadgik (HUKHIA JTBUH KyT) JEMOHCTPYE, SK TIOYATKOBHMA
KJacugikaTop Mparre Ha TECTOBOMY HabOpI.

plot_ds(ts, markersize=5) BigoOpaskae TeCTOBI TOUKH.

fig.sp.text(0.05, -0.25, "Accuracy on test set: {:.2%}".format(acc)) mokasye
TOYHICTH KJIacudikaTopa 10 aTaKu.

4.4. Orpyenuii kacuikaTop Ha TECTOBUX JaHUX

fig.subplot(2, 2, 4)
fig.sp.title("Poisoned classifier (test set)")
fig.sp.plot_decision_regions(
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pois_clf, n_grid_points=200, grid_limits=grid_limits)
fig.sp.plot_ds(ts, markersize=5)
fig.sp.text(0.05, -0.25, "Accuracy on test set: {:.2%}".format(pois_acc),
bbox=dict(facecolor="white"))
fig.sp.grid(grid_on=False)

UerepTtuil miarpadik (HUKHIA TpaBuUd KyT) AEMOHCTPYE, SIK aTaKOBaHUI
KiacuikaTop mpairoe Ha TECTOBUX JTaHUX.

SAxio araka Oyna yCHilIHOI0, KOPAOHU Kiacu(ikalii 3MIHAThCS, 1 TOYHICTh
TECTOBOTO HAOOPy pois_acc Oyje HMKUIOIO 3a acc.

fig.sp.text(..., "Accuracy on test set: {:.2%}".format(pois_acc)) mokasye
3HIDKCHY TOYHICTD ITICTIST ATaKH.

5. Bimo6paxxenns ¢inanpHOTO rpadika

fig.show()

BinobOpaxae Bci yoTvpu miarpadiku Uis aHajii3y BIUIMBY aTakKd OTPYEHHS
(puc. 3.5).

Poisoned classifier (training set + poisoning points)
12

Original classifier (training set)
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Puc. 3.5. Bizyanizaiiist pe3ynbTariB aTaku OTPYEHHS
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Ha puc. 3.5 mokxHa mo0auuTH, K 3MIHIOIOTECA (PYHKIIIT MPUAHATTS PillICHb
knacudikatopom SVM micias BBEIACHHS TOYOK OTPYEHHS (CHHI Ta 4YEpBOHI
31POYKH).

3AT'AJIBHE 3ABJAHHSA 1JI51 BUKOHAHHSA

1. HocmiauTy, sSIK aTaku OTpyeHHs (poisoning attacks) BIIMBaroTh Ha POOOTY
KNN-knacudikaropa, OliHUTH 3MiHYy MEX Kiacudikailii Ta TOYHOCTI MOJEeM 0 1
ICJIs aTaKy.

2. CTBOpHUTH HaBUaJIHHHUM HAOIp NaHUX 13 JBOMA KJIacaMu, BUKOPHUCTOBYIOUH
CDLRandomBIlobs.

3. Pozainutu gani Ha TpeHyBaIbHMIA, BaJifalliiHAN Ta TECTOBUI HAOOPH.

4. Hauntun KNN-knacudikatop (CClassifierKNN) 0e3 BmumBy arak Ta
OILIIHUTHU MOT0 TOYHICTb.

5. 3renepyBatu 20 OTpyeHMX TOYOK Ta JOAATH iX JO TPEHYBaJIbHOTO
Haoopy.

6. [ToBTOpHO HaBYMTH KiIACU(IKATOP HAa OTPYEHOMY HaOOpi Ta OIIHUTHU
3MiHY TOYHOCTI.

7. ITobynyBatu rpadiku pimieHb KiacudikaTopa J0 Ta MICAS aTaku s
TPEHYBAJIBHOIO 1 TECTOBOTO HAOOPIB.

8. [IpoananizyBaTu pe3ynbTaTd Ta 3pOOUTH BHCHOBKU IPO BPA3IUBICThH
KNN 1o arak otpy€eHHs.

9. HapaliTe BiAMoOBiAl HA KOHTPOJIbHI 3aITMTaHHS

10. Iligroryiite 3BIT, SKHA MICTUTh ONHC OCHOBHHMX [id  (3i

CKPIHIIIOTaMH).
KOHTPOJIBHI IMTAHHS

1. 1o Take aTaka oTpyeHHs (poisoning attack) y MammHHOMYy HaB4YaHHI?

2. SIkuM YMHOM OTpY€HI 3pa3Kd BIUIMBAIOTh HAa TPEHYBAJIBHUN TIPOIIEC
knacudikaropa?

3. YUomy SVM-knacudikaropy MOXyTb OYTH Bpas3JIMBUMH JO aTak
OTpy€EHHS?

4. Slka ocHOBHA BIOMIHHICTb MK OTpyeHHsM MITOK (label poisoning) Ta
OTPYEHHSIM HaBUAIBHUX JaHuX (feature poisoning)?

5. SlkuM YMHOM ONTUMI3YETbCA OTPYEHHH 3pa3oK y  Ol-piBHEBI

ONTUMI3AIIWHIN 3a1a41?
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6. SIki mapameTpy BU3HAYalOTh €(DEKTUBHICTh aTaKW OTPYEHHS?

7. 5lx MOXHa BI3yaJbHO OIIIHUTH BIUIMB OTPYEHHMX 3pa3KiB Ha MeExXi
NPUHHATTS pillieHb KiaacudikaTopa?

8. Uomy KNN-kimacudikarop Moxke OyTu OLIbIN CTIHKAM a00 MEHIIT CTIHKAM
JI0 aTaKk OTPY€EHHS MOPiBHSAHO 3 SVM?

9.5kxi 3axogM MOKHa 3acTOCyBaTH JUIsl  MIABUIICHHS  CTIHKOCTI
KjacugikaTopiB J0 aTak OTPYEHHS?

10. SlkuM yMHOM BadijaUiiHUNA HAOlp BUKOPUCTOBYETHCS IMpHU peasizamii
aTaku OTPY€EHHs?
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JIABOPATOPHA POBOTA Ne 4.
JOCJIKEHHA BUKOHAHHA ATAK YXUJIEHHSA TA
OTPYEHHSA HA HABOPI JAHUX MNIST

Merta pobotu: o3HailomsieHHs 3 HabopoM manux MNIST, Ta BuUKoprucTaHHA
fioro mna HaBuaHHs SVM-kiacudikaropa, a TakoX MPOBECHHS aTaKu yXWUJICHHS
(Evasion Attack) ta otpyenns (Poisoning Attack) Ha HaB4eHY MOIEITH

BKA3IBKHU 3 NIJITOTOBKHU 1O BUKOHAHHS JIABOPATOPHOI
POBOTH

Y mifi po6GoTi Oyne PO3TISHYTO MPOIEC 3aBAaHTAKECHHS HAOOPY ITaHUX
MNIST, #ioro BukopuctanHs i HaBdaHHI SVM-knacudikaropa, a Takox
npoBeneHHs arak yxwieHHs (Evasion Attack) ta orpyenns (Poisoning Attack) Ha
HaBUYEHY MOJIETTb.

[lepmm erariom € 3aBaHTakeHHs HaOopy nanux MNIST, mo MicTuTh
pykomnucHi 1ubpu y BUTIAAI 300paxkeHb po3mipoM 28x28 mikceniB. JlaHi
PO3MOAUIAIOTECS Ha HaBYAJbHY Ta TECTOBY BHOIPKH, MICJSI YOTO BHKOHYETHCA
HOpMaJTi3alisl 3HauyeHb NikcemiB y aiama3zoH [0,1], mo 3a0e3nedye KOpPEKTHY
00poOKy KiacudikaTopom.

[Ticnst miAroToBKY JaHMX BiIOyBaeThcs HaBuaHHs Support Vector Machine
(SVM) 3 RBF-aapom. Knacudikatop HaBYaeThbcsi Ha HaBYaJIbHOMY HaOOpi
MNIST, a miciig TpeHyBaHHS OLIIHIOETHCS KOr0 TOYHICTh HAa TECTOBUX 3pa3kax. Lle
JI03BOJISIE BUBHAYMTH TIOYATKOBY MPOAYKTHUBHICTH MOJZIENI Tepes] MPOBEACHHSIM
aTax.

HactymHuM KpokoM € aTaka yXWJICHHSA, fKa Tmependadac CTBOPEHHS
3maranbHuX 3pas3kiB (Adversarial Examples) 3a 1omomMoror rpaiieHTHOTO METOTY
yxunenHs. [ns peamizanii araku BukopuctoByeTrhesi CAttackEvasionPGDLS, mio
JI03BOJISIE 3MYCUTH KJ1acU(DiKaTop poOUTH MOMIIIKOBI niepeadadenHs. [licis araku
MPOBOAUTHCS IIOBTOPHA OIlIHKA TOYHOCTI MOJCNTI, IO JJO3BOJISE IOPIBHATH
pe3yNbTaTH J10 Ta Miclid BIUIUBY aTAKOBAHMX 3Pa3KiB.

Jlami BUKOHYETHCS aTaka OTPYEHHsS, y MeXaX SKOi TeHEePYIOThCS OTPYEHI
3pa3Ku Ta JOJAIOThCS 10 HAaBYAJIBHOTO Habopy. Mojenb MOBTOPHO HABUAETHCA HA
MoauGiKOBaHOMY HaOOpi, a TOTIM OI[IHIOETHCS BIUIUB OTPYEHHMX 3pa3KiB Ha
TOYHICTh MepedadeHb. Lle 103BoIsge 3p03yMITH, HACKIJIBKA CHJIBHO aTaka 3MIHMJIA
MOBEIIHKY KJacudikaTopa.
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3aBepliagbHUM €TaroM € Bi3yalli3allisl Ta aHaji3 OTPUMAaHUX pe3yJIbTaTiB.
Bynytotbes rpadiku, 1o AeMOHCTPYIOThH MPaBUIIbHI Ta aTaKOBaH1 3pa3KH, a TaKOX
aHaJI3y€e€ThCs 3MIHA MEX NMPUUHATTS pIlIeHb Iicis MpoBeAcHHs aTak. Ha ocHOBI
UX CIOCTEPEKEHb (OPMYIIOIOTHCS BHCHOBKM OO0  CTikocTi SVM-
KIacudikaTopa 10 aTaK yXWICHHS Ta OTPYEHHS.

JlonaTkoBy iH(oOpMalliio Mpu MIATOTOBII A0 POOOTH MOKHA OTPUMATH:

1. https://www.geeksforgeeks.org/brute-force-attack-in-metasploit/.

2. https://lwww.geeksforgeeks.org/how-to-prevent-brute-force-attacks/?
ref=ml_lbp.

3. https://www.geesforgeeks.org/how-to-detect-brute-force-attacks/?ref
=ml_lbp.

TEOPETUYHI BITIOMOCTI

[Ty4Huil 1HTENEKT 1 MAlIMHHE HaBYaHHS BIJITPAIOTh KIIOYOBY POJIb Y
Cy4aCHHUX TEXHOJOrisAX oOpoOku naHux. OJHUM 13 TOMYJISPHUX MIAXOIIB [0
po3Mi3HaBaHHs 00pa3iB € BUKOPUCTaHHS METOJY OIOPHUX BEKTOpiB (Support
Vector Machine, SVM), sikuii 3a0e3neuye epekTUBHY Kiacudikaiio AaHuX. Y
IOMY PO3JILJII PO3IIIAIa€Thes Mpolec HaBuaHHd SVM-kiacudikaropa Ha HaOOp1
nanux MNIST, a Takoxk aHaI3yIOThCS METOAM aTaKk Ha MOJIENb, 30KpeMa aTaku
yxunenHs (Evasion Attacks) ta ataku otpyenns (Poisoning Attacks).

Ha6ip nanux MNIST. Ha6ip narux MNIST (Modified National Institute of
Standards and Technology) mictuTe 300paxkennst pykonucHux 1udp Big 0 g0 9
po3Mipom 28%28 mikceniB y rpaaamisx ciporo. MNIST mupoko BUKOPUCTOBYETHCS
y JOCIHIJKEHHSAX MAIlMHHOTO HAaBUYaHHS Ta KOMIT IOTEPHOTO 30pY SIK CTaHAapTHUN
JaTaceT JJIsl OI[IHKY MPOYKTUBHOCTI aJTOPUTMIB Kilacudikarii.

[Iponiec pobGotu 3 HaboOpoM mgaHUX mepeadadae HOro 3aBaHTAKCHHS,
nonepeaHo 00poOKy Ta po3OUTTS Ha TpeHyBalbHY (Hampukian, 60 000 3pa3kiB)
ta TectoBy BuOipKu (10 000 3paskiB). Ilicist 11poro gaHi BUKOPUCTOBYIOTHCS IS
HaBuaHHA Mojem SVM, ska HaBYa€ThCS PO3MI3HABATH 300paKeHHS ITUD.

Metoa onopuux BektopiB (SVM) ais kinacudikanii 300paxxkenb. Meton
OMOPHUX BEKTOPIB € OAHUM 13 HAWUIMOIMIMPEHIIIUX AJTOPUTMIB KiIacudikailii, 1o
BUKOPUCTOBYETHCS NIl PO3MI3HABAaHHS PYKOMHUCHUX CHMBOJIIB Ta 1HIIUX 3aaa4
KOMIT' FOTEpHOTO 30py. SVM 0a3yerbcss Ha TOOYIOBI TINEPIUVIOMIUHU Y
0araToBUMIpHOMY TPOCTOpI, fKa PO3AUIAE KJIACH TaKUM YHUHOM, 11100
MaKCHMI3yBaTH B1ICTaHb MK HalOIM>KUMMHU 3pa3KaMU KJIACiB.
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[Ipu 3actocyBanH1 10 MNIST-knacudikariii Hailkpalil pe3yabTaTi 3a3BU4an
JOCSITAaIOTBCSL 3a JIOMOMOTOI0 pamiansHoro OasmcHoro simpa (RBF kernel), mio
JI03BOJISIE BPaXxOBYBAaTHU HEINIHIMHI 3aKOHOMIPHOCTI y BXIJHUX JaHuX. OCHOBHI
eTanmi poOOTHM BKIIOYAIOTh HaBYaHHI SVM Ha TpeHyBanbpHIA BHOIpII,
HaJAIITyBaHHS TileprnapaMeTpiB (Hampukian, koedimienta perynspusanii C 1
mapaMmeTrpa sipa y) Ta TECTyBaHHS TNPOAYKTHBHOCTI Ha OKpeMiil BuOipIl
300pakeHb.

ATaKku HA MOJe]li MAIIMHHOTO HAaBYaHHs. He3Bakaroun Ha ePEeKTUBHICTh
METO/11B MAallIMHHOTO HABYaHHS, BOHH MOXYTh OyTH BPa3jIMBUMHU JI0 3MarajlbHUX
atak (adversarial attacks). Y 1pomMy JOCHITKEHHI PO3TIISAAIOTHCSA JABAa OCHOBHUX
tanu arak: ataku yxujeHHs (Evasion Attacks) ta araku otpyenHst (Poisoning
Attacks).

Ataku yxuienHsi (Evasion Attacks). ATaku yxXuJieHHS 31HCHIOIOTHCS
IICIIsl HABYAHHS MOJEIIl 1 CIPSIMOBAHI Ha 3MIHY BXIJHUX JaHUX TakK, 100 3MYCUTHU
KJacudikaTop 3pOOUTH TMOMUIKOBHM BHCHOBOK. JIJsi IOTO JO BXIJHOTO
300paX€HHS J0JIa€ThCSl MalMid IIIyM, HETOMITHUW MJi JIIOAWHU, SAKUWA 3MIHIOE
nependayeHHss mojeni. OIHUM 13 METOAIB peajizallii TaKuxX arak € TpagleHTHHM
meron PGD-LS (Projected Gradient Descent — Line Search), skwuii
BUKOPUCTOBYETHCS ISl CTBOPEHHS 3MarajibHux npukiiaiB (adversarial examples).
Taki aTaku AEMOHCTPYIOTh, IO HAaBITh HE3HAYHI 3MIHU Yy 300pa)K€HHI MOXYTb
CYTT€BO BIUTUBATH Ha PoOOTY Kiiacudikaropa.

Ataxku orpyeHHs (Poisoning Attacks). ATaku OTpyeHHS BIUIMBAKOTh Ha
kimacudikaTop Ha eTami Woro HaBuaHHS. BoHM mnepenbavyaroTh J10JaBaHHS
crieliayibHO C()OPMOBAHUX WHIKIJIUBUX 3pa3KiB J0 TPEHYBAIBHOTO HaOOpy, WIO
3MIHIOE (DYHKIIIIO IPUAHATTS PillieHb MOJENl. Y 1[bOMY BUNAAKY aTaKylOUUN Mae
KOHTPOJIb HAJl YaCTUHOIO TPEHYBAJIbHUX JAHUX 1 MAHIMYJIIOE HUMU TaK, 1100
KJacu(ikaTop HABYMBCS POOUTH MOMUIIKOBI TiepenoayeHHs. Taki aTaku 0COOJIMBO
HeOe3MeUHl y BHITAJIKaX, KOJIU MOJENb HABYAEThCS HA HEKOHTPOJIHOBAHUX a00
BIJIKpUTHUX JDKEpenax JaHuX.

3HayeHHsl [OCJTiJ:KeHHs1 aTak Ha kJjaacugikaropu. JlocmipkeHHS aTak
YXWJICHHS Ta OTPYEHHS € KPUTUYHO BAKIMBUM JIJIsi O€3MEKH IMITYYHOTO 1HTEIICKTY.
3HaHHS TPO BPA3IMUBOCTI MOJENEH J03BOJIAE PO3POOIATH €(HEKTUBHI METOAU
3aXHUCTY, TaKl K poOACTHE HABYaHHS, BUSBIICHHS aHOMAJiH Ta PUIBTpaIlist BX1THUX
naHux. Anami3 atak Ha SVM-knacudikatop y Hadopi MNIST no3Bonsie kpaiie
3pO3yMITH, SIK MOJI€JII MAlTMHHOTO HABYAHHS pearyloTh Ha HABMHUCHI MaHIMYJIALI,
M0 € KJIYOBUM JJIsi PO3POOKM CTIMKUX QJITOPUTMIB Y KPUTUYHO BAKIMBHX
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To/JaTKax, TakuxX SK (IHAHCOBI CHCTEeMH, OloMeTpuyHa iaeHTUdIKaIls Ta

ABTOHOMHHU TPAaHCIOPT.

VY miit poOoTi po3rasgaeThes mporec HaBuaHHsd SVM-kiacudikatopa s
po3mizHaBanHs 1Up y Habopi MNIST, a Takox aHaNI3ylOTbCS METOAM aTak Ha
Mojienb. BpasnuBicTh Mojenell MallMHHOTO HaBYaHHS 10 aTaK yXWICHHS Ta

OTPYEHHS  TIIKPECITIOE

BOKJIUBICTh PO3POOKH 3aXHCHHX MEXaHI3MiB,

M1BHUINYIOTh IXHIO 0€3MeKy Ta HaIIMHICTb.

HHPUKJIAU ITPAKTUYHUX 3AB/IAHD

Kpox 1. Y 6pay3zepi

Axmo BU OauuTe CUHIO KHONKY "YBIWTU" y BEpXHbOMY IpPaBOMY KYTi,
HAaTUCHITh Ha Hei Ta yBIHIITH B oOmikoBui 3amuc Kaggle. Y menio BuOepiTh

nepeiaiTh 1o https://www.kaggle.com/

"®aiin", "HoBa 3anmucHa KHIKKaA' .

Kpok 2. BcranoBnennsa SecML

BukoHaiiTe HaCTYITHI KOMaH]IH:

Ipip install secml
import secmi

Bi0srioTeka BCTaHOBUTHCS, SIK MMOKa3aHO Hbk4e (puc. 4.1).

SecAl-04 Draft saved

File Edit View Run Settings Add-ons Help

-+ - K |_|:| m B BB Run All Code ~ @ Draft Session (9m) g ; Q) (:)

'pip install secml
import secml

Collecting secml

Downloading secml-©.15.6-py3-none-any.whl.metadata (13 kB)

Requirement already satisfied:
Requirement already satisfied:
Requirement already satisfied:
Requirement already satisfied:
Requirement already satisfied:
Requirement already satisfied:
Requirement already satisfied:
Requirement already satisfied:
Requirement already satisfied:
3.1)

Requirement already satisfied:
1)

Requirement already satisfied:
(4.55.3)

Requirement already satisfied:
vaa

numpy>=1.17 in /usr/local/lib/python3.10/dist-packages (from secml) (1.26.4)

scipy»=1.3.2 in /usr/local/lib/python3.10/dist-packages (from secml) (1.13.1)
matplotlib>=3 in /usr/local/lib/python3.18/dist-packages (from secml) (3.7.5)
scikit-learn>=0.22 in /usr/local/lib/python3.18/dist-packages (from secml) (1.2.2)
joblib>=0.14 in fusr/local/lib/python3.10/dist-packages (from secml) (1.4.2)

Pillow»=6.2.1 in /usr/local/lib/python3.108/dist-packages (from secml) (11.0.0)

requests in /fusr/local/lib/python3.10/dist-packages (from secml) (2.32.3)

python-dateutil in fusr/local/lib/python3.18/dist-packages (from secml) (2.8.2)
contourpy>=1.0.1 in /usr/local/lib/python3.10/dist-packages (from matplotlib»>=3->secml) (1.

cycler>=0.10 in fusr/local/lib/python3.10/dist-packages (from matplotlib>=3->secml) (@.12.
fonttools>=4.22.0 in fusr/local/lib/python3.10/dist-packages (from matplotlib>=3->secml)

kiwisolver»=1.08.1 in /usr/local/lib/python3.18/dist-packages (from matplotlib>=3->secml)

Puc. 4.1. BcranoBnenus SecML
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Kpoxk 3. 3aBaHTakeHHs] HA0OPY aHUX Ta MIATOTOBKA /10 HABYAHHS

Ha mepmomy ertami HeoOXimHO 3aBaHTaXuTH HaOip manux MNIST, skwmii
MICTUTh pykomnucHI mudpu (puc. 4.2). JIns 1pboro BUKOPUCTOBYEMO CTaHIAPTHUN
METO]l IMIOPTY Ta BUOMpaemo juiie ABl uudpu — 5 (A1) 1 9 (neB’sth). Binbdip
00OMeXEeHO BOMa KJlacaMH, 100 CIIPOCTUTH HaBYAHHS MOJIEIi Ta CKOHIIECHTPYBATH
yBary Ha TOYHOCTI pO3Ii3HABaHHS.

> # NBVAL_IGNORE_OUTPUT
from secml.data.loader import CDataloaderMNIST

# MNIST dataset will be downloaded and cached if needed
loader = CDataloaderMNIST()

2025-02-06 20:39:19,451
2025-02-06 20:39:19,451
2025-02-06 20:39:19,453
2025-02-06 20:39:19,453
2025-02-06 20:39:19,456
2025-02-06 20:39:19,456
2025-02-06 20:39:19,460
2025-02-06 20:39:19,460
2025-02-06 20:39:19,464
2025-02-06 20:39:19,464

secml.settings - INFO - New ~SECML_HOME_DIR™ created: /root/secml-data

secml.settings - INFO - New ~SECML_HOME_DIR™ created: /root/secml-data

secml.settings - INFO - Default configuration file copied to: /root/secml-data/secml.conf
secml.settings - INFO - Default configuration file copied to: /root/secml-data/secml.conf
secml.settings - INFO - New ~SECML_DS_DIR created: /root/secml-data/datasets
secml.settings - INFO - New “SECML_DS DIR™ created: /root/secml-data/datasets
secml.settings - INFO - New ~SECML_MODELS_DIR™ created: /root/secml-data/models
secml.settings - INFO - New ~SECML_MODELS_DIR" created: /root/secml-data/models
secml.settings - INFO - New ~SECML_EXP_DIR™ created: /root/secml-data/experiments
secml.settings - INFO - New ~SECML_EXP_DIR™ created: /root/secml-data/experiments
2025-02-06 20:39:19,468 secml.settings - INFO - Mew ~SECML_LOGS_DIR™ created: /root/secml-data/logs

2925-02-06 20:39:19,468 secml.settings - INFO - New ~SECML_LOGS DIR™ created: /root/secml-data/logs

2025-02-06 20:39:19,472 - secml.settings - INFO - Mew ~SECML_PYTORCH_DIR™ created: /root/secml-data/pytorch-data
2025-02-06 20:39:19,472 - secml.settings - INFO - New ~SECML_PYTORCH DIR™ created: /root/secml-data/pytorch-data
Downloading from “https://gitlab.com/api/v4/projects/secml%2Fsecml-zoo/repository/files/datasets%2FMNIST%2Ftrain-images-id
x3-ubyte.gz/raw?ref=master™ (9912422 bytes)

File stored in ~/root/secml-data/datasets/mnist/train-images-idx3-ubyte.gz"
Downloading from “https://gitlab.com/api/v4/projects/secml¥%2Fsecml-zoo/repository/files/datasets%2FMNIST%2Ftrain-labels-id
x1-ubyte.gz/raw?ref=master™ (28881 bytes)

Puc. 4.2. 3aBanTaxxeHHs1 HaOOPY AaHUX

Kpok 4. HaBuanns SVM-knacudikatopa st po3nizHaBanHsg uudp 519

Jlanuii KO BHUKOHYE 3aBaHTaXEHHs, OOpoOKy Ta HaBuyaHHi SVM-
kiacudikaropa Ha NiAMHOXKKHI HaOopy naHux MNIST, mo MicTuTh 300paKeHHs
pykonucHuX 1udp 5 1 9. OcHoBHA MeTa — MOOYAyBaTU MOJIENb, SKa €(PEKTUBHO
BI/IpI3HSE 111 JIBa KJIACH, Ta OI[IHUTHU ii MPOTYKTUBHICTD.

1. HanamryBanHs napameTpiB

random_state = 999

n_tr=100 # KingbkicTh 3pa3KiB y HaBUaJIbHIi BUOIpIII
n_val =500 # KinbkicTb 3pa3kiB y BaligariiHii BUOIpIi
n_ts =500 # KinbkicTb 3pa3kiB y TeCTOBii BUOIpII

BusHauaeThCsi TOYATKOBH CTaH TeHEpaTopa BHUMAJAKOBHX  YHCEN
(random_state = 999) nJis BiATBOPIOBAHOCTI PE3yJIbTaTIB.

KinbkicTh 3pa3kiB y BUOipKax:

n_tr = 100 — 100 3pa3kiB 11t TPEHYBaHHS.

n_val =500 — 500 3pa3kiB /I Bajifarii.

n_ts = 500 — 500 3pa3kiB AJi1 TeCTyBaHHS.
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2. 3aBanTaxkeHHs BuOpanux mudp (519)

digits = (5, 9)

tr_val = loader.load('training’, digits=digits, num_samples=n_tr + n_val)
ts = loader.load('testing’, digits=digits, num_samples=n_ts)

digits = (5, 9) oOMmexye HaOIp maHux Juiie nudpamu S ta 9.

loader.load('training', digits=digits, num_samples=n_tr + n_val) 3aBanTaxye
600 3pazkiB (100 ans TpenyBadss ta 500 qis Basigarii).

loader.load('testing', digits=digits, num_samples=n_ts) 3aBanTaxye 500
TECTOBHX 3pa3KiB.

3. Po30uTTs naHuX Ha TpEHYBAJIbHY Ta BaJiJalliiHy BUOIPKU

tr=tr_val[:n_tr, :]
val =tr_val[n_tr:, ‘]

Pozninsie tr_val Ha 1Bl YacTUHU:
tr mictuth 100 3pa3kiB Jy1sl TPEHYBaHHS.
val mictuth 500 3pa3KiB a1 BajIigalii.

4. Hopmaurizanis 300pakeHs y aianason [0, 1]

tr.X /= 255
val.X /= 255
ts.X /=255

3HavyeHHs mikcenmiB 3 aianaszony [0, 255] npuBoastees no [0, 1] musxom
nojuty Ha 255.

[ls omepamisi mokpaunrye ctaOuibHICTh poO0TH SVM, OCKIIBKHA 3MEHIIYy€E
BIUIMB BEJIMKOMACHITA0HUX 3HAUYEHb O3HAK.

5. CtBopenHs Ta HaBuaHHa SVM-knacudikaropa

from secml.ml.classifiers import CClassifierSVM
# train SVM in the dual space, on a linear kernel, as needed for poisoning
clf = CClassifierSVM(C=10, kernel="linear")

print("Training of classifier...")
clf.fit(tr. X, tr.Y)

BuxopucroByerbcst SVM 3 miniitnum  siagpom  (kernel='linear'), 1o
ONTUMAJILHO TIXOAUTH JJISI MPOOJIEMH JBOKIIACOBOI Kiaacudikarrii.
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[Tapamerp C=10 Bu3Hauae CTyIiHb peryysipu3zaili, jne Buil 3HaueHHS C
MOXYTh 3MEHIINTH TOMUJIKA Ha TPEHYBAJIBHHX JaHUX, aj¢ MIABUIIUTH PU3HUK
nepeoOyUYeHHs.

Mopens HaBuaeTbes Ha tr.X Ta tr.Y.

6. [lepenGauenHss MITOK Ha TECTOBOMY Ha0Opi

y_pred = clf.predict(ts.X)

Kinacudikartop clf mepenbauae mitku y_pred ais rectoBoro Hadbopy ts.X.

7. O1iHKa NpoyKTUBHOCTI MOJECITI

from secml.ml.peval.metrics import CMetricAccuracy
metric = CMetricAccuracy()

# O1iHKa TOYHOCTI Kiacudikaropa
acc = metric.performance_score(y_true=ts.Y, y pred=y_pred)

print("Accuracy on test set: {:.2%}".format(acc))

CMetricAccuracy() oOupaeThCs IK METPUKA MPOAYKTUBHOCTI.

OOUYHCTIOEThCST TOYHICTH MOJIENl (acc), sika BH3HAYAE€ YACTKY NPABUIIHHO
KJIaCU(PIKOBAHUX TECTOBUX 3Pa3KIB.

Busig Tounocti y BigcoTkax ({:.2%} dopmaryBaHHs:).

PesynpTaT HaBuaHHS MO Ki1acudikaropa npeacTaBieHo Ha puc. 4.3.

print(“Training of classifier...")
clf.fit(tr.X, tr.Y)

# Compute predictions on a test set
y_pred = clf.predict(ts.X)

# Metric to use for performance evaluation
from secml.ml.peval.metrics import CMetricAccuracy

metric = CMetricAccuracy()

# Evaluate the accuracy of the classifier
acc = metric.performance_score(y_true=ts.Y, y_pred=y_pred)

print("Accuracy on test set: {:.2%}".format(acc))

Training of classifier...
Accuracy on test set: 93.68%

Puc. 4.3. HaBuanus knacudikaropa
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Kpok 5. Araka yxunenns (Evasion Attack) Ha Ha6opi nannx MNIST

HanamryBannss mnapametpiB aTtakd. J[nsi BUKOHAaHHS aTakd YXHWJICHHS
HE0OX1THO BU3HAYUTH OCHOBHI MapaMeTpu. Y TaHOMY BUIAJKY BUKOPUCTOBYETHCS
L2-nepTypOariisa (1ogaBaHHs 3MarajibHOTO IIyMY) 3 OOMEXEHHSAM Yy MaKCUMaJIbHY
chepy paaiycoM € = 2.5 HaBKOJIO TIOYATKOBUX TO4YOK. Lle o3Hauae, mio BHECEH1
3MIHM OyAyTh MIHIMQJIbHUMHU, aji€ JOCTAaTHIMU [UJIsl 3MiHM TiepeadadeHb
KjacudikaTopa.

Ockinbku  mpoctip o3Hak  MNIST obmexenmit 'y miamazoni [0,1],
BCTAHOBJIIOETHCS JTOJATKOBE OOMEKEHHS Ha MOXIIMBI 3HAYEHHS MIKCENIB, 1100
VHUKHYTH BUXOJY 3a IIeH JianasoH.

Takoxx araka MPOBOJIUTBCS Yy pekuMi '"error-generic", ToOTO BOHa HeE
HaI[lJIeHa Ha KOHKPETHUW KJac, a CHpsIMOBaHa Ha CTBOPEHHS 3MarajlbHUX
NPUKIAAIB, SKI 3MYMIYIOTh KIacHupikatop poOutn Oyab-sKI HENpaBUIIbHI
nependayeHHs. [ nporo napameTp y_target BCTaHOBIIOEThCS Yy None.

TpuBanicTh BUKOHAHHS aTaku. 3aJIe)KHO BiJl MPOAYKTUBHOCTI KOMII IOTEpa,
aTaka yXWJICHHS MOXKE€ 3aiiMaTH JAeKiIbka XBUIWH. Lle mosicHIO€ThCS THUM, IO
KOXXEH 3MarajdbHUH TPUKIA] TEHEPYeETbCA 3a JIOMOMOTOI0 ONTHMI3AIIfHOTO
nmpolecy, 00 BHUMarae OOYHUCICHHS TpPaai€HTIB MOJENl I 3HAXOJKEHHS
ONTUMAJILHUX 3MIH Y BX1JTHOMY 300paKeHHI.

[Tomanbin kpoku. I[Ticias BU3HaUEHHS MapaMeTpiB aTakd HACTYITHUM €TarioM
Oyze 3amycK aTaku yXWJICHHs, TECTyBaHHS OTPUMAaHUX 3MarajbHUX MPHUKIAJIB Ta
OIlIHKA BIUTMBY aTaKu Ha MPOIYKTUBHICTh KiacudikaTopa.

Hapenenuii Hmxue koj peanmizye araky yxuieHHs (Evasion Attack) na
SVM-knacudikarop, mo O0yB HaBueHuit Ha migmMHOkuHI MNIST (ttudpu 5 1 9).
ATtaka 37iMCHIOETBCS 3a Jomomoror rpamientHoro meronmy PGD-LS (Projected
Gradient Descent - Line Search), skmii gomae L2-meprypOamiro a0 BXiZHHX
300pakeHb, 00 3MYCUTH KJIaCU(PIKATOP pOOUTH MOMUIIKOBI Iepe0ayeHHS.

1. Bubip migMHOXHUHU TECTOBUX JIAaHUX JJISl aTaKU

# J1ns mpOCTOTH aTaka BUKOHYETHCS Ha MIAMHOXKHHI TECTOBOTO HA0OPY
attack_ds =ts[:25, :]

OO6epiraeTbcs JulIe Mepmnx 25 3pa3kiB 13 TECTOBOI BUOIPKH (ts) AJIs aTaKH.
[le m03BOJIsIE 3MEHIIUTHA OOYMCITIOBAIBHI BUTPATH, OCKIJIBKU aTaka Ha BECh

TECTOBUM HAOIp MOXKe 3alHATH Oararo Jacy.

2. BuzHaueHHs mapameTpiB aTaku

noise_type ='12"' # Tun nepryp6aii ('11' ado '12")
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dmax = 2.5 # MakcumanbHa BeIMYUHA IEpTypOaii
Ib,ub=0., 1. # Mexi 3HadueHs o3Hak (0-1 mJ1s1 HOpMaIi30BaHUX 300paKEHb)
y target = None # None s 'error-generic' aTaku

BukopucroByetbcss L2-meptypOariisi, TOOTO 3MiHM BXIJHHUX IIIKCENIB
00OMeXyI0ThCS ceporo paaiycy 2.5 y mpocTopi O3HaK.

O6mexenns: lb=0. Ta ub=1. rapanTyioTh, M0 MIKCEN 3aTUMIAIOTHCA Y
JOIYCTUMOMY JTiara3oHi ajist 300pakenb MNIST.

y_target = None o3Hadae, 110 aTaka HE CIPSIMOBaHA Ha KOHKPETHHUH KIlac
(error-generic), a Jmmie 3MyIIye MOJCIb BHJABAaTH OYIb-AKi HEMPaBUIbHI
nepeaoayeHHS.

3. HanamryBanHs mapaMeTpiB OonTuMIzalii

solver_params = {
'eta’: 0.5, # [loyaTkoBHI1 po3Mip KPOKY I'PaJl€EHTHOTO CIIYCKY
'eta_min': 2.0, # MiHiMaJIbHHI PO3MIpP KPOKY
'eta_max': None, # BiaCyTHICTh 0OMEXEHHS HA MAaKCUMAJIbHUN KPOK
'max_iter": 100, # MakcumaibHa KiIbKICTh ITEparlii
'eps”: 1e-6 # [loporoBe 3Hau€HHS JIs1 3yNMUHKHU ONTUMI3AIli1

}

eta = 0.5 BU3Hayae MOYATKOBHA pO3MIp KpPOKY ONTHMI3alii MiJg Yac
3HAXOJKEHHSI 3MarajJbHUX MPUKIA/IIB.

eta_min = 2.0 — BCTaHOBJIIOE MiHIMAJIBHE 3HAYCHHS KPOKY, 100 YHUKHYTH
3aHaJTO MaJMX 3MiH.

max_iter = 100 — araka BUKOHyeTbcs MakcumyMm 3a 100 iteparriii
IPATIEHTHOTO CITYCKY.

eps = le-6 — sKmo PI3HUI MDK MOTOYHUM 1 TIONEPEAHIM 3HAYCHHSIM

¢dyHKIIIT BTpaT cTae MEHIIOO 3a 1e-6, aTaka 3ymUHAETHCA.

4. Tnimamizanis ataku yxwieHHs (Evasion Attack)

from secml.adv.attacks import CAttackEvasionPGDLS

pgd_Is_attack = CAttackEvasionPGDLS(classifier=clf,
double_init_ds=tr,
distance=noise_type,
dmax=dmax,
solver_params=solver_params,
y_target=y target)
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CAttackEvasionPGDLS  peanizye artaky yXWJIe€HHS 3a  METOJOM
rpagientHoro nouryky PGD-LS.

classifier=clf 3aae knacugikarop, Ha SKUM 31HCHIOETHCS ataka (SVM).

double_init_ds=tr — BuKOpPUCTaHHS TIOYATKOBOIO HA0OPYy HaHHUX JUIS
JIOJATKOBOT 1HII{aIi3ari.

distance=noise type BKa3zye, 10 BHKOPUCTOBYEThCS L2-HOopMa Jyis
00MEKEHHS 3MIH Y 300pakKeHHSIX.

dmax=dmax BU3HaYa€ MaKCUMaJIbHYy BEIMUMHY TIepTypoatii (& = 2.5).

solver params MiCTUTh HaJIAIITYBaHHS ONTUMi3aToOpa.

y_target = None o3Ha4yae HECTIPSIMOBAHY aTaKy, sKa 3MyIIy€e MOJCIb POOUTH
OyJ1b-SIK1 ITIOMMJIKH.

5. 3amnyck ataku

print("Attack started...")
eva_y pred, ,eva adv _ds, =pgd Is attack.run(attack ds.X, attack ds.Y)
print("Attack complete!")

3anyckaeTrbcsi araka yxuieHHsa (pgd Is attack.run) Ha TectoBHX 3paszkax
(attack_ds.X).

eva_y pred — nependadeHi MITKH IICIIS aTaKH.

eva_adv_ds — 3maranbHi 3pa3ku (IepeTBOPEHi BXiIHI 300pasKeHHS).

[Ticns 3aBepiIeHHS aTaku BUBOAUTHCS NoBigomiieHHs "Attack complete!".

6. O1iHka €()eKTUBHOCTI aTaKu
python
Konuposate
PenaxktupoBatb
acc = metric.performance_score(
y_true=attack ds.Y,y pred=clf.predict(attack ds.X))
acc_attack = metric.performance_score(
y_true=attack ds.Y,y pred=eva_y pred)
acC — TOYHICTh KJIacudikaTopa Mepea aTakow (Ha OpUTIHAIBHUX TECTOBUX
3pa3Kax).
acc_attack — TouHicTh Kiacudikaropa Ticisg aTakd (HAa 3MIHEHHX
3MarajbHUX MPUKIIAIaX).
Skmo araka ycmimiHa, TO acc attack Oyne 3HaYHO HWIKYOKO 3a acc, IO
o3HayYae, Mo Kiacu(ikatop 3poOuB O1IbIIIE TOMUTIOK HA aTAKOBAHUX 3pa3Kax.
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7. BuBija pe3ynbTariB

print("Accuracy on reduced test set before attack: {:.2%}".format(acc))
print("Accuracy on reduced test set after attack: {:.2%}".format(acc_attack))

BuBOIUTHCS TOYHICTH MOJIETI O Ta MICHSA aTaKy y BiACOTKaX.
SIkmo aTaka eQeKTHBHA, TOYHICTH MICJS aTaku CYTTEBO 3HIKYETHCS, IO
HiATBEP/KYE BPa3IUBICTh KiIacudikaTopa 0 3MaraibHUX Npukianis (puc. 4.3)

print("Attack started...")
eva_y_pred, _, eva_adv_ds, _ = pgd_ls_attack.run(attack_ds.X, attack_ds.Y)
print(“Attack complete!")

acc = metric.performance_score(
y_true=attack_ds.Y, y_pred=clf.predict(attack_ds.X))
acc_attack = metric.performance_score(
y_true=attack_ds.Y, y_pred=eva_y_pred)

print(“Accuracy on reduced test set before attack: {:.2%}".format(acc))
print(“Accuracy on reduced test set after attack: {:.2%}".format(acc_attack))

Attack started...

Attack complete!

Accuracy on reduced test set before attack: 100.00%
Accuracy on reduced test set after attack: 12.00%

Puc. 4.3. Ouinka pe3ynpTaTiB aTaKu yXUJICHHS

Kpok 6. Anani3 pe3ynbTaTiB aTakyd YXWJIEHHS Ta Bi3yali3allisi 3MarajbHHUX
IPUKJIAJIIB

[Ticns mpoBeAcHHS aTaKu YXWICHHS MH MOXKEMO CITOCTEepiraTd, IIo
knacudikaTtop, HaBueHUH Ha HaOopi manux MNIST, OyB ycmimHO OOMaHyTHIA
3MarajbHUMH MPUKIaJaMu, [Ki Oyiu 3reHepoBaHl arakoro. lle o3Hauae, 110
MOJIeNIb ToYaia pPOOUTH HENpaBUJIbHI MEepeq0avyeHHs, HE3BaKAIOYM Ha Te, IO
3MIHHU Y 300paXeHHAX OyJId MiHIMAJIbLHUMU Ta Maif>ke HETIOMITHUMH JIJIs1 JIFOJTUHU.

HactynmHum eranom € Bizyasizailisi OTpUMaHUX 3MarajibHUX pukiamiB. s
BOT0 OyayeTbes rpadiyHe IPeICTABICHHS, Y SIKOMY:

[lepmmii psiAOK MICTUTH BUXIAHI 3pa3kd 3 TECTOBOTO HAOOpy, Ha SKHUX
KJacudikaTop JaBaB IMpaBUiibHI a00 MOYATKOBI Mepe10auyeHHs.

Jpyruii psaoK MICTUTh 3MarajibHi 3pa3Ke, OTPUMaHl MICIS aTaku, SKi

MIPU3BEIH 10 TIOMUJIKOBUX TIepe0adueHb MOJICIII.

from secml.figure import CFigure
# Only required for visualization in notebooks
%matplotlib inline

83




# Let's define a convenience function to easily plot the MNIST dataset
def show_digits(samples, preds, labels, digs, n_display=8):
samples = samples.atleast_2d()
n_display = min(n_display, samples.shape[0])
fig = CFigure(width=n_display*2, height=3)
for idx in range(n_display):
fig.subplot(2, n_display, idx+1)

fig.sp.xticks([])

fig.sp.yticks([])

fig.sp.imshow(samples[idx, :].reshape((28, 28)), cmap='gray")
fig.sp.title("{} ({})".format(digits[labels[idx].item()],

digs[preds[idx].item()]),
color=("green" if labels[idx].item()==preds[idx].item() else
"red"))
fig.show()

show_digits(attack_ds.X, clf.predict(attack ds.X), attack _ds.Y, digits)
show_digits(eva_adv_ds.X, clf.predict(eva_adv_ds.X), eva adv _ds.Y,
digits)

Han xoxxuuM 300paxkeHHsIM Oyjie BKa3aHO CIIPABXKHIO MITKY KJIAacy, a TaKOX
nependadeHy kiacudikatopoM MITKY y JyxkkaxX. Lle 03BOJUTH OIIHUTH,
HACKUJIbKU CEPHO3HO aTaka 3MIHWIA pe3yabTaT PO3Ii3HABAHHS, HABITH SKIIO 3MIHU
y 300paKEeHHAX MaiiKe He IMMOMITHI JIt0JICbKOMY OKY (puc. 4.5).

Puc.4.5. Bizyami3aiiis 3MaraJibHUX TPUKIIAIIB

[Ticns mpOro MOXKHA TPOAHATI3yBaTH OTPHUMAaHI PE3yJbTaTh Ta 3POOUTH
BUCHOBKH 11010 CTIMKOCTI MOJIENI IO aTaK yXUJICHHS.




Kpok 7. Ataka otpyeHnHst (Poisoning Attack) na Habopi nanux MNIST

Jlis  TOpoBeACHHS AaTakd OTPYEHHA HEOOXITHO BHU3HAYUTH OCHOBHI
napameTpu. Ha BigMiHy BiJ aTakd yXWJIEHHS, Y IbOMY BHUIIQJKy MapameTpu
3HAYHO MPOCTIMII.

[lepmie, mo moTpiOHO HaAJAMITYBAaTH — 1€ MEXI MPOCTOPY aTraku. Tak sk
HabOip manux MNIST mae HOpMmasi3oBaHi 3Ha4eHHs MiKceNiB y aiamasodi [0,1], To
BCTAHOBJIFOETHCS BIJMOBIJIHE OOMEXEHHsI, IO TapaHTye, IO 3MIHEHI 3pa3Ku
3aUIIATUMYTHCS Y IOMyCTUMOMY 1HTEPBAJIL.

Jpyre — 11e KIIBKICTh OTPYEHHUX 3pa3KiB. Y I[bOMY MPUKIIAJ1 reHepyeThes 50
3MarajgbHHX TOYOK, SIKi OyIyTh MOJaHl J0 HABYAJLHOTO HAOOpy Ji BIUIUBY Ha
HaBYaHHs Mojemi. JlogaBaHHS TakKuX 3pa3KiB MPU3BOJUTH JO TOro, IO
KJacu(iKaTop HABYAETHCS Ha CIIOTBOPEHUX JAHUX, IMIO0 MOXE CYTTEBO 3HU3HUTU
MOT0 TOYHICTB 1 3/IaTHICTh MPABUIILHO KiIacH(piKyBaTH 300paKeHHS.

OcraHHIl eran — HajallITyBaHHsS mHapaMmeTpiB onrtuMizauii. [limduparoTecs
napamMeTpu poO3B’si3yBaua A BUPIIMICHHS JAaHOI ONTHUMI3alliHOI 3ajadyi, 1o
J03BOJISIE 3HAUTH HAO1IbII €(DEeKTUBHI 3MarajibHi TOUYKH JJI1 OTPYEHHS MOJEII.

TpuBanicTh BUKOHaHHS ataku. OCKUIBKM aTaka OTpyeHHsI MOTpedye OaraTto
iTepaltii 1y Moaudikarlii HaBYaAIbHUX JaHUX, BOHA MOXKE 3alHATH KiJbKa XBUJIUH
3aJIEKHO BiJl MPOAYKTHUBHOCTI KOMIT'IOTepa. BaximBo MaTH JOCTaTHBO
00UYHCITIOBAILHUX PECYPCIB ISl BUKOHAHHS I1€1 aTaKHU.

[Ticns HamamTyBaHHS TApaMeTpiB aTaku OyJle BUKOHAHO TeHEepallio
OTPYEHMX 3pa3KiB, MOBTOPHE HABYaHHS MOJEJI Ta OLIHKY ii TOYHOCTI. AHaI3
OTPUMAHUX  pEe3YyJbTaTiB  JO3BOJUTH BU3HAYHWTH, HACKUIBKH  BpPA3IUBUI
KJIacU(iKaTop 0 aTaKu OTPYEHHS.

HaBenenuii Hux4e mnporpamMHuil Koja peanidye ataky orpyeHHsi (Poisoning
Attack) ma SVM-knacudikatop, mo OyB HaBueHuil Ha migMHOXkuHI MNIST
(mudpu 51 9). Y nporieci aTaku T€HEPYIOThCSI OTPYEH1 3pa3KH, K1 JOJAIOTHCS 10
HaBYAJIBHOTO HAOOpy, MO 3MyIIye KiIacu(iKaTop HaBYATHCS HA HEKOPEKTHHUX

naHux. I{e MoXxe CyTTEBO 3HM3UTH TOYHICTH MOJIEIII.

1. BuzHaueHHs1 MEK MPOCTOPY aTaK!

Ib, ub = 0., 1. # Mexi npoctopy ataku. MoxxHa BCcTaHOBUTH None' s
HEOOMEXKEHOTO MPOCTOPY

3nauenHs 1b = 0. Ta ub = 1. 00MeXyIOTh MOXKIIUBI 3MIHHM Y BXITHUX O3HaKax
(mikcensx).

Ockinbku MNIST mae HopmaizoBaHi 3Ha4eHHs MiKceniB y aiana3oHi [0,1],
OTPY€HI 3pa3Ki He BUXOTUTUMYTh 33 MEXKI1 IOMYCTUMOTO MPOCTOPY.
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Axmo None, To aTakyro4ui Mir OU 3MIHIOBATH TIKCell 0€3 0OMEXeHb, 1110
HE BIATIOB1/Ia€ peajbHUM CLIEHAPISIM.

2. BusHaueHHs KUTbKOCTI OTPYEHHUX 3pa3KiB

n_poisoning_ points = 15 # KigbKiCTh OTpPYEHHUX TOUYOK TSI T€HEpaItii

Bubpano 15 otpyenux 3paskiB, siki OyayTh JoAaHl 0 TPEHYBaJIHHOTO
Ha0opy.

UYuM Oiblie OTPYEHHUX TOYOK, TUM CHJIBHIIIEC 3MIHUTHCS HaBYEHA MOJENb 1
TUM OUIBLINI BIUIMB HA 11 IPOAYKTHUBHICTb.

3. HanamryBaHHs napaMeTpiB ONTUMIZALIT

solver_params = {
‘eta”: 0.25,
‘eta_min': 2.0,
‘eta_max': None,
'max_iter': 100,
‘eps': 1le-6

¥

eta = 0.25 — mo4aTKkoBHUi pO3Mip KPOKY JJISI ONITUMI3AIlT OTPYEHUX TOUOK.

eta_min = 2.0 — miHiIMaJIbHUH KPOK 3MIiHU OTPYEHOTO 3pa3Ka.

eta_max = None — Hemae 0OMEKXeHHSI Ha MAKCUMAJIbHUH KPOK.

max_iter = 100 — anroput™m BukoHae MmakcuMyMm 100 iTepariii rpaIi€eHTHOTO
MOIIIYKY OTPYEHUX 3Pa3KIB.

eps = le-6 — moporoBe 3HAYEHHS 3YNUHKM ONMTHUMI3allil, SKIIO 3MIHU Yy

¢GyHKIIIT BTpAT CTAalOTh MEHIIIUMH 3 11€ 3HAYCHHS.

4. THimianizanisi aTaku OTPY€EHHS

from secml.adv.attacks import CAttackPoisoningSVM
pois_attack = CAttackPoisoningSVM(classifier=clf,
training_data=tr,
val=val,
Ib=Ib, ub=ub,
solver_params=solver_params,
random_seed=random_state)
pois_attack.n_points = n_poisoning_points

CAttackPoisoningSVM peanizye ataky orpyenHs Ha SVM-knacudikartop.
classifier=clf — iiboBa Mo/I€B, HA AKY 3AIHCHIOETHCS aTaKa.
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training_data=tr — mouaTkoBui HaBYAILHUI HAOIp, KU1 Oy/1e 3MIHFOBATHCSL.

val=val — Bamigamiitauii Habip, IKUIl BUKOPUCTOBYETHCS AJISI OI[IHKH BILUIUBY
OTPYEHHX 3Pa3KiB.

Ib, ub — oOmexxeHHs T OTpy€eHHX 3pa3kiB (aianazoH [0,1]).

solver_params — mapamMeTpH ONTHMi3aTopa.

random_seed=random_state — 3agae TMOYATKOBHI CTaH TeHepaTopa
BUIAIKOBUX YKMCEJ [Tl TOBTOPIOBAHOCTI Pe3yJIbTATIB.

pois_attack.n_points = n_poisoning_points — BcTaHoBIIOE 15 TOUYOK
OTPYEHHS, sIK1 OyyTh 3r€HEPOBAHI.

5. 3amyck aTaku OTpyEHHS

print("Attack started...")
pois_y pred, , pois_points_ds, = pois_attack.run(ts.X, ts.Y)
print("Attack complete!")

3amyckaeThbcs aTaka oTpyeHHs (pois_attack.run) Ha TecToBHX 3pa3zkax (ts.X).

pois_y_pred — mepenbaueHi MiTKH ITICIIS aTaKH.

pois_points_ds — reHepoBaHiI OTPYy€HI TOYKH, SKi OyAyTh J0JaHi JI0
HaBYaJIBHOTO HAOODY.

[Ticns 3aBepiIeHHS aTaku BUBOAUTHCS NoBigomiieHHs "Attack complete!".

6. O1inka TOYHOCTI KJ1acudikaTopa J10 Ta MICIs aTaKu

# O1iHKa TOYHOCTI KiacudikaTopa 6e3 aTaku

acc = metric.performance_score(y_true=ts.Y, y_pred=clf.predict(ts.X))
# OI1iHKa TOYHOCTI MICIISI aTaKH

pois_acc = metric.performance_score(y_true=ts.Y, y_pred=pois_y pred)

acc — TouHicth SVM-knacudikaropa nepes arakor (Ha YUCTHX TECTOBUX
3pa3Kax).

pOiS_acC — TOYHICTh MiCiIs aTaku (HAa TUX CaMHX TECTOBUX 3pa3Kax, aje
HICIs] OTPYEHHS MOZE1).

Skmo araka edekTuBHA, pois acc Oyae 3HAYHO HIDKYOIO 3a acc, IO
MIATBEPANTH, IO KiIacu(iKaTop MoYaB poOUTH O1IBIIE TTOMUIIOK.

7. BuBiz pe3ysbTariB

print("Original accuracy on test set: {:.2%}".format(acc))
print("Accuracy after attack on test set: {:.2%}".format(pois_acc))

BuBoauTHCA TOYHICTH O Ta MICHSA aTaKu, IO JO3BOJISIE OLIIHUTH, HACKUILKU
aTaka 3MiHWJIA MPOAYKTUBHICTb MOJIEIIL.
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8. Hapuanns kimacudikaTopa micis aTaku

# Komitoemo BuXIJHMM Kiacu(piKaToOp Iepe]; HaBYAaHHSIM HAa OTPYEHOMY
Habopi

pois_clf = clf.deepcopy()

pois tr = tr.append(pois_points ds) # J[lomaemo OTpyeHI TOYKH [0
HaBYAJILHOTO HA0OpY

pois_clf.fit(pois_tr.X, pois_tr.Y)

CrtBoproetbesa komist SVM-knacudikatopa (pois_clf), mo0 He 3MiHIOBaTH
OpUTIHAJIEHY MOJIEIb.

JonatoTbcs oTpy€eHi 3pa3ku (pois_points ds) 10 HaBYaIBLHOTO HAOODPY (tr).

3HoBYy HaBuaeTbest SVM (pois_clf fit(...)) Ha MogudikoBaHUX JaHUX.

9. Bizyaumi3zauisg oTpy€HUX 3pa3KiB

show_digits(pois_points_ds.X, pois_clf.predict(pois_points_ds.X),
pois_points_ds.Y, digits)

BinoOpaxkaroThCsl OTPY€EHI 3pa3KHu, K1 OyJIM T0JaH1 10 HABYAJIbLHOrO HabOpy.
[Tokazyerbcsa mependOaueHuit kiac (TICIs aTakv) Ta CIPaBXKHIA Kiac, 0
J03BOJISIE OLIHUTH, HACKUIBKM BOHHU BIAPI3HAIOTHCSA BIJI BHUXIJHUX 300paK€Hb

(puc. 4.6).

print(“Original accuracy on test set: {:.2%}".format(acc))
print(“Accuracy after attack on test set: {:.2%}".format(pois_acc))

# Training of the poisoned classifier for visualization purposes
pois_clf = clf.deepcopy()
pois_tr = tr.append(pois_points_ds) # Join the training set with the poisoning points

pois_clf.fit(pois_tr.X, pois_tr.Y)

show_digits(pois_points_ds.X, pois_clf.predict(pois_points_ds.X),
pois_points_ds.Y, digits)

Attack started...

Attack completel

Original accuracy on test set: 93.60%
Accuracy after attack on test set: 50.408%

9(9) 5(5) 9(9) 9(9) 5(5) 9(9) 9(9)

HOEEHRDEN

Puc. 4.6. Pe3ynbTaT aTaku OTpy€eHHS

[IpoBenene AOCHIKEHHSI aTaKu OTPYEHHS Ha Kiacu]ikatop, HAaBYEHUUN Ha
Habopi nanux MNIST, noka3zasno, mo Moens Oyna yCcrmilHo atakoBaHa. BHeceHHs
OTPYEHUX 3pa3KiB y TpPEHYBaJbHUM HAOIp TPHU3BEIO 10 CYTTEBOTO 3HIKCHHS
TouHOCTI Kiacudikamii. [le miarBepmxye BpasnuBicte SVM-kinacudikatopiB 10
aTak, K1 BIUIMBAIOTh Ha HaBYaIbHI JIaHI.
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30UTbILIEHHSI KUIBKOCTI OTPYEHHUX TOYOK MOXKE IMOCUJIUTH BIUIMB aTaku,
OJHAK 1€ 3HAYHO YCKJIQJHIOE TIpolec onTumizanii Ta moTpedye Oinblie
00UYHCITIOBAILHUX pecypciB. OnTUMalibHE CHIBBIJHOIICHHS MDK KUIBKICTIO
aTaKOBAaHMX 3pa3KiB Ta €(HEKTUBHICTIO aTaKu MOTPEOy€ MOAATBIIOTO aHATI3Y.

Takox ciij 3a3HauYUTH, 1O MITKH 3MarajibHUX 3pa3kiB OyJI0 HaBMHCHO
3MIHEHO aTaKOI BIJHOCHO IXHIX CIpaBXHIX 3HaueHb. lle o3Hauae, mo mnpu
HaBYaHHI HAa OTPyEHOMY Ha0opi Ki1acupiKaTop aaanTy€eThCs 0 XUOHUX JaHUX, IO
MPU3BOIUTh /IO TIOMIJIKOBUX TiepembadeHb. Ha Bisyamizamii oTpuMaHHX
pe3yJbTaTiB MOXKHA IMOOAYUTH, IO 3€JEHWM KOJbOPOM IIO3HAYEHI IependayeHi
MITKH, SIKI BIAPI3HSIOTHCS BiJ ICTHHHHUX KJIAciB IUGp, MO e pa3 MiIATBEPIKYE
e(EeKTUBHICTb aTaKHU.

Pe3ynpTaT eKCIEpMMEHTY ACMOHCTPYIOTh, IO 0€3 3aXWCTy BiJl aTak
OTpy€HHS KJIacu(pIKaTOPU MOXKYTh OyTH 3HaYHO CKOMIIPOMETOBaHI, III0 OCOOJIMBO
KPUTUYHO 71 O€3MEeKHM aBTOMATU30BAHMX CHUCTEM pO3MI3HaBaHHA, (DIHAHCOBHX
cepBiciB, OlOMETpUYHOI 1AeHTU(IKAIT Ta IHIIUX BaXJHMBUX 3acCTOCyBaHb. lle
MIJKPECTIOE HEOOXIIHICTh PO3POOKH Ta BIPOBAIKEHHS €(PEKTUBHHUX METOIB
3aXUCTy, TaKUX SIK BUSBJICHHS aHOMAJIbHUX 3pa3KiB, MEpPEBIpKa MUIICHOCTI
HaBYAJIbHUX JIaHUX Ta CTIMKI METOJIU HaBYAHHSI.

3AT'AJIBHE 3ABJIAHHSA 1151 BUKOHAHHSA

3aBganHs 1: HaBuanns KNN-knacudikatopa Ha migmHoxxkuHi MNIST
(mudpu 3 Ta 6)

1. 3aBanTaxkutu HaOip nanux MNIST, BigiOpaBiu nuie 300pa>keHHs Hudp
3 1ab.

2. Pozmninutu BuOpani nani Ha TpeHyBanbHUM (100 3pa3kiB), BaigariiiiHui
(500 3pa3zkiB) Ta TectoBuit HaOip (500 3pa3kiB).

3. [IpoBecTn HOpMai3allito 3Ha4eHb MiKceniB y aiama3oHi [0,1].

4. HaBuutu knacudikatop K-Nearest Neighbors (KNN) nHa orpumanomy
TpeHyBaJIbHOMY HabOpi.

5. OmiauTe TOYHICTH Kiacudikamii Ha TecToBOMy HabOpi Ta 3poOUTH
BHUCHOBKH NP0 €(EeKTUBHICTh MOJIEIII.

3aBmanns 2: Araka yxuneHHs (Evasion Attack) ma KNN-knacudikatop

1. Bukonatu artaky yXWwIeHHsS Ha 25 3pa3kax TeCcTOBOro Habopy 3a
normomoror L2-niepryp0airii (pagiyc € = 2.5).

2. Bu3HauuTy napaMeTpu aTaku, Taki sk M1 3MiH y rpocTtopi o3Hak [0,1].
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3. IlpoBecTn  onTUMI3AIlil0  3MarajbHUX  3pa3KiB IS  BBEJICHHS
kinacudikaropa B oMaHy.

4. OIIHATH TOYHICTh MOJIEJII JIO Ta MICJIs aTaKu Ta MOPIBHATU PE3YyJIbTATH.

5. [lobymyBatn Tpadix 3MaradpbHUX TPUKIAIIB, A€ TMEPIIHA PATOK —
OpUTIHAJIbHI 3pa3Ku, APYTUid — aTaKOBaHI.

3aBmanns 3: Araka otpyenss (Poisoning Attack) na KNN-knacudikarop

1. 3renepyBatu 15 OTpyeHHMX TOYOK Ta JOAATH iX JO TPEHYBaJIbHOTO
Ha0opy.

2. IlepenaBuntu knacudikarop KNN Ha 3MIHEHHX HaBYAIbHUX JaHUX.

3. [lepeBipuTH TOYHICTH MOJIENI IO Ta TICIISI ATAKH.

4, TTobynyBaTtu Bi3yalli3allil0 3MIHEHHMX 3pa3KiB Ta iX BIUIMBY Ha MexXl
MPUIHATTS PillICHb.

5. 3pobutu BucHOBKM TMpo BpasznuBicTh KNN 10 artak oTpyeHHs Ta
MOPIBHATH PE3yJIbTATH 3 ATAKOIO YXUJICHHS.

3aBnanus 4. Hagatu BiAMOBI1I HA KOHTPOJIbHI 3alIUTAHHS.

3aBaanHs 5. CpopMyBaTH 3BIT B SIKHI TOAATH:

1. I'padiune npejcTaBiIeHHS MPaBUILHUX Ta aTaKOBAHUX 3pa3KiB JJisi 000X
THUIIIB aTaK.

2. IMopiBusauns Tounocti KNN-knacudikaTopa A0 Ta micis aTak.

3. Bucnorku momo crifikocti KNN 1m0 arak y mopiBHsHHI 3 SVM.

KOHTPOJIBHI IIMTAHHA

1. SIxa rosnoBHa BimMiHHICTh Mk KNN ta SVM y 3anaui kinacudikaririi?

2. Yomy nns HopMmamizarii mikceniB MNIST BuUKOpUCTOBYeThCS Jiana3oH
[0,1]7

3. Slka ocHoBHa ines ataku yxwieHHs (Evasion Attack) y kontekcti KNN-
kiacudikaropa?

4. Sl Bu3HauyaeThCs BenuurHa L2-niepryp0Oaiiii y aTari yxuiaeHHs?

5. [Io o3Hnauae moHATTA "3MaranibHUM 3pa3ok"” (adversarial example)?

6. SAxi ocob6mmBocTi KNN MOXyTh BIUIMBAaTH HAa HOTO CTIMKICTh JO aTak
YXHWJICHHS?

7. SIx aTaka OTpy€eHHS 3MIHIOE€ HaBUaJIbHI a1 Ta BIuBae Ha poboTy KNN?

8. Uum aTaka OTpyeHHS BIAPI3HAETHCS BiJl aTaKU YXUJICHHS?

9. Sk BruMBa€ 301TBIIEHHS KUTHBKOCTI OTPYEHUX TOYOK HA MPOJAYKTHBHICTH
kiacudikaTopa?

10.  SIxi MeToau 3axXMCTy MOKHA 3aCTOCYBATH ISl MIABHUILEHHS CTIHKOCTI
KNN no arak?
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JIABOPATOPHA POBOTA Ne S.
JOCJKEHHA ATAKA YXUJIEHHSA (EVASION ATTACKS)
HA HEMPOHHI MEPEXI 3 BUKOPUCTAHHSIM HABOPY
JAHHUX MNIST

Meta pobotu: o3HaiiomuTHCs 3 Meromamu artak yxwuieHHs (Evasion
Attacks) Ha HelipoHHI Mepexi, BUkopucToBytoun Habip nanux MNIST. Hapuutu
HEHUPOHHY Mepexy il kiacugikaiii pyKomucHuUX udp Ta mpoaHamizyBaTd ii
BPa3JIMBICTh JI0 3MarajibHUX npukiaaiB (adversarial examples).

BKA3IBKHU 3 MIJITOTOBKU /10 BUKOHAHHS JIABOPATOPHOI
POBOTHU

ATaku yXWJIEHHS CHPSMOBaHI Ha 3MIHY BXIJHUX 3pa3KiB, 00 3MYyCHUTH
MOJielb BHJIABaTH HemNpaBuibHI mnepeabayeHHs. lle BiAOyBaeTbcs HUISIXOM
JIO/IaBaHHSI MaJiMX, Mai’ke HEMOMITHHUX 3MIH /10 300pa)Ke€Hb, SIK1 BIUIMBAIOTh Ha
pillICHHS HEHPOHHOI Mepexi. Y naHiii poOOTI BUKOPUCTOBYETHCA HAOIp JaHUX
MNIST, mo wMictuth 300pakeHHs pykonucHux uudp (0-9) posmipom 28x28
MKCEJIiB.

Jlnst reHepariii 3MaraJibHUX MPUKIaAiB 3aCTOCOBYETHCS METOJI TPAJIEHTHOTO
nomyky, 30kpema Projected Gradient Descent (PGD), sxuii mo3Bonsie 3HAWTH
MIHIMaJIbHI 3MIHU y 300paXEeHHSX, 1110 NPU3BEAYTh 10 MOMHJIKOBOI KIacH(piKarlii.

JlabopaTopHa poboTa BUKOHYeThCs y cepenonuiii Kaggle abo jokanbHO 3a
ymoBH BcTaHoBlieHHs Pytorch. [ToTpiOHO BcTaHOBUTH HEOOX11HI O10110TEKH NIEpe
3aIyCKOM KOJy.

YBAT'A! [Ins BukoHaHHs 1i€i poOOTH HEOOXITHO BCTAHOBUTU JOJIATKOBI
komnoHeHTH Pytorch.

JlonatkoBy 1H(pOpMAITiIO MPH MIATOTOBII J0 POOOTH MOKHA OTPUMATH:

1. Mitigating Evasion Aacks to Deep Neural Networks via Region-based
Classification. URL.: https://arxiv.org/pdf/1709.05583

2. EG-Booster: Explanation-Guided Booster of ML Evasion Attacks. URL.:
https://arxiv.org/pdf/2108.13930

3. ML 108: Evasion Attacks on MNIST dataset. URL:
https://samsclass.info/129S/proj/ML108.htm
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TEOPETHUYHI BIIOMOCTI

[IITyyHi HEMpPOHHI MEpPEXi € MOTYKHUM IHCTPYMEHTOM JJi PO3B’sI3aHHS
CKJIQJIHUX 3a/1a4 MAIIMHHOTO HAaBYaHHSI, 0OCOOIUBO Y chepi KOMIT IOTEPHOTO 30Dy .
Bonu pocsrim BHCOKOI TOYHOCTI Yy poO3Mi3HaBaHHI 00pasiB, kiacuikarii Ta
nporHo3yBanHi. OpHaK, TONPH IXHIO €(EKTUBHICTh, TaKi MOJENl MAaloTh
OpHuM 13 HAUMOMIMPEHIIINX METOIB BIUIMBY € aTaka yXWJICHH, SIKa CIOpsIMOBaHa
Ha 3MIHY BXIJHUX JIaHUX 3 METOI0 TMPUMYCY KiIacudpikaropa 10 MOMHIKOBOTO
nependadeHHs. Y 1[bOMY JIOCHIIKEHHI araka YXWIEHHS peai3yeTbcs Ha
HEHPOHHIN Mepexi, sika mpaifoe 3 Habopom ganux MNIST.

Hab6ip ganux MNIST € ogHum 13 HalOLIBII BUKOPUCTOBYBAaHUX y cdepl
MAITMHHOTO HAaBYaHHS, OCKIJIBKH MICTUTh 300pakeHHs pyKonucHuX 1udp Big 0 10
9, mpencraBiieHl y Tpajaiisix ciporo Ta MaroTh (QikcoBaHUU po3Mip 28%28
mikceniB. Benukuii o0CSr aHOTOBAaHMX JaHMX Ja€ 3MOTYy €(PEeKTHMBHO HaBYaTH
KjacuikaniifHi MOZEINl Ta TECTYBATH iXHIO MPOIYKTUBHICTb. HelipoHHI Mepexi,
30KpeMa 3rOpTKOBI HEHMPOHHI MEpeki, € HAMOUIbII MOUIMPEHUM TUIIOM Mojelei
st kinacugikanii 300paxeHb. BoHM CKIagaroTbes 3 BXIAHOTO IIApy, KUIBKOX
NPUXOBAHUX IIAPIB Ta BUXIJHOTO IIapy, SKUM 3a0e3nedye mependadeHHs Kiacy.
Koxxen map mae BiacHI mapameTpH, IO JI03BOJISIIOTh MEPEKI BUUTUCS BUIAUISATH
BaXKJIMBI OCOOJIMBOCTI 300pakKeHb Ta pOOUTH TOUYHI TIepe0aueHHsI.

[Tonpu BUCOKY MPOAYKTHUBHICTh, HEMPOHHI MEpEX1 € BPa3IuBUMHU JI0 aTak,
K1 MOXYTh 3MIHIOBaTH BX1JHI JaH1, 3aJIUIIAI0YUCh IPAKTUYHO HEMOMITHUMH IS
JIOACHKOTO OKa. ATaka YXWJICHHS € OJHI€I0 3 TaKux 3arpo3. BoHa 6a3yeTncsi Ha
JI0JIaBaHH1 CIeEIlaJbHO 3r€HEPOBAHOTO IIYMY 10 BXIAHUX JIaHUX, SKHH 3MYIIy€e
MOJIeJIb ToMUJIATUCA. Llel mym 3a3Buyaii HE BIUIMBAE€ HA CIPUMHATTS JIFOJAUHOIO,
npore y 0araToBUMIpPHOMY IMPOCTOPl O3HAK BIH JOCTATHBO 3MIHIOE CTPYKTYPY
300paxxeHHsI, 1100 KiacudikaTop BUIaB MOMUIKOBUM pe3yJbTar.

MaTteMaTu4HO aTaKy yXWJICHHS MOYKHA PO3TIISIATH SK 3a7a4y ONTUMI3allii,
Jie BU3HAYA€ThCA Take 30ypeHHs BX1AHOTO 3pa3Ka, sIke MakCUMIi3ye (DyHKIIIIO BTpaT
kinacudikaropa, Ipu bOMY 3JIAIIAIOYACH OOMEKEHHM IEBHOIO HOPMOIO, 00
YHUKHYTH CYTTEBUX 3MIH Yy 300pakeHH1. HailOoi1b11 mommMpeHuMu METOJaMu aTak
e Fast Gradient Sign Method (FGSM) Tta Projected Gradient Descent (PGD).
Meron FGSM 06a3yeTbcsi Ha BHUKOPHUCTAHHI 3HaKa rpajaieHTa (yHKIII BTpar
BIJIHOCHO BXIJHUX JaHMUX, IO JIO3BOJISIE IIBHJIKO 3HAWTH HANPSAMOK 3MIiHU
BXI1JTHOTO 3pa3Ka, sSIKMi mpu3Bele 10 MOMUIKOBOro nepeadadenHs. Merog PGD e
BIOCKOHANEHOI0 Bepcielo FGSM, ska BUKOPUCTOBYE ITEpAaTUBHHUM MiIXid IS
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MOIIYKY ONTUMAJIBHOTO 30ypeHHs, 10 rapaHTye eeKTUBHIIIE BBEICHHS MOJIEN1 B
OMaHy.

OCHOBHOIO MPUYUHOIO BPA3TUBOCTI HEUPOHHUX MEPEXK J0 aTaK YXWICHHS €
T€, II0 BOHU TMPAIIOIOTh Y BUCOKOBUMIPHOMY MPOCTOPI, /1€ HABITh HEBEJIMKI 3MIHU
y BXOAl MOXYThb CYTTEBO BIUIMHYTH Ha TMpolec MNpUHUHATTA pimeHHs. Lle
MOSICHIOEThCSI TUM, M0 (yHKIIi akThBalii Ta mapaMeTpu MOJAEN MOXKYTb
3MIHIOBaTH CBOi 3HAYEHHS HAaBITh MPU HE3HAYHUX 3MIHAX Yy BUXIAHHUX MIKCEJX,
10 IPU3BOJIUTH J0 HEMPABUIBHOTO KJIACH(1KYBaHHS.

JI1st 3aXucTy BiJl aTaK yXUJIEHHS 3aCTOCOBYIOTHCS P13HI METO/IU, CEpPel] IKUX
OJIHUM 13 HalleeKTUBHININX € ajBecapiaibHe HaB4yaHHA. Llel miaxin momsrae y
BKJIFOUEHHI 3MarajbHUX MPUKIAIB y MPOLEC TPEHYBaHHS MOJEII, 10 Ja€ 3MOTY
MIJBUIIUTH 11 CTIHKICTh a0 aTak. JloJmaTKoBO BUKOPUCTOBYIOTHCA METOIU
3rJa/KyBaHHS TPUMHSTTS — pIlIeHb, JETEKIll 3MarajbHUX MOPHUKIAAIB Ta
0OMEKEHHS T'PaJleHTHUX 3MIH, IO JONOMAara€e 3MEHIIWTH WMOBIPHICTh YCIIIIHOT
aTaKu.

TakuM 4YMHOM, aTaKu YXWIEHHS € CEpPUO3HOI 3arpo3010 Ui HEMPOHHHX
Mepex, 0COOMBO y cdepax, Je TOUHICTh KiIacudikallii Mae KpUTHYHE 3HAYCHHS,
TaKHX SIK aBTOHOMHUI TPaHCHOPT, (PiHAHCOBUI1 CEKTOp a00 O10METPUYHI CUCTEMHU.
Ananiz edekruBHocTi atak Ha MNIST no3Bosisie OUIHUTH  BPA3IUBICTH
KJIacu(ikaToOpiB Ta PO3POOUTHU BIAMOBITHI METOIU 3aXUCTY, IO € BAXKIWBUM
KPOKOM Y T1JIBUILIEHHI O€3MEeKH MTYYHOTO 1HTEIIEKTY.

HHPUKJIAU ITPAKTNYHUX 3ABJIAHD

Kpoxk 1. Y 6pay3sepi nepeiiaits mo https://www.kaggle.com/

Axmo BU OauuTe CUHIO KHONKY "YBIWTU" y BEpXHbOMY MpPaBOMY KYTi,
HATUCHITH Ha HEi Ta yBiiAITE B oOmikoBuil 3amuc Kaggle. ¥ mMenio BuOepith
"®aiin", "HoBa 3anmucHa KHIKKaA' .

Kpok 2. Bcranosnennst SecML Tta Pytorch

BukoHaiiTe HacCTYynH1 KOMaH/Iu:

Ipip install secml
import secml
Ipip install torch torchvision
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Kpok 3. CTBOpeHHS 3ropTKOBOT HEHPOHHOI Mepex1 i Kiacudikalii Tpbox
kiaciB MNIST. [ligroToBka BXiIHUX JTaHUX JUIsl 3TOPTKOBOT HEMPOHHOI MEpexi

Jl1st BUKOpUCTaHHS 3ropTKoBOi HelpoHHOT Mepesxi (CNN) npu kiacudikarii
300pakerb MNIST HeoOXigHO MpaBUIBLHO MATOTYBAaTH BXigHI daHi. OCKUIBKA
3TOPTKOBI MEpeXkKi OUiKyIOTh BX11 Y ¢opmati (batch size, channels, height, width),
NOTPIOHO 3MIHUTH (POPMY BXITHUX JAHUX BIAMOBIAHO 0 OYIKYBAHOTO PO3MIpY.

VY Bunaaky Habopy nanux MNIST, koxxHe 300pakeHHsT Mae po3mip 28%28
MIKCENB y Tpajallisix ciporo, TOMy KUIbKICTh KaHamiB aopiBHIOE 1. OTxe, mepen
Moa4eI0 JaHUX Y MOJIEIb MOTPIOHO mepeTBopuTH iX y hopmar (-1, 1, 28, 28), ne:

— -1 BKazye Ha aBTOMaTHYHE BHU3HAYEHHS PO3MIPY Iepiioi oci (KIIbKICTh
3pa3KiB y Makeri);

— 1 BiamoBiAae KUIBKOCTI KaHATIB (4OpHO-OUII 300pa)ke€HHS MalTh OJUH
KaHan);

— 2828 BU3HAYa€ BUCOTY Ta MIUPUHY 300paKeHHS.

JI1sl aBTOMAaTUYIHOTO BUKOHAHHS ITHOTO TIEPETBOPEHHS MOKHA BUKOPHUCTATH
Moaynb  torchvision.transforms, Akud  103BOJISiE  3aCTOCOBYBAaTHM  pi3HI
TpaHcopMmaiiii 10 300pakeHb. Y HACTymHUX Kpokax OyJe TMoKazaHo, SK
BUKOPUCTOBYBaTH transforms njsi TIATOTOBKM JAHUX TMepe]] HaBYAHHIM
3rOpTKOBOI HEMPOHHOI MEPEKI.

1. Imnopt 616;m10TEK

import torch
from torch import nn

import torch — 3aBaHTa)keHHS OCHOBHOI 0i0JioTeKH i1 poOOTH 3
HEUPOHHUMHU MEPEKAMU.

from torch import nn — iMmopT MOIyJs It CTBOPSHHS HEHPOMEPESIKEBHUX
mrapiB (nn.Module).

2. OroiomeHHs Kacy 3ropTKOBOT HEHPOHHOT MEpexi

class MNIST3cCNN(nn.Module):
"""Model with input size (-1, 28, 28) for MNIST 3-classes dataset."""

class MNIST3cCNN(nn.Module) — BusHaueHHsS Kjacy HeHpoMepexi, sKa
Haciiaye ¢ynkiionan nn.Module.

Monenbs BUKOPHCTOBYEThCS sl Kiacudikaimii TphOX KIaciB 13 HaboOpy
MNIST.
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3. Inimamizaiis mapiB HepoMepexi

def __init__(self):
super(MNIST3cCNN, self). __init_ ()
self.convl = nn.Conv2d(1, 10, kernel_size=5)
self.conv2 = nn.Conv2d(10, 20, kernel_size=5)
self.conv2_drop = nn.Dropout2d()
self.fcl = nn.Linear(320, 50)
self.fc2 = nn.Linear(50, 3)

3ropTKOBI HIapu:

— self.convl = nn.Conv2d(1, 10, kernel_size=5) — nepmmii 3ropTkoBHii TIap
npuitmae 1 xanan (rpagamii ciporo MNIST) Ta crtBoproe 10 kapT o3Hak,
BUKOPHUCTOBYIOUH AJIPO 5X5.

— self.conv2 = nn.Conv2d(10, 20, kernel_size=5) — napyruit 3roptkoBuii
map npuitmae 10 kapT 03HaK 3 TONEPEAHBOTO Wapy Ta CTBOPro€ 20 HOBHUX KapT.

[Tap Dropout:

— self.conv2_drop = nn.Dropout2d() — 3acTocoBye BUIAIKOBE BiIKITIOUCHHS
HeHpoHiB y 2D-npocTopi, 10 JoroMarae 3arno0irtu nepeHaB4aHHIo.

[ToBHO3B s13H1 1IApH:

— self.fc1 = nn.Linear(320, 50) — mepmmii MOBHO3B’SI3HUNA MIAp MPHUUMAE
320 o3nHax (Ticis 3ropTKOBHX IIapiB) 1 nepeaae 50 o3HaK HAa HACTYITHUMA PIBEHb.

— self.fc2 = nn.Linear(50, 3) — ¢inanbHuil map, 1o neperBoproe S0 03HAK
Ha 3 BuxingH1 kimacu (kinacudikamis 3 mudp MNIST).

4. OroJonieHHs METOTy TiepeaAHboro mpoxoay (forward pass)

def forward(self, x):
X = torch.relu(torch.max_pool2d(self.convl(x), 2))
x = torch.relu(torch.max_pool2d(self.conv2_drop(self.conv2(x)), 2))
X = x.view(-1, 320)
x = torch.relu(self.fc1(x))
return self.fc2(x)

OO6poOKa 3ropTKOBHUX IIAPIB

X = torch.relu(torch.max_pool2d(self.conv1(x), 2))

[lepenaBanHs BXIHUX TaHUX Yepe3 MEPIIHil 3ropTKOBUIA map (convl).
Bukopucranns ReLU (Rectified Linear Unit) sk ¢hyHKIIT akTHBAaIIii.
3actocyBanHs 2%x2 Max Pooling, 1110 3mMeHIIIye po3mip KapTH O3HAK.

X = torch.relu(torch.max_pool2d(self.conv2_drop(self.conv2(x)), 2))
[Tepenaua yepe3 Apyruii 3ropTKOBUIL map (conv?2).
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3actocyBanHs Dropout a1 3MEHIIIEHHS IepeHaBYaHHS.

Buxopuctanns Max Pooling asst 3MeHIIIeHHS] pO3MipHOCTI.

[lepeTBOpEeHHS Y BEKTOP

X = x.view(-1, 320)

[TeperBopennst 2D-matpurii B BekTop po3mipHocTi 320, 1mo6 nepenatu gaHi
y HOBHO3B SI3HUI 1Iap.

O6po6ka moBHO3B A3HUX mapiB X = torch.relu(self.fc1(x))

[lepenaya uepes nepimii moBHO3B si3HUH 1m1ap (fcl).

Bukopucranns ReLU s HeniHiMHOCTI.

return self.fc2(x)

[lepenaua BUXITHUX 3HAYCHB Yepe3 APYruil MOBHO3B si3HUM 1map (fc2).

Ha Buxoai — 3 uwncna (MMOBIPHOCTI HAJEXHOCTI 0 KOXKHOTO 3 KJIACIB
MNIST).

[{s Mmozenb € 3ropTkoBOI0 HelipoHHOIO Mepexkero (CNN) mist knacudikarii 3
kiaciB 13 Habopy MNIST. BoHna ckiagaeThcsi 3 JBOX 3roOpTKOBUX IIAPIB 13 SAPOM
5x5, mapy Dropout, 180X MOBHO3B’SI3HUX 1IapiB 1 PyHKIIT akTuBanii ReLU.

[lin wac mepeaHBLOTO MPOXOAY MOJETh MpUKAMAE BXIJAHE 300pa’KeHHS
po3mipom 28x%28, 3actocoBye 3roptky, ReLU, Max Pooling, Dropout, a notim
1oJia€ JaHl y TMOBHO3B sI3HUM KiacudikaTtop. Buxinuuii map mMicTuTh 3 HEMpOHHU,
KOJKEH 3 SIKMX BIJIIOBIJIa€ OAHOMY 3 KJIACIB.

[Is apxiTekTypa 103BOJsi€ €(hEeKTUBHO KiacU(iKyBaTH PYKOMUCHI nudpu
MNIST Ta € 0OCHOBOIO ISl PO3MIUPEHHSI HEUPOHHUX MEPEXK Y CKIIQHIMINX 3a7adax
KOMIIT IOTEPHOTO 30DY.

Kpok 4. 3apantaxkenns Habopy nganmx MNIST Ta miaroroBka BXIJHHUX
TaHUX
Tenep mokHa 3aBaHTaxkutu HaOIp ganux MNIST ngns BuUKOpuCTaHHS Y
3rOPTKOBIM HEUpPOHHIN Mepexi. BaxnauBo mam’statv, 10 BXIJHI JlaHI MarOTh
dopmy (1, 1, 28, 28) Bianosiauo a0 hopmary NCHW, ne:
— N — po3mip makery (batch size),
— C — kinbkicTh kaHamiB (1 a1t 300pakeHb y rpajialisx ciporo),
— H —Bucora 300paxkenns (28 mikcenis),
— W — mmpuna 300pakeHHs (28 miKcemiB).
OCKUJIBKM 3rOpTKOBI HEHWPOHHI MEpEXi OYiKYIOTh came Takuil ¢opmar,
HEOOXITHO TEePEeKOHATUCS, MO0 BXIiJHI 300pakKeHHS MPABUJIHHO BiaQopMaToBaHi
nepes mepeaaucio B MEPexKy.
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Bxinna gopma niepenaetbes K BXITHUN mapaMeTp oOropTku (wrapper), 1o
BIJINTOBI/Ia€ 32 aBTOMAaTUYHE TIEPETBOPEHHS 300pakeHb Y MOTpiOHUI popmaT nepen
iXHBOIO TIOJIaYCI0 10 HelipoMepeki. Lle rapanTtye, Mo Moenb OTPUMAE MTPABIILHO
MiATOTOBJICH] JaHI1 JIJI1 HABYAHHS Ta TECTYBaHHS.

1. BusHaueHHs KUTbKOCTI 3pa3KiB y TECTOBIH BUOIpII

n_ts = 1000 # number of testing set samples

3MiHHa n_tS 3aJa€ KUIbKICTh 3pa3KiB y TECTOBOMY Habopi, mo Oyzae
3aBaHTAXXEHO. Y 1IbOMY BHUMAAKy BuOHpaeThesi 1000 TecToBUX 300paKeHb.

2. 3aBaHTaxkxeHHs HaOopy panux MNIST

from secml.data.loader import CDatalLoaderMNIST
digits =(1,5,9)
loader = CDatalL.oaderMNIST()

Imnopryetnest CDatalLoaderMNIST — kiac st po6otu 3 MNIST.
BuOuparorscst uudpu (1, 5, 9) ana knacudikarii.
CrtBoproetbes 00'exT loader, sikuii 1o3Bostsie 3aBanTaxyBaTu MNIST.

3. 3aBaHTaXXEHHS TPEHYBAJILHOT'O Ta TECTOBOTO HAOOPIB

tr = loader.load('training’, digits=digits)
ts = loader.load('testing’, digits=digits, num_samples=n_ts)

loader.load('training',  digits=digits) = 3aBaHTa)xye BCi  TpeHyBaJbHI
300paxkenHs 3 MNIST, ane Tinbku a5 BuOpanux uugp 1, 5 ta 9.

loader.load('testing', digits=digits, num samples=n_ts) 3aBanTaxxye 1000
TECTOBUX 300pakeHb 13 BUOpaHUMU LU(DpaMHU.

Takum umHOM, HaOIp AaHUX OOMEXYeThCs Tphboma kiacamu (1, 5, 9), mo
J03BOJISIE BAKOPUCTOBYBATH MOT0 Il KiIacH(iKallii TphOX KJIACIB 3aMICTh JECATH
crangaptHux y MNIST.

4. Hopmaumizainis aHux

tr.X /= 255
ts.X /=255

JlieHHst KOKHOTO 3HAYCHHS TKcels Ha 255 HopMaiizye ix y miana3oH [0,1].
Ockinbku 300paxenHs y MNIST maroTe 3HaueHHs mikceniB Big 0 go 255,
HOpMaJTi3aIlisi HeoOXiJHa I KPaIoro HaBYaHHS HEHPOMEpexKi.
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Kpok 5. Bukopucranns o6roptku CClassifierPyTorch pms inTerpamii
Mol

Ha npomy erami mokHa 3HOBY BuKopucratu ooroptky CClassifierPyTorch,
o0 3pOOUTH MOJENs MOCTYIMHOK miist pobotu B Oibmiorem SecML. O6ropTka
JTIO3BOJISIE B3a€EMOJIISITH 3 HEHPOHHOIO MEPEXKEI0, 3aCTOCOBYBATHU Kiacu]ikarliiiHi
(GYHKIIIT Ta 311iCHIOBATH aTaKu yXUJICHHS a00 OTPYEHHS.

BaxnuBo 3a3HauMTH, MO ITiJT YaC CTBOPEHHS OOTOPTKU MOTPIOHO MEepeaaTH
dopmy BximHuX manux (input shape) sk mapametp. lle 3abe3nedynTh TpaBUIIbHE
NIEPETBOPEHHS BXIJHHUX JaHUX TIEpe]] MepeIaucio y HeHPOHHY MEPEKY.

[Ticns 1mpOro MoOJENh MOXKHA BHKOPHCTOBYBAaTH g Kiacudikarii
300paxkenb MNIST, ominku npoayKTUBHOCTI a00 aHai3y ii CTIMKOCTI 10 aTax.

1. BcranoBneHHs BUIakoBoro 3epHa (random seed)

torch.manual_seed(0)

BceranoBmoerbest ¢ikcoBaHe 3epHO BumnagkoBux uyucen y PyTorch, o
rapaHTye BiITBOPIOBAHICTh PE3YJbTATIB M1J] 4Yac TPEHYBaHHS MOJIEIIL.

[le o3Hauvae, Mo MiJ Yac 3amyCcKy KOy HEHpPOHHA Mepeka 1HIIaIi3y€eThCs
OJIHAKOBO NP KOKHOMY BUKOHAHHI.

2. Inimianizariisi 3ropTKOBOi HEUPOHHOT MEpPEXKi

net = MNIST3cCNN()

CrBoproetbes  00’exktT  HeipoHHoi Mepexi MNIST3cCNN, ska Oyna
BU3HAYCHA paHiIIIe.
L{s Momens ckiIagaeTbes 3 JBOX 3TOPTKOBUX IIapis, mapy Dropout Ta aBox

MOBHO3B SI3HUX IIApIB, 110 aJanToBaHl ajs kiacudikamii Tppox kimacieB MNIST (1,
5,9).

3. Buznauenus ¢yHkii BTpart

criterion = nn.CrossEntropyLoss()

BuxopucroByethes pyHKIIist kpoc-enTpormiitHoi BTpatu (CrossEntropyLoss),
sIKa TM1IXOAUTh JJ1s1 0araToky1iacoBoi Kiacudikairii.

[{s ¢yHKIiS TMOpiBHIOE TependadeHi WMOBIPHOCTI KiaciB 13 (paKTHUHUMU
MITKaMH Ta MiHIMI3Y€ Pi3HULIIO M)XK HUMH.

4. HanamtyBaHHsl onTHUMI3aTopa

optimizer = optim.SGD(net.parameters(),
Ir=0.01, momentum=0.9)
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BUKOPUCTOBYEThCS ONTHUMI3aTOP CTOXACTUYHOTO TPAI€EHTHOTO CITYCKY
(SGD).

Ir=0.01 — mBuakicte HaBuaHHs (learning rate), ska BH3HAYa€, HACKUIbLKU
CUJIBHO 3MIHIOIOTBCSI Bard MOJIEJI TTICIIsl KOKHOT iTeparrii.

momentum=0.9 — mpuckoproe TpoIrleC HaBYAHHS, O3BOJISAIOUW IIBHIIIIC

3HAaXOJIUTH ONTUMAJbHI TapaMeTpH.

5. CtBopenns ooroptku CClassifierPyTorch

from secml.ml.classifiers import CClassifierPyTorch
clf = CClassifierPyTorch(model=net,

loss=criterion,

optimizer=optimizer,

epochs=20,

batch_size=20,

input_shape=(1, 28, 28),

random_state=0)

Oo6roptka CClassifierPyTorch no3Bonsie npaitoBatu 3 PyTorch moaenmio y
610miorent SecML.

ApryMeHTH OOTOPTKHU:

— model=net — nepenaerbcst HeliponHa mepexka MNIST3cCNN.

— loss=criterion — gyHKIis BTpAT ISl ONTHMI3AIIii.

— optimizer=optimizer — onrTumizaTop, 110 BUKOPUCTOBYETHCS IS
OHOBJIEHHS Bar MOJIENI.

— epochs=20 — moxens TpeHyerbess 20 emox, TOOTO MPOXOAUTH MOBHHIA
HaO1p nanux 20 pasis.

— batch_size=20 — y xo>xHOMY OHOBJICHHI Bar BAKOPUCTOBYEThCS 20 3pa3KiB
(po3mip makery).

— input_shape=(1, 28, 28) — BxijaHi 300pakecHHS MarOTh 1 KaHa1 Ta PO3MIp
28%28, mo Bianosigae popmary NCHW.

— random_state=0 — 3agaeTbcs BUIAJAKOBHH CTaH JUIs BiATBOPIOBAHOCTI
EKCIIEPUMEHTY.

{06 3aomannuTy Yac, 3aBaHTAKUMO 3 TTOTIEPEAHHO HABYCHY MOJICHb.

# NBVAL_IGNORE_OUTPUT
from secml.model_zoo import load_model
clf = load_model('mnist159-cnn’)

I Temep mMu MOXXeMO TEPEBIPUTH, HACKUIBKH J00pe Mojzenb Kiacudikye

nudpu.
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label_torch = clf.predict(ts.X, return_decision_function=False)
from secml.ml.peval.metrics import CMetric
metric = CMetric.create(‘accuracy’)

acc_torch = metric.performance_score(ts.Y, label_torch)

print(*Model Accuracy: {}".format(acc_torch))

Model Accuracy: 0.997

Kpok 6. I'eneparris arak yxunenss (Evasion Attacks) Ha HEMpOHHY Mepexy

[licnss TpeHyBaHHA HEHUPOHHOI MEpEeXl MOXHA CTBOPUTH 3MarajbHi
npukiaau (adversarial examples), sk 1e Oyia0 3po0JCHO y IONEPEIHHOMY
HaBuagbHOMY HOYTOYI1 MNIST tutorial.

["omoBHA 1/1€s1 aTaku YXWUJIEHHS TOJIATa€ y J0JIaBaHHI MiHIMAJIBHHUX 3MIH JI0
BX1JIHMX 300paK€Hb TAKUM YMHOM, 11100 HEMPOHHA Meperka nmouasna KiacugiKkyBaTh
iX HeNpaBWUJIBLHO, XO4Ya JJISl JIIOJJMHUA BOHU 3QJIMIIATUMYThHCS MailkKe 1IEHTUYHUMU
710 OpUTIHAJIbHHUX.

Kon st renepaiiii 3MarajibHUX MPUKIIAIIB OyJie CXOXKHM Ha MOMEpeIHii, 3a
BUHSTKOM ToOro, 1o TyT A0 00'ekta CAttackEvasionPGDLS nepenaeTbcs 1HIIMN
KJacudikaTop — HAaTpeHOBaHa HEWPOHHA MEpeXKa.

HactynHum kpokoMm Oyne BHUKOHAHHS aTaKWd YXWICHHS, OI[IHKa il
e(eKTUBHOCTI Ta aHali3 TOYHOCTI Kiacudikaropa g0 Ta micas artaku. lle
JIO3BOJIUTH JIOCTIUTH BPA3JIMBICTh MOJENI Ta OI[IHUTU PIBEHb ii CTIHKOCTI N0

3MaraJbHUX MPHUKJIAIIB.

1. Bu6ip miaMHOXHUHHA TECTOBOTO HAOOpy

# For simplicity, let's attack a subset of the test set
attack ds =ts[:10, :]

Bubupaetscs 10 3paskiB 13 TectoBoro Hadopy (ts[:10, :]) mans mpoBeneHHs
aTaKwy.
[le 3MeHITye OOYHMCITIOBANBLHI BUTPATH, JO3BOJISIOYM IIBUIIE BUKOHATH

aTaxy.

2. BuzHaueHHs mapameTpiB aTaku

noise_type ="'I2' # Type of perturbation 'l1' or 'I2'
dmax = 3.0 # Maximum perturbation

100




Ib, ub = 0., 1. # Bounds of the attack space. Can be set to "None" for
unbounded
y_target = None # None if “error-generic’ or a class label for “error-specific’

noise_type ="'l2' — BukopucToByeThCs L2-HOpMa U1 OL[IHKK BEJIUYHMHU 3MiH
y 300paKeHH.

dmax = 3.0 — BcTaHOBIIIOE MAKCUMAJILHUN PiBEHb MEPTYypOarrii.

Ib, ub = 0., 1. — oOmexxeHHs Ha 3MiHy TikceniB y Mexax [0,1] (ocKiibkH
MNIST nopmaiizoBaHui).

y target = None — artaka € "error-generic", TOOTO 3MarajabHI TPHUKIAIH
CTBOPIOIOTHCSI 0€3 (hikcallii KOHKPETHOTO Kjacy.

Axmo y_target Oysno 6 BCTaHOBJIEHO Y 3HAUYE€HHS IEBHOT'O KIlacy, aTaka Oyna
6 "error-specific", o o3Hauae HaBMUCHE MEPEBEICHHS 3pa3KiB y 3aJlaHUi KJiac.

3. BuznaueHHs mapameTpiB ONTUMI3AII]

solver_params = {
‘eta: 0.5,
‘eta_min': 2.0,
‘eta_max': None,
'max_iter": 100,
'eps': 1e-6

¥

eta = 0.5 — moyaTKoBH po3Mip KPOKY ONTHUMI3aLlii.

eta_min = 2.0 — MiHIMaIbHUN KPOK 3MIHHU IIiJ] YaC OHOBICHHS 3MaraJbHHUX
MPUKIIAIIB.

eta_max = None — 6e3 0OMeKeHHS MaKCUMaJILHOTO KPOKY 3MiHHU.

max_iter = 100 — wmakcumym 100 iTepamiii Tpagi€eHTHOTO TMOIIYKY
ONTUMAJIBHOTO 30ypeHHS.

eps = le-6 — moporoBe 3HAUYEHHS, MPU SKOMY aTaka 3yMUHSIETHCS, SKIIO
3MIHU CTaJIM HE3HAYHUMH.

Yum Oinpiiie max_iter, THM Oubill epekTUBHOIO Oyjie aTaka, aje I TaKOX

30UJIBIIIUTH YaC BUKOHAHHA.

4. Tnimamizaris ataku yxuienas PGD-LS

from secml.adv.attacks import CAttackEvasionPGDLS

pgd_Is_attack = CAttackEvasionPGDLS(classifier=clf,
double_init_ds=tr,
distance=noise_type,
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dmax=dmax,
solver_params=solver_params,
y_target=y target)

CAttackEvasionPGDLS — peamnizamis Projected Gradient Descent with Line
Search (PGD-LYS).

— classifier=clf — nepemaeTbcsi HelipoHHA Mepeka, Ha SKY 3IHCHIOETHCS
aTaka.

— double_init_ds=tr — momaTkoBa iHiIiaji3amis aTakd Ha OCHOBI
TPEeHYBaJILHOTO HAOOPY.

— distance=noise_type — BukopucToBy€ L2-HOpMY 1T OOMEKEHHS 3MiH.

— dmax=dmax — BCTaHOBIIOETLCS TPAHUYHA BETMYUHA 30ypEHHSI.

— solver_params=solver_params — 3a1atoTbCsl mapaMeTpy ONTHMI3aIIii.

— y_target=y_target — atakyemo Mojenb 6e3 (iKCOBAaHOTO LLILOBOTO KJIacy
(error-generic attack).

5. 3amyck ataku

print("Attack started...")
eva_y pred, ,eva adv ds, =pgd Is attack.run(attack ds.X, attack ds.Y)
print("Attack complete!")

3anyckaetbest ataka (pgd Is attack.run) Ha BuOGpanux 10 TecToBHUX 3pa3kax
(attack_ds.X).
[loBepTaroThcs pe3yJIbTaTH ATAKHU:
— eva_y pred — mepenbaveHi MITKH ITICJIS aTaKH.
— eva_adv_ds — 3MiHeHI 300pa)XeHHsI, 10 € 3MarajJbHUMU MPUKJIATaMH.
[Ticns 3aBepiIeHHS aTaku BUBOAUTHCS NoBigomiieHHs "Attack complete!".

Kpok 7. O1iHKka TOYHOCTI HEHPOHHOI MEPEXI /10 Ta MICIHsl aTaKu

[le#t ko1 BUKOHYE OIIHKY TOYHOCTI KJacu(ikalili HeWpOHHOI MEepexki 0 Ta
micas ataku yxwieHHs (Evasion Attack), BUKOpHUCTOBYIOUM METPHUKY TOYHOCTI
(accuracy).

1. O0yucIIeHHsT TOYHOCTI MOJENL O aTaKu

acc = metric.performance_score(
y_true=attack ds.Y, y_pred=clf.predict(attack_ds.X))

clf.predict(attack_ds.X) — orpumyemo mnepemdaueHi Kiack HEWPOHHOT
MEpEeXi J10 aTaKu.
y_true=attack ds.Y — icTHHHI MITKH T€CTOBOTO ITiIMHOKHHHU.
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metric.performance_score() @ —  oOYMCIOIOE  BiJICOTOK  IPaBHIIBHO
KJacu(iKOBaHUX 3pa3KiB y HEATAKOBAHOMY TECTOBOMY Habopi.

PesynbraTr 30epiraeTbest y 3MiHHIM acc, siKa MICTUTh MOYAaTKOBY TOYHICTh
MOJICITi TIepe]] aTaKo¥o.

2. O0YuCIIEHHS TOYHOCTI MOJIEJI ITICIIA aTaKu

acc_attack = metric.performance_score(
y true=attack ds.Y,y pred=eva y pred)

eva y pred — rmepembadeHi Kiach IICAS  aTaKd, OTPUMaHi  Bij
pgd_Is_attack.run().

MeTprka OOYMCIIOE TOYHICTH MICHSI aTakd, TOOTO YAaCTKy 3pa3KiB, SKI
KJ1acu()iKOBaHO MPABUILHO MICIIs BHECEHHS 30ypeHb Y BX1IHI JaHi.

PesynbraT 30epiraerbcsi y acc_attack, sika MICTUTh TOYHICTH MOJIEJI TICTs
aTaKu.

3. BI/IBGI[CHHH pGSYJILTaTiB TOYHOCTI J0 Ta ITICJIS aTaKu

print("Accuracy on reduced test set before attack: {:.2%}".format(acc))
print("Accuracy on reduced test set after attack: {:.2%}".format(acc_attack))

BuBoasTbcs 3HaYeHHS TOYHOCTI JO Ta IMCHs aTtaku y BigcoTkax ({:.2%}
(dopmar BimoOpakae YKMCIIO Y BIICOTKOBIH popmi).

OuikyBanwuii epexr araku (puc. 5.1):

— TounicTe mepen aTakoro (acc) MoBUHHA OyTH BHCOKOK (Hampukian, 98-
99%).

— Tounicts micns ataku (acc_attack) cyrreBo 3Hmxkyethes (o 10-50% abo
HaBITh MEHIIIE), IO MIATBEPIKYE €PEKTUBHICTh aTaKU YXHUIJICHHS.

> acc = metric.performance_score(
y_true=attack_ds.Y, y_pred=clf.predict(attack_ds.X))
acc_attack = metric.performance_score(
y_true=attack_ds.Y, y_pred=eva_y_pred)

print("Accuracy on reduced test set before attack: {:.2%}".format(acc))
print(“Accuracy on reduced test set after attack: {:.2%}".format(acc_attack))

Accuracy on reduced test set before attack: 100.00%
Accuracy on reduced test set after attack: 10.00%

+ Code + Markdown

Puc. 5.1. Ouinka edexty aTaku
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Kpok 8. Bizyamizailis aTakoBaHUX 3pa3KiB

1. Immopt 616moTexu 11 moOy0BU rpadikiB

from secml.figure import CFigure
# Only required for visualization in notebooks
%matplotlib inline

Imnoptyetsest CFigure 3 6i6mioreku secml.figure, sika BUKOPHCTOBY€ETHCS
JU1st 100y 10BU TrpadiKiB.

%matplotlib inline — cnemiasibHa kKoMaHAa s BigoOpaskeHHs TrpadikiB y
Jupyter Notebook (He moTpiOHa npu 3amycKy mo3a 0JJOKHOTOM).

2. Oynkuis ams Bizyanizanii 300paxkenb MNIST

def show_digits(samples, preds, labels, digs, n_display=8):
samples = samples.atleast_2d()
n_display = min(n_display, samples.shape[0])
fig = CFigure(width=n_display*2, height=3)

Oyukiis show digits() mpuitmae Taki napameTpu:

— samples — Habip 300pakeHb (MaTPHUILS MIKCETIB).

— preds — nepenbaveHi HEHPOMEPEIKEIO MITKH KJIACIB.

— labels — ictuHHI MiTKH KJIaciB.

— digs — criucok BignoBigHux MiTok nmupp MNIST (wanpuknan, [1, 5, 9]).

— n_display=8 — kinbkicTs 1udp a1 BimoOpaskeHHs (MAaKCUMYM 8).

— samples.atleast 2d() — 3a0e3meuye, 1m0 samples Mae IIOHANMEHIIE
JBOBUMIPHUMN BUTJIA (HEOOX1MHO JjIsl pOOOTH 3 OJUHUYHUMHU 300pa>KEHHSIMU).

— n_display = min(n_display, samples.shape[0]) — oOmexye KiIbKiCTb
300pakeHb, AKII0 samples MicTUTHh MeHIne, HiX n_display.

CrBoproetbesa o0'ekt fig (CFigure), mo mictutuMme rpadikd po3MipoM
(mmpuna =n_display * 2, Bucora = 3).

3. [TobynoBa rpadikiB st KOXKHOTO 300paskeHHS

for idx in range(n_display):
fig.subplot(2, n_display, idx+1)
fig.sp.xticks([])
fig.sp.yticks([])
fig.sp.imshow(samples[idx, :].reshape((28, 28)), cmap='gray’)

[Mukn for 1dx in range(n_display) itepyerbest uepes n_display 300pakeHs.
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fig.subplot(2, n_display, idx+1) cTBOproe aBopsiaAKOBUM HaOip rpadikis, Ae
KOXKHE 300pa)KeHHS PO3TAIIOBYETHCS Yy CBOTH KOMIPIIi.

BiakmrouaroTbes mianmucu ocelt (xticks, yticks) juist 3pydHOro neperisay.

fig.sp.imshow(samples[idx, :].reshape((28, 28)), cmap='gray') BimoOpakae
300pakeHHs Y BIATIHKAX ciporo (cmap='gray").

4. BioOpakeHHs MITOK 13 KOJIbOPOBUM KOJYBaHHSM

fig.sp.title("{} ({})".format(digits[labels[idx].item()],
digs[preds[idx].item()]),
color=("green" if labels[idx].item()==preds[idx].item() else "red"))

BuBoauthcs 3aronoBok rpadika, SKW MOKa3ye MpaBUILHUM Kiac mudpu
(;1iBopyu) 1 mependayeHut kiac (y Ay>KKax mpaBopyy).

Axmo nependbauenHss BipHe (labels[idx] == preds[idx]), wmiTka
BIJIOOpaKAETHCS 3€JICHUM.

ko nependavyeHHs HEBIPHE, MITKa BIJIOOPAXKAETHCS YEPBOHUM.

5. BinoOGpakeHHsl pe3ysbTaTiB

fig.show()

[Ticnst  3aBepiieHHST [HMKIY BigoOpaxaroTbecsi BCl  300paKeHHS 13
BIIITOBIIHUMH MITKaMH.

6. Buximk QyHKIIT 17151 Bizyasizailii 40 1 Micis aTaku

show_digits(attack ds.X][0, :], clf.predict(attack_ds.X[O, :]), attack ds.Y[O,
], digits)

show_digits(eva_adv_ds.X|O, 1, clf.predict(eva_adv_ds.X]0, D,
eva_adv_ds.Y]O, :], digits)

[Tepuuit Bukauk show digits()

— BinoOpaxae opurinanbHi 3pas3ku (attack ds.X][0, :]).

— Tlepen6auae kinacu Heripomepexero (clf.predict(attack ds.X[O0, :])).

— TlopiBHroe ix 13 icTuHHUME MiTKam# (attack ds.Y[O, :]).

Hpyruit Bukiuk show digits()

— BimoOpaxae arakoBani 3pasku (eva_adv_ds.X]O0, :]).

— IlepeBipsie, sk Helipomepexka KiIacu(iKye 3MarajbHl MPUKIAIAH
(clf.predict(eva_adv_ds.X|0, :])).

Aximo artaka yxujieHHs Oyjia yCHINIHOWO, KiacugikaTop 3poOuTh Oiblie
MOMIJIOK Ha aTaKOBaHWX 3pa3kax, 10 OyJe TOKa3aHO YEPBOHUMHU MITKAMH Y
Bizyauizanii (puc. 5.2).
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1(1)

Puc. 5.2. PesynpraTn xnacudikarrii

BukopuctoBytoun meron PGD-LS, araka 3miHIO€ mikcemni 300pakeHb Tak,
10 HEHPOHHA MepeXka MOYMHAE TTOMIJIKOBO KJIaCH(PIKyBaTH iX, HE3Ba)KalOUU Ha Te,
10 JUIS JIFOJUHU 3MIHU MalyKe HEMOMITHI.

Bizyauizariiis 103B0JIsIE OLIHUTH €(DEKTUBHICTh aTaKU:

— Skmo micns aTakk OUIBIIICTh TepeAdadyeHb CTald HENpaBUJIBHUMU
(4epBOH1 MITKH), TO HEMpOMEpeKa Bpa3siuBa JI0 aTaK yXUJICHHS.

— Slkmo Mojens Bee 1ie MpaBUiIbHO Kilacudikye 1udpu, To BOHA CTiKa 10
aTax.

[leit migxiyg gomomarae aHali3yBaTh Oe€3MeKy MoJeell MalluHHOTO
HABYaHHS Ta TECTYBATH PI3HI METOJIM 3aXUCTY BiJ 3MarajJbHUX aTak.

3AT'AJIBHE 3ABJIAHHS 1151 BUKOHAHHSA

1. CrtBopuTH apxiTeKTypy 3ropTkoBoi HeWpoHHOi Mepexi (CNN) s
knacudikarii mudp MNIST.
a. HamamyBatu yHKIIIIO BTpAT Ta ONTUMI3ATOP.
b. BukoHatu TpeHyBaHHS MEPEXKi Ta OLIHUTH il TOUYHICTh HA TECTOBOMY
Ha0opi.
2. Peamizariis aTaku yXwieHHs
a. Buxkopucratu 3maraneHuii meton PGD  (Projected Gradient
Descent) m1st CTBOpEHHS 3MarajibHUX MPUKIIAIIB.
b. BctaHoBHTH nTapaMeTpH aTakH:
. Tun nepryp0arii (Lo abo L2).
d. MakcumalibHul piBeHb 3MiH (& = 0.3).
e. KimbkicTs iTepariit araku (50 iTepairiif).
f. lenepyBatn 3MmarajbHi 3pa3K, JOJAOYM MaJud IIyM [0
300pakeHb.
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3. Orminka eeKTUBHOCTI aTaKH
a. [lepeBipuTH TOUHICTH HEHPOHHOT MEPEXI IO Ta MICH aATaKH.
b. Bizyaii3yBatu opuriHajibHI Ta aTaKOBaHI 3pa3KH.
C. [IpoananizyBatn, sK 3MiHa TMIKCENIB BIUIMBAE HA PIMIEHHSA
HEHWPOHHOT Mepexi.
4. BinmoBicTH HAa KOHTPOJBHI 3alMHWTaHHS Ta TMIATOTYBaTH 3BIT, SKHMA
MICTHUTB:
a. Onrc HaBueHoi HeHpoHHOT Mepexi s kinacudikarii MNIST.
b. Onuc 3maraJibHUX TPUKIAAIB, SKI 3MYIIYIOTh Ki1acu(pikatop
MTOMUJTSITHCS.
C. OuiHKM TOYHOCTI Ki1acudikallii 10 Ta micjs aTaku.
d. Bizyamizariito pe3y/nbTaTiB aTaku YXUJICHHS.

KOHTPOJIBHI IIMTAHHA

1. o Take araka yxuieHHs (Evasion Attack) 1 sk BoHa BIUIMBaE Ha
HEUPOHHI Mepexi?

2. SIxi ocobmuBocTi Habopy ganux MNIST poOnsTh HOro MOMyJIsIpHUM IS
TE€CTYBAHHS MOJENEN MAIIMHHOIO HABYAHHSA?

3. YoMy HeHpOHHI MEpEeXKi € Bpa3JIMBUMU J0 aTaK yXUJICHHS?

4. 1llo Take 3maranbHl mpukiaau (adversarial examples) 1 sk BOHU
TE€HEPYIOTHCS?

5. SIki MeToaM aTtak YXWJIEHHS BUKOPUCTOBYIOThCS Haivactime? [losicHITh
npuniun 1ii FGSM 1 PGD.

6. SIxa ponb rpagienTa GyHKIIIT BTpaT y reHepaiii 3MaraJbHIX TPUKIaiB?

7. SIx 3MiHIOETHCS TIepeadaueHHs Kiacudikaropa micis 3aCTOCYBaHHS aTaKu
YXWICHHS?

8. SIki cTpaTerii MOYKHA 3aCTOCYBATH JIUIS MiABUIIECHHS CTIMKOCTI HEHPOHHUX
MEpEXK 0 aTaK yXHUICHHS?

9. SIx anBecapiaibHe HaBYaHHS MOKE JONOMOITH y OOpoTbOl 3 arakamu
YXHUJICHHS?

10. SIxi peanbHi 3arpo3d MOXXYTh BHHUKHYTH BHACJIJOK YCIIIIHUX aTak
YXUJICHHS HAa HEHPOHHI MEepEeXi B KPUTUYHUX CUCTEMAX?
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