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Вступ

Навчальний посiбник написаний на основi курсу лекцiй «Дослi-
дження операцiй» та «Математичнi методи дослiдження операцiй»,
якi читаються здобувачам першого (бакалаврського) рiвня вищої освi-
ти спецiальностей 111 Математика, 113 Прикладна математика, 122
Комп’ютернi науки, 126 Iнформацiйнi системи та технологiї факуль-
тету математики, фiзики та iнформацiйних технологiй Одеського на-
цiонального унiверситету iменi I. I. Мечникова.

Враховуючи, що засвоєння курсу дослiдження операцiй є важли-
вою складовою частиною вищої освiти, у навчальному посiбнику го-
ловна увага придiлена питанням практичного використання основних
методiв дослiдження операцiй з детальним описом алгоритмiв та на-
веденням прикладiв. Завданням посiбника є представлення методiв як
iнструмента дослiдження операцiй, що надало можливiсть уникнути
розгляду обґрунтування складних теоретичних питань. Особлива ува-
га придiлена практичним розрахункам.

Потреби практики викликали до життя спецiальнi науковi методи,
якi заведено поєднувати пiд загальною назвою «Дослiдження опера-
цiй». Пiд дослiдженням операцiй розумiють застосування математи-
чних, кiлькiсних методiв для обґрунтування рiшень у всiх сферах цiле-
спрямованої людської дiяльностi. Дослiдження операцiй – прикладна
математична дисциплiна, яка займається розробкою та застосуванням
методiв знаходження оптимальних рiшень щодо управлiння операцiя-
ми у складних системах. Дослiдження операцiй є однiєю з основних
дисциплiн, необхiдних для пiдготовки фахiвцiв.

Навчальний посiбник мiстить викладення основних питань дослi-
дження операцiй. Розглянути методики постоптимального аналiзу за
допомогою симплекс методу та аналiзу моделi на чутливiсть, за допо-
могою теорiї двоїстости, розкритi питання параметричного лiнiйного
програмування. Розглядаються класичнi задачi дослiдження операцiй
такi, як транспортна задача, задача про призначення, задача комiво-
яжера. Представленi моделi цiлочисельного програмування та моде-
лi управлiння запасами, деякi задачi систем масового обслуговування,
методи iмiтацiйного моделювання. Теоретичний матерiал супроводжу-
ється прикладами розв’язання задач, також кожний роздiл посiбника
мiстить задачi для самостiйного розв’язування.
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Тема 1. Методика проведення дослiдження
операцiй

Сподiваємося, що пiсля ознайомлення з цим матерiалом, студент
буде бiльш пiдготовленим до практичного виконання дослiдження опе-
рацiй i буде мати бiльше шансiв успiшно його завершити.

З одного боку, задача дослiдження операцiй достатньо проста,
оскiльки легко перерахувати етапи процесу проведення таких дослi-
джень, якi мало чим вiдрiзняються вiд тих, що властивi усiм науковим
дослiдженням.

З iншого боку, питання, що розглядаються тут, є достатньо скла-
дними. У дiйсностi задача полягає в тому, щоб допомогти у реалiзацiї
етапiв, необхiдних для проведення дослiдження операцiй. Iнакше, тру-
днощi полягають не в iдентифiкацiї окремих етапiв, а в тому, щоб допо-
могти фахiвцю розробити для кожного етапу схему дiй, що найкраще
вiдповiдає поставленим задачам. Тому основна увага тут придiляється
не стiльки опису етапiв дослiдження операцiй, скiльки питанням їх
практичного виконання. Таким чином, увага сконцентрується на тому
«як робити», а не «що робити».

Чому звертаємо увагу на методи проведення дослiдження опера-
цiй?

Перш за все, використання правильної методики гарантує, що ви-
конавець не зробить помилки, яку статистики могли б вiднести до «по-
милки третього роду», тобто вiн не буде шукати розв’язок неправиль-
но поставленої задачi. Грамотне проведення дослiдження операцiй ви-
ключає також i можливiсть неправильного розв’язку правильно сфор-
мульованої задачi. Якщо дослiдницька група керувалася правильною
методикою, то розробленi моделi адекватнi розглянутiй проблемi i при-
пустимi з точки зору реалiзацiї обчилювального процесу, виконуються
обмеження на видiленi кошти i термiни виконання роботи, а впрова-
дження результатiв дослiдження операцiй вiдбувається квалiфiковано
й ефективно.

Слiд зауважити, що методика i керiвнi принципи дослiдження опе-
рацiй, що розглядаються тут не є унiверсальними.

Кожне дослiдження має свої особливостi i вимагає вiд виконавця
iнтуiцiї, iнiцiативи, щоб правильно визначити цiль проекта i досягти
успiху у її досягненнi.
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Основнi етапи, характернi для дослiдження операцiй:

1) визначення цiлей;

2) складання плану розробки проекта;

3) формулювання проблеми;

4) побудова моделi;

5) розробка обчилювального методу;

6) розробка технiчного завдання та програмування, програмування i
налагоджування програми;

7) збiр даних;

8) перевiрка моделi;

9) реалiзацiя результатiв.

1.1 Визначення цiлей
Першочергова мета будь-якого дослiдження операцiй полягає в то-

му, щоб з’ясувати, що хоче отримати у результатi його проведення
керiвник або користувач. Iншими словами, необхiдно визначити, якi
очiкуванi результати завершення проекта.

Мету дослiдження необхiдно формулювати, виходячи з сутi рiшень,
на отримання яких орiєнтована дана робота. Фахiвцю з дослiдження
операцiй необхiдно особливо потурбуватись про те, щоб формулюва-
ння мети роботи не було досить вузьким. Не слiд ставити i досить
широку мету. Дослiдник повинен чiтко уявляти, яка повинна бути у
нього лiнiя поведiнки, щоб пiсля серiї обговорень з адмiнiстрацiєю були
виявленi її дiйснi проблеми. У зв’язку з цим дослiднику можна дати
такi п’ять порад:

1) вiн повинен не тiльки слухати, але i чути, що йому говорять. Оче-
виднiсть сказаного поступається тiльки частотi, з якою цiй порадi
не наслiдують на практицi;

2) вiн повинен поставити себе на мiсце керiвника i подивитись на про-
блему його очима. Iншими словами, дослiднику необхiдно з’ясувати
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задачi, якi були поставленi перед керiвником, обмеження i полiти-
чнi обставини, що впливають на його поведiнку, суперечливi цiлi,
мiж якими вiн намагається знайти компромiс. Наскiльки це мо-
жливо, дослiдник повинен знати особливi якостi керiвника, його
нахили i упередження;

3) дослiдник повинен також знати органiзацiю, яка буде мати вплив
на його дiяльнiсть. Йому необхiдно ретельно ознайомитись з iсну-
ючою iєрархiєю управлiння, функцiями рiзних груп, попереднiми
дослiдженнями вiдповiдних питань i т. д.;

4) вiн повинен стримуватися вiд висловлювання своєї упередженної
думки i намагання втиснути її у рамки своїх попереднiх уявлень
задля того, щоб використати бажаний для себе пiдхiд до її роз-
в’язку;

5) дуже важливо, щоб твердження i зауваження керiвника не зали-
шалися неперевiренними. Досить часто дослiдник сидить i з поваги
тiльки пасивно слухає керiвника. Дослiдник повинен запитувати i
перевiряти. Чому це говорите? Що ви пiд цим розумiєте? Коли ви
це хочете зробити? Подiбнi питання дослiдник повинен задавати
весь час.

Крiм того, необхiдно передбачити, як цi цiлi можуть з часом змi-
нитися, або дослiдження могли б зацiкавить керiвникiв iншого рiвня.

1.2 Складання плану розробки проекту
Дослiдження операцiй у багатьох вiдношеннях є творчий процес.

Тому може виникнути питання: «Як можна планувати таку роботу?»
Вiдповiдь буде така: «Пiд плануванням розумiємо не вибiр методу ви-
конання тих чи iнших робiт, а встановлення часових координат, вiдпо-
вiдних строкам завершення певних видiв роботи». Встановлення стро-
кiв виконання промiжних етапiв стимулює творчу активнiсть i сприяє
своєчасному закiнченню вiдповiдних робiт.

Порушення графiку робiт створює додатковi складнощi. Керiвники
досить часто зацiкавленi в тому, щоб робота була виконана у стислi
термiни. Якщо проведення дослiдження затягується, то проблема або
її розумiння керiвником змiнюється. У результатi дослiдник розв’язує
не ту задачу, яка потрiбна на данний момент.
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Етапи проекта досить часто деталiзуються до рiвня окремих зав-
дань.

Роздiлення всього дослiдження на окремi послiдовнi етапи — кра-
щий спосiб оцiнки необхiдних фiнансових, людських i часових ресурсiв
ще до початку робiт над проектом.

Також необхiдно встановити межi строкiв для виконання промi-
жних етапiв. Слiд звернути увагу на видiлення ресурсiв для аналiзу
даних, що збираються в процесi дослiдження.

1.3 Формулювання проблеми
Цей етап включає додатковi обговорення з керiвником, що призво-

дить до першого контакту з штабом або лiнiйним персоналом, а також
вимагає збору даних, що дають зрозумiти такi моменти:

• у чому суть проблеми;

• що було у минулому;

• чого чекати у майбутньому;

• який характер спiввiдношень мiж змiнними задачi.

На основi отриманих результатiв формується загальна схема побу-
дови моделi для вивчення проблеми i визначається напрямок подаль-
шої роботи.

Перше питання при формуваннi проблеми — це чи можливо пред-
ставити всю проблему у виглядi окремих, бiльш часткових пiдпроблем,
для того, щоб паралельно чи послiдовно дослiдити їх незалежно одну
вiд одної.

Дослiднику слiд дотримуватися наступної схеми
дослiдження:

1. Почати з розгляду центральної задачi дослiдження.

2. З’ясувати, якi вхiднi та вихiднi данi необхiднi для формування
моделi центральної задачi. Це допоможе визначити пiдмоделi, роз-
робка яких може знадобитися у подальшому.

3. Встановити, чи iснують способи отримання необхiдної вхiдної iн-
формацiї або використання результуючої вихiдної iнформацiї. Якщо
вони є, то необхiдно їх використати. Iнакше, необхiдно визначити
допомiжнi моделi.

10



4. З’ясувати, що необхiдно розробити для кожної з допомiжних моде-
лей: швидкий i грубий спосiб розрахунку або новi методи ручних
розрахункiв.

Далi наведено перелик контрольних питань, якi допоможуть в
успiшному функцiонуваннi моделi:

• Чи передбаченi способи для неперервного коригування вхiдної iн-
формацiї моделi?

• Чи достатньо документацiї для забезпечення iнших дiй для полi-
пшення моделi?

• Зможе модель функцiонувати у рамках традицiйних методiв управ-
лiння фiрмою?

• Чи можна простим способом модифiкувати структуру моделi, якщо
вiдбулися змiни дiяльностi органiзацiї?

• Чи проведено необхiдний аналiз можливих способiв використання
моделi для отримання iнформацiї про її слабкi мiсця i помилки?

Процес побудови моделi вимагає вирiшення наступних
питань:

1. Визначення змiнних задачi, їх кiлькiсть.

2. Визначення змiнних, якi можуть змiнюватися керiвним органом.

3. Далi необхiдно визначити некерованi змiннi.

4. Визначення технологiчних параметрiв є четвертим питанням, яке
необхiдно з’ясувати на стадiї формулювання проблеми. Технологiя
описується сукупнiстю констант, якi визначають граничнi значен-
ня змiнних i спiввiдношень мiж ними.

5. Визначення показникiв ефективностi. Вони є основою для оцiн-
ки конкретних рiшень розглянутої проблеми. У бiльшостi випад-
кiв використовується декiлька показникiв ефективностi. Найбiльш
важливi з них необхiдно виявити на стадiї визначення цiлей дослi-
дження.
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1.4 Побудова моделi
Четвертий етап пов’язаний з розробкою моделi. Модель виражає

взаємозалежнiсть мiж керованими змiнними i некерованими змiнними,
технологiчними параметрами i показниками ефективностi.

Iснує декiлька рiзних типiв спiввiдношень, що формують
модель:

1. Спiввiдношення, що витiкають з означень.
Це аналiтичнi вирази фiзичних законiв або загальноприйнятих
правил дiяльностi об’єктiв.

2. Емпiричнi спiввiдношення.
Вони також характеризують взаємозв’язки мiж двома або бiльшою
кiлькiстю змiнних. Вони виводяться на основi вивчених даних за
попереднiй перiод, аналiзу технiчних аспектiв, експериментальних
даних, правових розпоряджень.

3. Нормативнi спiввiдношення.
Цi спiввiдношення встановлюють, якi змiннi повиннi бути пов’язанi
мiж собою, а не те, як вони були пов’язанi у минулому. Цi спiв-
вiдношення можуть бути результатом тих вимог, якi пред’являє
керуючий орган до якостi функцiонування системи.

1.5 Розробка обчислювального методу
Для розробки обчислювального методу необхiдно виявити такi мо-

менти:

• Чи необхiдно використовувати iмiтацiйне моделювання, чи якийсь
з методiв оптимiзацiї?

• Повинна модель враховувати, що деякi змiннi є випадковими ве-
личинами, чи використати детермiнований пiдхiд?

• Необхiдно враховувати нелiнiйнiсть деяких спiввiдношень, чи обме-
житись лiнiйною апроксимацiєю?

• Використовувати iснуючi методи, чи розробити новий метод?

Ще зазначимо питання вибору одного з двох варiантiв:

• знайти оптимальний розв’язок спрощенної задачi;
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• знайти наближенний розв’язок точно сформульованої задачi.

Практичний досвiд дає перевагу другому варiанту. Це пов’язано
з тим, що iнакше важко бути впевненому в правильностi отриманих
результатiв через можливi помилки при побудовi моделi.

1.6 Розробка технiчного завдання на програмуван-
ня. Програмування i налагоджування

Процес розробки програми у багатьох випадках затягується, що
затримує успiшне виконання робiт. Детальна розробка технiчного зав-
дання забезпечує якiсне документальне оформлення програми, в на-
слiдок чого дослiдження стає бiльш орiєнтоване на користувача i за-
довольняє його потреби.

Слiд звернути увагу на те, що вхiднi i вихiднi форми повиннi бути
орiєнтованi на користувача.

Взагалi проекти по дослiдженню операцiй не вимагають розробки
машинних програм, а використовують уже розробленi. А якщо i треба
розробити програму, то вона виконується iншими пiдроздiлами.

1.7 Збiр даних
На цьому етапi здiйснюється збiр i аналiз даних, необхiдних для пе-

ревiрки правильностi моделi i практичного використання результатiв
дослiдження операцiй. На попереднiх етапах збiр даних мав за мету
здiйснити правильне формулювання проблеми при побудовi моделi. На
практицi цей етап виконується з зайвим зусиллям. При розробцi будь-
якого проекту з’ясовується, що до одних вхiдних параметрiв модель
дуже чутлива, а до iнших — нi. Тому спочатку можна використовува-
ти «округленi» данi. Потiм, використовуючи модель, можна з’ясувати:
до яких вхiдних параметрiв модель дуже чутлива, а до яких — нi. Далi
уже провести роботу по уточнюванi моделi.

1.8 Перевiрка моделi
Важливiсть цього етапу важко переоцiнити. Вiн включає двi фази:

визначення способiв перевiрки моделi i здiйснення цiєї перевiрки. На
першiй фазi обираються аналiтичнi i експериментальнi методи для пе-
ревiрки несуперечливостi, чутливостi, реалiстичностi i працездатностi.
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Для здiйснення перевiрки моделi необхiднi данi, що зiбранi на попере-
дньому етапi. Результати такої роботи нерiдко приводять до необхi-
дностi перебудови моделi i складання нових програм.

1. Несуперечливiсть.
Чи дає модель результати. що не суперечать логiцi при варiацiї
величин важливих параметрiв, особливо у тих випадках, коли їх
значення близькi до екстремальних? Щоб вiдповiсти на це пита-
ння, необхiдно проаналiзувати характер реакцiї моделi на змiну
вiдповiдних вхiдних параметрiв.

2. Чутливiсть.
Чи вiдповiдають вiдноснi змiни вихiдних змiнних моделi невели-
ким змiнам їх параметрiв?

3. Реалiстичнiсть.
Вiдповiдає модель тим частковим випадкам, для яких уже є фа-
ктичнi данi?

4. Працездатнiсть.
Чи легко отримати розв’язок за допомогою нашої моделi? Якщо
вона повинна використовуватись у процесi виробки рiшень, якi бу-
дуть використовувати пiдроздiли, то необхiдно, щоб розрахунки
можна було виконати у межах, що встановленi для пiдготовки вiд-
повiдних рiшень. Крiм того, трудовi витрати i ресурси, необхiднi
для експлуатацiї моделi, повиннi вмiщуватися в лiмiти машинного
часу i фонду зарплатнi.

1.9 Реалiзацiя результатiв дослiдження операцiй
Досить часто пiсля розробки i перевiрки моделi фахiвець з дослi-

дження операцiй вважає свою роботу завершеною. Але це неправиль-
но. У дiйсностi багато труднощiв виникає на кiнцевому етапi розробки
проекту, пов’язаним з реалiзацiєю отриманих результатiв. Ефектив-
нiсть операцiйного проекту в цiлому iстотно залежить вiд того, в якiй
мiрi вдалося забезпечити при його розробцi спiвробiтництво керiвникiв
рiзних рiвнiв управлiння, що вiдповiдають за вирiшення нашої про-
блеми або виконання функцiй, що мають до неї якесь вiдношення.
Проблеми, з якими зустрiчаються в процесi дослiдження викликанi не
важливими причинами, а лише вiдсутнiстю розумiння i небажанням
змiн.
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Такi проблеми можна перебороти тiльки у тому випадку, якщо роз-
робник витратить необхiдний для нього час i проявить вiдповiдну на-
полегливiсть. Для успiшної реалiзацiї проекту необхiдно скласти мате-
рiали для ознайомлення керiвного персоналу з принципами функцiо-
нування нової системи, пiдготовка i проведення вiдповiдних семiнарiв,
i демонстрацiя результатiв дослiдження на практичних прикладах. Хо-
ча до моменту завершення проекту багато керiвникiв уже ознайомленi
зi всiма моделями i розробленими системами, але все-таки важливо ще
раз впевнитись у тому, що їх уявлення достатньо грунтовнi i є потрiбнi
матерiали для навчання iнших спiвробiтникiв.

1.10 Запитання для самоконтролю
1. Розкрийте поняття «Дослiдження операцiй».

2. Назвiть основнi задачi дослiдження операцiй.

3. Перелiчiть головнi етапи Наведiть характеристику основних етапiв
операцiйного дослiдження.

4. Назвiть основнi методи дослiдження операцiй.

5. Вирiшення яких питань вимагає процес побудови моделi.

6. Назвiть основнi типи спiввiдношень що формують модель.

7. Назвiть ознаки, за якими класифiкують математичнi моделi.

8. Що необхiдно знати для постановки задачi дослiдження операцiй?

1.11 Завдання для самостiйної роботи
Зробити огляд лiтератури за цiєю темою, написати реферат.
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Тема 2. Симплекс-метод i аналiз на
чутливiсть

Заключна симплекс-таблиця вмiщує в себе досить важливi данi.
Iз симплекс-таблицi або безпосередньо, або за допомогою додаткових
обчислень можна отримати iнформацiю вiдносно:

• оптимального розв’язку;

• статуса ресурсiв;

• цiннiстi кожного ресурсу;

• чутливостi оптимального розв’язку до змiни запасiв, варiацiям ко-
ефiцiєнтiв цiльової функцiї i iнтенсивностi споживання ресурсiв.

Вiдомостi про першi три пункти можна отримати безпосередньо зi
симплекс-таблицi для оптимального розв’язку. Отримання iнформацiї
для останнього пункту вимагає додаткових обчислень.

2.1 Оптимальний розв’язок
Для iлюстрацiї можливостей отримання вказаної вище iнформацiї

iз заключної симплекс-таблицi скористаємося такою задачею про ви-
робництво фарб.

Задача про фарби. Фабрика виготовляє два види фарб: для зов-
нiшнiх (1) i внутрiшнiх (2) робiт. Продукцiя обох видiв йде у оптовий
продаж. Для виробництва фарб використовуються два види продукта
𝐴 i 𝐵. Максимально можливi добовi запаси цих продуктiв складають
6 i 8 т. вiдповiдно. Витрати 𝐴 i 𝐵 на 1 т вiдповiдних фарб представленi
у таблицi:

Початковий Витрати початкових продуктiв Максимально
продукт на тонну фарби можливий

фарба 1 фарба 2 запас (т.)
𝐴 1 2 6
𝐵 2 1 8

Вивчення ринку збуту показало, що добовий попит на фарбу 2 нi-
коли не перевищує попит на фарбу 1 бiльш, нiж на 1 т. Крiм того,
встановлено, що попит на фарбу 2 нiколи не перевищує 2 т. на добу.
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Оптовi цiни однiєї тони фарби дорiвнюють: 3 тис. грн для фарби 1
та 2 тис. грн для фарби 2.

Яку кiлькiсть фарб кожного виду необхiдно виробляти фабрицi,
щоб прибуток вiд реалiзацiї продукцiї був максимальним?

Математичну модель можна записати таким чином: визначити до-
бовi об’єми виробництва (𝑥1 i 𝑥2) фарб 1 i 2, при яких досягається
максимум функцiї

𝑧 = 3𝑥1 + 2𝑥2,

при обмеженнях
𝑥1 + 2𝑥2 ⩽ 6,

2𝑥1 + 𝑥2 ⩽ 8,

−𝑥1 + 𝑥2 ⩽ 1,

𝑥2 ⩽ 2,

𝑥1 ⩾ 0, 𝑥2 ⩾ 0.

У стандартнiй формi ця модель має вигляд:

max 𝑧 = 3𝑥1 + 2𝑥2,

𝑥1 + 2𝑥2 + 𝑠1 = 6,

2𝑥1 + 𝑥2 + 𝑠2 = 8,

−𝑥1 + 𝑥2 + 𝑠3 = 1,

𝑥2 + 𝑠4 = 2,

𝑥𝑖 ⩾ 0, 𝑖 = 1, 2, 𝑠𝑗 ⩾ 0, 𝑗 = 1, 2, 3, 4.

Розглянемо оптимальну симплекс таблицю цiєї моделi:

Базиснi змiннi 𝑥1 𝑥2 𝑠1 𝑠2 𝑠3 𝑠4 Розв’язок

𝑧 0 0
1

3

4

3
0 0

38

3

𝑥2 0 1
2

3
−1

3
0 0

4

3

𝑥1 1 0 −1

3

2

3
0 0

10

3

𝑠3 0 0 −1 1 1 0 3

𝑠4 0 0 −2

3

1

3
0 1

2

3
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У першу чергу нас цiкавлять об’єми виробництва фарб, тобто зна-
чення 𝑥1 i 𝑥2. Використовуючи данi оптимальної симплекс-таблицi
основнi результати можна представити таким чином:

Змiннi Оптимальнi Розв’язок
значення

𝑥1
10

3
Об’єм виробництва фарби 1 =

10

3
т./добу

𝑥2
4

3
Об’єм виробництва фарби 2 =

4

3
т./добу

𝑧
38

3
Прибуток вiд реал. прод.

38

3
тис. грн./добу

2.2 Статус ресурсiв
Ресурси вiдносяться до дефiцитних або недефiцитних у залежностi

вiд того, повне чи часткове їх використання передбачає оптимальний
розв’язок задачi. Цiль полягає в тому, щоб отримати вiдповiдну iнфор-
мацiю безпосередньо iз симплекс-таблицi для оптимального розв’язку.

Зауваження 2.1. Кажучи про ресурси, що фiгурують в задачi ЛП,
ми маємо на увазi, що встановленi деякi максимальнi межi їх запасiв,
тому у вiдповiдних початкових обмеженнях повинен використовува-
тися знак ⩽. Отже, обмеження зi знаком ⩾ не можуть розглядатися
як обмеження на ресурси. Швидше обмеження такого типу вiдобража-
ють ту обставину, що розв’язок повинен задовольняти певним вимо-
гам, наприклад, забезпеченню мiнiмального попиту або мiнiмальних
вiдхилень вiд встановлених структурних характеристик виробництва
(збуту).

З цього зауваження випливає, що статус ресурсiв для довiльної
моделi ЛП можна встановити безпосередньо з заключної симплекс-
таблицi, звертаючи увагу на значення залишкових змiнних. Для нашої
задачi маємо такi результати:
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Ресурс Залишковi Статус

змiннi ресурса

Початковий продукт А 𝑠1 = 0 дефiцитний

Початковий продукт В 𝑠2 = 0 дефiцитний

Перевищення об’єма виробництва 𝑠3 = 3 недефiцитний

фарби 2 по вiдношенню до

фарби 1

Попит на фарбу 2 𝑠4 = 2/3 недефiцитний

Додатне значення залишкової змiнної вказує на неповне використа-
ння вiдповiдного ресурсу, тобто даний ресурс є недефiцитним. Якщо
ж залишкова змiнна дорiвнює нулевi, то це свiдчить, що ресурс є де-
фiцитним. З таблицi видно, що ресурси 3 i 4, що пов’язанi з можливо-
стями збуту продукцiї, є недефiцитними. Тому збiльшення їх запасiв
понад встановленого максимального значення приведе тiльки до то-
го, що вони стануть ще бiльш недефiцитними. Оптимальний розв’язок
задачi при цьому залишається незмiнним.

Ресурси, збiльшення запасiв яких дозволяє покращити розв’язок
(збiльшити прибуток), — це початковi продукти А i В, оскiльки з сим-
плекс-таблицi для оптимального розв’язку видно, що вони дефiцитнi.

У зв’язку з цим логiчно поставити питання: якому з дефiцитних
ресурсiв вiддати перевагу при вкладеннi додаткових коштiв на збiль-
шення їх запасiв, з тим щоб отримати максимальну вiддачу? Вiдповiдь
на це питання буде у слiдуючому пунктi.

2.3 Цiннiсть ресурсу
Цiннiсть ресурсу характеризується величиною покращення опти-

мального значення 𝑧, що приходиться на одиницю приросту об’єма
даного ресурсу.

Позначимо цiннiсть додаткової одиницi ресурсу 𝑖 через 𝑦𝑖. Покаже-
мо, яким чином можна визначити 𝑦𝑖 безпосередньо з симплекс-таблицi
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для оптимального розв’язку. Розглянемо 𝑧-рiвняння симплекс-таблицi
для оптимального розв’язку задачi про виробництво фарб

𝑧 =
38

3
−
(︂
1

3
· 𝑠1 +

4

3
· 𝑠2 + 0 · 𝑠3 + 0 · 𝑠4

)︂
.

Додатнiй прирiст змiнної 𝑠1 вiдносно її поточного нульового значе-
ння призводить до пропорцiйного зменшення 𝑧 i коефiцiєнт пропорцiй-

ностi дорiвнює
1

3
тис. грн. за тону. Але, як видно з першого обмеження

моделi,
𝑥1 + 2𝑥2 + 𝑠1 = 6,

збiльшення 𝑠1 призводить до зниження запасу ресурсу 1 (продукту
А). Звiдси отримаємо, що зменшення запаса ресурсу 1 викликає про-
порцiйне зменшення цiльової функцiї з тим же коефiцiєнтом пропор-

цiйностi, рiвним
1

3
тис. грн. за тонну. Так як ми оперуємо з лiнiйни-

ми функцiями, отриманий висновок можна узагальнити, вважаючи,
що збiльшення запасу ресурса 1 (еквiвалентне надлишкової змiнної
𝑠1 < 0) призводить до пропорцiйного збiльшення 𝑧 з тим же коефiцi-

єнтом пропорцiйностi, рiвним
1

3
тис. грн. за тонну. Аналогiчнi мiрку-

вання справедливi i для ресурсу 2. Таким чином, 𝑦2 =
4

3
тис. грн. за

тонну.
Вiдносно ресурсiв 3 i 4 отримаємо, що їх цiннiсть дорiвнює нулевi

(𝑦3 = 𝑦4 = 0). Це i мали очiкувати, так як ресурси 3 i 4 є недефiцитни-
ми. Такий результат отримуємо завжди, якщо вiдповiднi залишковi
змiннi мають додатне значення.

Отриманi результати свiдчать про те, що додатковi вкладення в
першу чергу необхiдно робити на збiльшення ресурсу 2 (продукту В),
так як 𝑦2 = max{𝑦1, 𝑦2} i тiльки потiм на збiльшення ресурсу 1 (про-
дукт А). Вiдносно недефiцитних ресурсiв, то їх об’єм збiльшувати не
потрiбно.

Зауваження 2.2. Не дивлячись на те, що цiннiсть рiзних ресурсiв,
що визначається значеннями змiнних 𝑦𝑖, була представлена у вартiсно-
му (тис. грн.) виразi, її не можна ототожнювати з дiйсними цiнами, по
яким можна закуповувати вiдповiднi ресурси. Дiйсно, мова йде про де-
яку мiру, що має економiчну природу i кiлькiсно характеризує цiннiсть
ресурсу тiльки вiдносно отриманого оптимального значення цiльової
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функцiї. При змiнi обмежень моделi вiдповiднi економiчнi оцiнки бу-
дуть змiнюватися навiть тодi, коли оптимiзацiйний процес передба-
чає застосування тих же ресурсiв. Тому при характеристицi цiнностi
ресурсу економiсти дають перевагу такому термiну, як тiньова цiна,
скрита цiна, або бiльш спецiальний термiн — двоїста оцiнка.

Тiньова цiна (цiннiсть ресурсу) характеризує iнтенсивнiсть покра-
щення оптимального значення 𝑧. При цьому не фiксується iнтервал
значень збiльшення запасiв ресурсу, при яких iнтенсивнiсть покращен-
ня цiльової функцiї залишається постiйною. Для бiльшостi практичних
ситуацiй логiчно вважати наявнiсть верхньої межi збiльшення запасiв,
при перебiльшеннi якої вiдповiдне обмеження стає надлишковим, що
у свою чергу призводить до нового базисного розв’язку i вiдповiдним
йому новим тiньовим цiнам. У слiдуючому пунктi визначається промi-
жок значень запасiв ресурсу, при яких вiдповiдне обмеження не стає
надлишковим.

2.4 Максимальна змiна запаса ресурсу
При розв’язаннi питання про те, запас якого iз ресурсiв необхi-

дно збiльшувати в першу чергу, звичайно використовуються тiньо-
вi цiни. Щоб визначити промiжок значень змiни запаса ресурсу, при
яких тiньова цiна даного ресурсу, що фiгурує в заключнiй симплекс-
таблицi, залишається незмiнною, необхiдно виконати ряд допомiжних
обчислень. Розглянемо спочатку вiдповiднi обчислювальнi процедури,
а потiм покажемо, як необхiдна iнформацiя може бути отримана з
симплекс-таблицi для оптимального розв’язку.

Нехай у задачi про фарби запас першого ресурсу змiнився на Δ1,
тобто запас продукту А складає 6 + Δ1 тонн. При додатнiй величи-
нi Δ1 запас цього ресурсу збiльшується, при вiд’ємнiй — зменшується.
Як правило, дослiджується ситуацiя, коли об’єм ресурсу збiльшується
(Δ1 > 0). Щоб отримати результат у загальному виглядi, розглянемо
обидва випадки. Як змiниться симплекс-таблиця при змiнi величини
запаса ресурсу на Δ1? Краще всього отримати вiдповiдь на це питан-
ня, якщо ввести Δ1 в праву частину першого обмеження початкової
симплекс-таблицi, а потiм виконати усi алгебраїчнi перетворення, що
вiдповiдають послiдовностi iтерацiй. Так як правi частини обмежень
нiколи не використовуються у якостi ведучих елементiв, то очевидно,
що на кожнiй iтерацiї Δ1 буде впливати тiльки на правi частини обме-
жень. Легко перевiрити, що результати, отриманi на вiдповiдних iте-
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рацiях при розв’язуваннi задачi, мають вигляд, що представлений в
таблицi:

Рiвняння
Значення елементiв правої частини

на вiдповiдних iтерацiях

Початок обчислень 1 2 (оптимум)

𝑧 0 12
38

3
+

1

3
·Δ1

1 6 + Δ1 2 + Δ1
4

3
+

2

3
·Δ1

2 8 4
10

3
− 1

3
·Δ1

3 1 5 3− 1 ·Δ1

4 2 2
2

3
− 2

3
·Δ1

Фактично всi змiни правих частин обмежень, обумовленi введен-
ням Δ1, можна визначити безпосередньо по даним, що знаходяться
в симплекс-таблицях. Перш за все вiдмiтимо, що на кожнiй iтерацiї
нова права частина кожного обмеження є сума двох величин: 1) по-
стiйної i 2) члена, що лiнiйно залежить вiд Δ1. Постiйнi вiдповiдають
числам, що фiгурують на вiдповiдних iтерацiях у правих частинах
обмежень симплекс-таблиць до введення Δ1. Коефiцiєнти при Δ1 у
других доданках дорiвнюють коефiцiєнтам при 𝑠1 на той же iтера-
цiї. Так, наприклад, на останнiй iтерацiї (оптимальний розв’язок) по-

стiйнi
(︂
38

3
,
4

3
,
10

3
, 3,

2

3

)︂
є числа, що фiгурують в правих частинах

обмежень оптимальної симплекс-таблицi до введення Δ1. Коефiцiєн-

ти
(︂
1

3
,
2

3
, −1

3
, −1, −2

3

)︂
дорiвнюють коефiцiєнтам при 𝑠1 в тiй же

симплекс-таблицi тому, що ця змiнна пов’язана тiльки з першим обме-
женням. Iншими словами, при аналiзi впливу змiни в правих частинах
другого, третього i четвертого обмежень потрiбно користуватися кое-
фiцiєнтами при змiнних 𝑠2, 𝑠3 i 𝑠4 вiдповiдно.

Якi висновки можна зробити з отриманих результатiв? Так як вве-
дення Δ1 впливає лише на праву частину симплекс-таблицi, то змi-
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на запаса ресурсу може вплинути тiльки на припустимiсть розв’язку.
Тому Δ1 не може приймати значення, при яких якась iз (базисних)
змiнних стане вiд’ємною. З цього отримаємо, що величина Δ1 повинна
бути обмежена таким промiжком значень, при яких виконується умова
невiд’ємностi правих частин обмежень в остаточнiй симплекс-таблицi,
тобто

𝑥2 =
4

3
+

2

3
Δ1 ⩾ 0, (2.1)

𝑥1 =
10

3
− 1

3
Δ1 ⩾ 0, (2.2)

𝑠3 = 3−Δ1 ⩾ 0, (2.3)

𝑠4 =
2

3
− 2

3
Δ1 ⩾ 0. (2.4)

Для визначення припустимого промiжку змiни Δ1 розглянемо два
випадки:

Випадок 1: Δ1 > 0. Спiввiдношення (2.1) завжди виконується при
Δ1 > 0. Спiввiдношення (2.2), (2.3), (2.4) визначають такi межовi зна-
чення Δ1 :

Δ1 ⩽ 10, Δ1 ⩽ 3 i Δ1 ⩽ 1.

Випадок 2: Δ1 < 0. Спiввiдношення (2.2), (2.3) i (2.4) завжди вико-
нуються при Δ1 < 0, тодi як спiввiдношення (2.1) справедливе тiльки
при Δ1 ⩾ −2.

Об’єднуючи результати обох випадкiв робимо висновок: що при
−2 ⩽ Δ1 ⩽ 1 розв’язок задачi завжди буде припустимим. Довiльне
значення, що виходить за межi вказаного промiжку (тобто зменшення
запасу продукта А бiльш нiж на 2 тони i збiльшення бiльш нiж на 1 то-
ну), приведе до неприпустимостi розв’язку i нової сукупностi базисних
змiнних.

Аналогiчно, змiнюючи запаси ресурсiв 2, 3 i 4 на Δ2, Δ3 i Δ4 вiд-
повiдно, знайдемо припустимi промiжки змiни Δ2, Δ3 i Δ4 :

−2 ⩽ Δ2 ⩽ 4,

−3 ⩽ Δ3 < +∞,

−2

3
⩽ Δ4 < +∞.

Отриманi результати справедливi тiльки тодi, якщо розглядається
змiна запаса тiльки одного з ресурсiв.
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2.5 Максимальна змiна коефiцiєнтiв питомого
прибутку (вартостi)

Поряд з визначенням припустимих змiн запасiв ресурсiв представ-
ляє iнтерес i встановлення промiжку припустимих змiн коефiцiєнтiв
питомого прибутку (або вартостi).

Покажемо, як цю iнформацiю можна отримати з даних, що знахо-
дяться в заключнiй симплекс-таблицi.

Необхiдно вiдмiтити, що рiвняння цiльової функцiї також нiколи
не використовується у якостi ведучого рiвняння. Тому довiльнi змiни
коефiцiєнтiв цiльової функцiї мають вплив тiльки на 𝑧-рiвняння ре-
зультуючої симплекс-таблицi. Це означає, що такi змiни можуть зро-
бити отриманий розв’язок неоптимальним. Наша мета полягає в то-
му, щоб знайти промiжки значень змiни коефiцiєнтiв цiльової функцiї
(роздивляючи кожний коефiцiєнт окремо), при яких оптимальне зна-
чення змiнних залишаються без змiн.

Щоб показати, як виконуються вiдповiднi обчислення, вважатиме-
мо, що питомий прибуток вiд виробничої дiяльностi, що асоцiюється
зi змiнною 𝑥1 змiнюється вiд 3 до 3 + 𝛿1, де 𝛿1 може бути як додатне,
так i вiд’ємне число. Цiльова функцiя в цьому випадку прийме такий
вигляд: 𝑧 = (3 + 𝛿1)𝑥1 + 2𝑥2.

Якщо скористатися даними початкової симплекс-таблицi i вико-
нати всi обчислення, необхiднi для отримання заключної симплекс-
таблицi, то останнє 𝑧-рiвняння матиме вигляд:

Базиснi змiннi 𝑥1 𝑥2 𝑠1 𝑠2 𝑠3 𝑠4 Розв’язок

𝑧 0 0
1

3
− 1

3
𝛿1

4

3
+

2

3
𝛿1 0 0

38

3
+

10

3
𝛿1

Коефiцiєнти при базисних змiнних 𝑥1 i 𝑥2 i залишкових змiнних 𝑠3, 𝑠4
залишаються рiвними нулевi. Цi рiвняння вiдрiзняються вiд 𝑧-рiвняння
до введення 𝛿1 тiльки наявнiстю членiв, що мають 𝛿1. Коефiцiєнти
при 𝛿1 дорiвнюють коефiцiєнтам при вiдповiдних змiнних в 𝑥1-рiвняннi
симплекс-таблицi для отриманого ранiше оптимального розв’язку:

Базиснi змiннi 𝑥1 𝑥2 𝑠1 𝑠2 𝑠3 𝑠4 Розв’язок

𝑥1 1 0 −1

3

2

3
0 0

10

3
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Ми розглядаємо 𝑥1-рiвняння, тому що коефiцiєнт при цiй змiннiй у
виразi для цiльової функцiї змiнився на 𝛿1. Оптимальнi значення змiн-
них будуть залишатися незмiнними при значеннях 𝛿1, що задовольня-
ють умовi невiд’ємностi (задача на максимум) усiх коефiцiєнтiв при
небазисних змiнних в 𝑧-рiвняннi. Таким чином, повиннi виконуватись
такi нерiвностi:

1

3
− 1

3
𝛿1 ⩾ 0,

4

3
+

2

3
𝛿1 ⩾ 0.

З першої нерiвностi отримаємо, що 𝛿1 ⩽ 1, а з другого — 𝛿1 ⩾ −2.
Цi результати визначають межi змiни коефiцiєнта 𝛿1 у виглядi спiв-
вiдношення: −2 ⩽ 𝛿1 ⩽ 1. Таким чином, при зменшеннi коефiцiєнта
цiльової функцiї при змiннiй 𝑥1 до значення, рiвного 3 + (−2) = 1 або
при його збiльшеннi до 3 + 1 = 4 оптимальнi значення змiнних зали-
шаються незмiнним. Однак оптимальне значення буде змiнюватися (у
вiдповiдностi до виразу 38

3 + 10
3 𝛿1, де −2 ⩽ 𝛿1 ⩽ 1).

Аналогiчним чином, змiнивши коефiцiєнт цiльової функцiї при змiн-
нiй 𝑥2 на величину 𝛿2, отримаємо промiжок значень 𝛿2, при яких опти-
мальнi значення змiнних залишаються незмiнними, у виглядi −1

2 ⩽
𝛿2 ⩽ 4, при цьому 𝑧 = 38

3 + 4
3𝛿2.

Усi попереднi обговорення вiдносились до дослiдження змiн кое-
фiцiєнта при змiннiй, якiй поставлено у вiдповiднiсть обмеження, що
фiгурує у симплекс-таблицi. Однак таке обмеження є тiльки у тому
випадку, якщо змiнна є базисною (наприклад, 𝑥1 i 𝑥2). Якщо змiнна
небазисна, то у стовпчиковi, що має базиснi змiннi, вона не буде пред-
ставлена.

Довiльна змiна коефiцiєнта цiльової функцiї при небазиснiй змiн-
нiй призводить тiльки до того, що у заключнiй симплекс-таблицi змi-
ниться тiльки цей коефiцiєнт.

Розглянемо у якостi iлюстрацiї випадок, коли коефiцiєнт при змiн-
нiй 𝑠1 (першої залишкової змiнної) змiнюється вiд 0 до 𝛿3. Виконання
перетворень, необхiдних для отримання заключної симплекс-таблицi,
дає таке 𝑧-рiвняння

Базиснi змiннi 𝑥1 𝑥2 𝑠1 𝑠2 𝑠3 𝑠4 Розв’язок

𝑧 0 0
1

3
− 𝛿3

4

3
0 0

38

3
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З отриманого фрагменту заключної таблицi симплекс-методу ви-
дно, що єдина вiдмiннiсть вiд 𝑧-рiвняння до введення 𝛿3 полягає в
тому, що коефiцiєнт при 𝑠1 зменшився на 𝛿3. Таким чином, коефiцiєнт
при небазиснiй змiннiй в результуючому 𝑧-рiвняннi потрiбно зменшити
на ту ж величину, на яку вiн збiльшувався в 𝑧-рiвняннi.

2.6 Запитання для самоконтролю
1. З якою метою проводять аналiз чутливостi оптимального розв’яз-

ку?

2. В чому полягає процес аналiзу моделей на чутливiсть?

3. В чому полягає задача аналiзу змiн запасiв ресурсiв?

4. Що можна встановити безпосередньо з заключної симплекс табли-
цi, звертаючи увагу на значення залишкових змiнних?

5. Який ресурс називають дефiцитним?

6. В чому полягає задача визначення найбiльш вигiдного (цiнного)
ресурсу?

7. Розкрийте поняття тiньова цiна.

8. Пояснiть, чому змiна запаса ресурсу впливає лише на припусти-
мiсть розв’язку.

9. В чому полягає задача визначення меж змiни коефiцiєнтiв цiльової
функцiї?

2.7 Завдання для самостiйної роботи
Нехай 𝑖— номер групи (1 група — 𝑖 = 1; 2 група — 𝑖 = 2), а 𝑗 —

порядковий номер студента в академiчнiй групi.
Розглянути задачу ЛП, пов’язану з розподiлом ресурсiв:

max 𝑧 = (1 + 𝑖)𝑥1 + 𝑖𝑥2 (прибуток)
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при обмеженнях

(1 + 𝑖)𝑥1 + (4 + 𝑗)𝑥2 ⩽ (1 + 𝑖)(4 + 𝑗), ресурс 1,

(5 + 𝑗)𝑥1 + 𝑖𝑥2 ⩽ 𝑖(5 + 𝑗), ресурс 2,

𝑗𝑥1 − 𝑖𝑥2 ⩽ 𝑖𝑗, ресурс 3,

𝑥1 ⩾ 0, 𝑥2 ⩾ 0.

Для цiєї задачi необхiдно:

1. Визначити статус кожного ресурсу.

2. Визначити цiннiсть кожного ресурсу.

3. Використовуючи данi про цiннiсть кожного ресурсу, визначте, за-
пас якого з них необхiдно збiльшити в першу чергу.

4. Для ресурсу, який необхiдно збiльшити в першу чергу, визначте
максимальний промiжок змiни запасу, в межах якого поточний
розв’язок залишається припустимим.

5. Для пункту 4 визначте вiдповiдну змiну оптимального значення 𝑧.

6. Визначте максимальний iнтервал змiни питомого прибутку для
змiнної 𝑥1, в межах якого отриманий розв’язок залишається опти-
мальним.
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Тема 3. Аналiз моделей на чутливiсть за
допомогою двоїстостi

Розв’язування задач ЛП повинно забезпечувати користувача дина-
мiчною iнформацiєю. Як тiльки умови, у вiдповiдностi з якими була
побудована модель, змiнюються, iнформацiя, що асоцiюється зi ста-
тичним оптимальним рiшенням, зразу ж губить актуальнiсть. Аналiз
моделi на чутливiсть якраз i пов’язаний з дослiдженням можливих
змiн отриманого оптимального розв’язку у результатi змiн початкової
моделi.

Щоб дати бiльш повне уявлення про потенцiйнi можливостi аналi-
за моделi на чутливiсть, проiлюструємо його на прикладi задачi ЛП,
пов’язаної з виробництвом двох фарб.

Задача про фарби. Фабрика виготовляє два види фарб: для зов-
нiшнiх (1) i внутрiшнiх (2) робiт. Продукцiя обох видiв йде у оптовий
продаж. Для виробництва фарб використовуються два продукта 𝐴 i
𝐵. Максимально можливi добовi запаси цих продуктiв складають 6 i
8 т. вiдповiдно. Витрати 𝐴 i 𝐵 на 1 т. вiдповiдних фарб представленi
у таблицi:

Початковий Витрати початкових продуктiв Максимально
продукт на тонну фарби можливий

фарба (1) фарба (2) запас (т.)
𝐴 1 2 6
𝐵 2 1 8

Вивчення ринку збуту показало, що добовий попит на фарбу (2)
нiколи не перевищує попит на фарбу (1) бiльш, нiж на 1 т. Крiм того,
попит на фарбу (2) нiколи не перевищує 2 т. на добу.

Оптовi цiни однiєї тонни фарби дорiвнюють 3 тис. грн для фарби
(1) i 2 тис. грн для фарби (2).

Яку кiлькiсть фарб кожного виду необхiдно виробляти фабрицi,
щоб прибуток вiд реалiзацiї продукцiї був максимальним?

Нехай

𝑥1 — добовий об’єм виробництва фарби (1) (в т.),

𝑥2 — добовий об’єм виробництва фарби ( 2) (в т.).
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Випишемо математичну модель сформульованої задачi:

max 𝑧 = 3𝑥1 + 2𝑥2,

при обмеженнях

𝑥1 + 2𝑥2 ⩽ 6 (початковий продукт А),
2𝑥1 + 𝑥2 ⩽ 8 (початковий продукт В),
−𝑥1 + 𝑥2 ⩽ 1 (обмеження на попит),

𝑥2 ⩽ 2 (обмеження на попит),
𝑥1 ⩾ 0, 𝑥2 ⩾ 0.

Отримавши оптимальний розв’язок для початкових умов керiвни-
цтво фабрики може проявити зацiкавленiсть до дослiджень, напри-
клад, таких ситуацiй:

1. Виробничий вiддiл вважає необхiдним скоригувати план випуску
продукцiй на наступний тиждень, тому що потрiбно перерозподi-
лити початковий продукт 𝐵 таким чином, щоб його витрати на
виробництво фарб були зменшенi на 2 т. на добу. При цьому ви-
трати початкового продукту 𝐴 збiльшуються на 3 т. на добу.

2. Вiддiл збуту вважає, що у наступному пiврiччi змiни на ринку
дозволять продавати на добу не 2 т., а 3,5 т. фарби 2.

3. Вiддiл дослiджень i розробок запропонував вводити новий техно-
логiчний процес, що дозволить знизити витрати початкових про-
дуктiв 𝐴 i 𝐵 на виробництво тонни фарби 1 з 1 i 2 т. до 0,8 i 1,7 т.
вiдповiдно.

4. Фiнансовий вiддiл вважає, що збiльшення конкуренцiї на ринку
збуту призведе до зниження цiни на фарби 1 i 2 до 2,5 i 1,5 тис.
грн за тонну вiдповiдно.

5. Один з членiв групи по дослiдженню операцiй аналiзував данi про
об’єми реалiзацiї продукцiї за попереднiй рiк i прийшов до виснов-
ку, що попит на фарбу 1 нiколи не перевищував 3 т. на добу. Його
рекомендацiя зводиться до того, щоб об’єм з поставок фарби 1 не
перевищував цiєї величини.

6. Вiддiл збуту скептично вiдноситься до iдеї поставок у деякi райони
бiльш дешевого сорту фарби 1.
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Наведено ситуацiї, якi можна дослiдити шляхом аналiзу моделей на
чутливiсть. Ситуацiї можна розглядати як окремо, так i в рiзних спо-
лученнях. Кiнцевий результат дослiдження повинен дати вiдповiдь на
таке питання: чи змiниться отриманий ранiше оптимальний розв’язок
i якщо так, то який новий оптимальний розв’язок?

Розглянемо запропонований перелiк можливих ситуацiй бiльш ре-
тельно. На питання про те, яким чином кожна iз ситуацiй може змi-
нити попереднiй оптимальний розв’язок, можна дати вiдповiдь:

1) попереднiй розв’язок може стати неприпустимим або

2) попереднiй розв’язок може стати неоптимальним.

Можливий i третiй варiант — отриманий розв’язок стане i неопти-
мальним, i неприпустимим. Це може бути наслiдком таких змiн лiвих
частин обмежень, якi у свою чергу приводять до змiни оберненої ма-
трицi. Так як обернена матриця безпосередньо використовується при
розрахунку елементiв 𝑧-рiвняння i правої частини симплекс-таблицi,
попереднiй розв’язок може стати i неоптимальним i неприпустимим.
Такий випадок будемо далi розглядати головним чином для того, щоб
допомогти виявити подiбнi ситуацiї. Однак пiдкреслимо, що змiни та-
кого типу не надаються детальному дослiдженню у рамках аналiзу
моделей на чутливiсть.

Аргументацiя вiдповiдi базується на результатах обчислень з вико-
ристанням спiввiдношень двоїстостi. Проаналiзувавши їх у розгляну-
тому аспектi, можна прийти до таких висновкiв:

1. До неприпустимостi попереднього розв’язку можуть призвести тiль-
ки змiни запасу ресурсу (тобто правих частин обмежень) i (або)
додавання нових обмежень (прикладом можуть бути ситуацiї 1, 2
i 5 з приведених вище).

2. До неоптимальностi попереднього розв’язку може призвести тiль-
ки змiна цiльових функцiй i (або) змiни окремих елементiв лiвих
частин обмежень (наприклад, ситуацiї 3 i 4). Такий же наслiдок
може мати i включення до моделi нового виду виробничої дiяль-
ностi (ситуацiя 6).

Виходячи з вищесказаного загальну схему аналiзу моделi на чутли-
вiсть можна представити таким чином:

Крок 1. Розв’язати початкову задачу ЛП i скласти симплекс-таблицю для
оптимального розв’язку. Перейти до Кроку 2.
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Крок 2. Стосовно розглянутих змiн початкової моделi знайти новi значен-
ня елементiв симплекс-таблицi, що вiдповiдає попередньому опти-
мальному розв’язку, за допомогою обчислювальних процедур, за-
снованих на спiввiдношеннях двоїстостi. Перейти до Кроку 3.

Крок 3. Якщо розв’язок, що представлений у новiй таблицi, неоптималь-
ний, то перейти до Кроку 4. Якщо цей розв’язок неприпустимий,
перейти до Кроку 5. Якщо отриманий розв’язок є оптимальним,
процес обчислень закiнчити.

Крок 4. За допомогою звичайного симплекс-методу отримати новий опти-
мальний розв’язок (або довести, що вiн необмежений). Закiнчити
обчислення.

Крок 5. За допомогою двоїстого симплекс-методу отримати припустимий
розв’язок (або довести, що задача не має припустимих розв’язкiв).
Закiнчити обчислення.

Знову звернемося до конкретного випадку i проiлюструємо засто-
сування аналiзу моделi на чутливiсть на прикладi задачi про фарби. З
цiєю метою розглянемо формулювання прямої i двоїстої задач, а також
симплекс-таблицю (поточного) оптимального розв’язку початкової за-
дачi. Ця iнформацiя необхiдна для початкового етапу аналiзу.

Пряма задача
максимiзувати 𝑧 = 3𝑥1 + 2𝑥2

при обмеженнях
𝑥1 + 2𝑥2 ⩽ 6,
2𝑥1 + 𝑥2 ⩽ 8,
−𝑥1 + 𝑥2 ⩽ 1,

𝑥2 ⩽ 2,
𝑥1 ⩾ 0, 𝑥2 ⩾ 0.

Двоїста задача
мiнiмiзувати 𝑤 = 6𝑦1+8𝑦2+𝑦3+2𝑦4

при обмеженнях
𝑦1 + 2𝑦2 − 𝑦3 ⩾ 3,

2𝑦1 + 𝑦2 + 𝑦3 + 𝑦4 ⩾ 2,
𝑦1, 𝑦2 ⩾ 0,
𝑦3, 𝑦4 ⩾ 0.

Симплекс-таблиця для оптимального розв’язку має вигляд (див.
наступну таблицю).
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Базиснi змiннi 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 Розв’язок

𝑥2 0 1
2

3
−1

3
0 0

4

3

𝑥1 1 0 −1

3

2

3
0 0

10

3

𝑥5 0 0 −1 1 1 0 3

𝑥6 0 0 −2

3

1

3
0 1

2

3

Подальший матерiал зручно вивчати, маючи перед собою початко-
ву формулюровку задач i результуючу симплекс-таблицю. Нижче бу-
демо називати отриманий оптимальний розв’язок прямої задачi пото-
чним розв’язком.

Далi матерiал роздiлений на два параграфи. У першому розгля-
датимемо змiни умов початкової задачi, що можуть призвести до не-
припустимостi поточного розв’язку, а в другому – змiни, якi можуть
призвести до неоптимальностi поточного розв’язку.

3.1 Змiни умов задачi, що впливають на припусти-
мiсть розв’язку

До неприпустимостi поточного розв’язку можуть призвести:

1) змiна запасiв ресурсiв (тобто правих частин обмежень),

2) введення нових обмежень.

Розглянемо кожний випадок окремо.

3.1.1 Змiна правих частин обмежень

Нехай у задачi про фарби запас початкового продукту 𝐴 з 6 т.
збiльшили до 7 т. Як це вiдобразиться на поточному розв’язку?

Iз спiввiдношень двоїстостi виходить, що змiна правих частин обме-
жень може вплинути тiльки на елементи правої частини симплекс-
таблицi i, отже, тiльки на припустимiсть розв’язку. Тому потрiбно ви-
значити новi значення елементiв правої частини таблицi з використа-
нням обчислювальних процедур, наведених в теорiї двоїстостi.
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Новий базисний розв’язок задачi має вигляд (див. лабораторну ро-
боту по теорiї двоїстостi)⎛⎜⎜⎝

𝑥2
𝑥1
𝑥5
𝑥6

⎞⎟⎟⎠ =

⎛⎜⎜⎝
2/3 −1/3 0 0

−1/3 2/3 0 0
−1 1 1 0

−2/3 1/3 0 1

⎞⎟⎟⎠
⎛⎜⎜⎝
7
8
1
2

⎞⎟⎟⎠ =

⎛⎜⎜⎝
2
3
2
0

⎞⎟⎟⎠ =

⎛⎜⎜⎝
нова
права

частина
таблицi

⎞⎟⎟⎠
Так як елементи правої частини таблицi залишились невiд’ємними,

склад поточних базисних змiнних не змiнився. Вони отримали тiльки
новi значення: 𝑥1 = 3, 𝑥2 = 2, 𝑥5 = 2, 𝑥3 = 𝑥4 = 𝑥6 = 0.

Нове значення 𝑧 дорiвнює 3 · 3 + 2 · 2 = 13.
Розглянемо випадок, коли значення поточних базисних змiнних

стає неприпустимим. Нехай максимальний добовий запас початкових
продуктiв 𝐴 i 𝐵 буде складати не 6 i 8 т., а 7 i 4 т. вiдповiдно. Елементи
правої частини таблицi обчислюються таким чином:⎛⎜⎜⎝

𝑥2
𝑥1
𝑥5
𝑥6

⎞⎟⎟⎠ =

⎛⎜⎜⎝
2/3 −1/3 0 0

−1/3 2/3 0 0
−1 1 1 0

−2/3 1/3 0 1

⎞⎟⎟⎠
⎛⎜⎜⎝
7
4
1
2

⎞⎟⎟⎠ =

⎛⎜⎜⎝
10/3
1/3
−2

−4/3

⎞⎟⎟⎠ =

⎛⎜⎜⎝
нова
права

частина
таблицi

⎞⎟⎟⎠
Поточний розв’язок буде неприпустимим, так як змiннi 𝑥5 i 𝑥6 стали

вiд’ємними. Щоб отримати новий припустимий розв’язок, необхiдно
скористатися двоїстим симплекс-методом. У наведенiй нище таблицi,
що вiдповiдає новому оптимальному розв’язку прямої задачi, змiнена
права частина зафарбована. Всi iншi елементи таблицi залишилися
попереднiми.

Базиснi змiннi 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 Розв’язок
𝑧 0 0 1/3 4/3 0 0 23/3
𝑥2 0 1 2/3 −1/3 0 0 10/3
𝑥1 1 0 −1/3 2/3 0 0 1/3
𝑥5 0 0 −1 1 1 0 −2

𝑥6 0 0 −2/3 1/3 0 1 −4/3

Зазначимо, що нове значення 𝑧 дорiвнює 3 · 1
3
+ 2 · 10

3
=

23

3
.

Отриманий розв’язок оптимальний (усi коефiцiєнти 𝑧-рiвняння не-
вiд’ємнi), однак вiн не є припустимим (хоча б одна базисна змiнна
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має вiд’ємний знак). Результати обчислень за допомогою двоїстого
симплекс-методу вказують на те, що змiнну 𝑥5 виключаємо, а новою
базисною змiнною буде 𝑥3. Отримаємо таку таблицю:

Базиснi змiннi 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 Розв’язок

𝑧 0 0 0 5/3 1/3 0 7

𝑥2 0 1 0 1/3 2/3 0 2
𝑥1 1 0 0 1/3 −1/3 0 1
𝑥3 0 0 1 −1 −1 0 2
𝑥6 0 0 0 −1/3 −2/3 1 0

Розв’язок, що представлений у цiй таблицi, i оптимальний, i при-
пустимий; при цьому 𝑥1 = 1, 𝑥2 = 2 i 𝑧 = 7. Припустимий розв’язок
отримали за одну iтерацiю, але у загальному випадку двоїстий симп-
лекс-метод приводить до припустимого розв’язку за бiльшу кiлькiсть
iтерацiй.

3.1.2 Додавання нового обмеження

Введення додаткового обмеження може призвести до однiєї з двох
ситуацiй:

1. Нове обмеження при поточному розв’язку виконується. У цьому
випадку дане обмеження або незв’язуюче, або надлишкове, i тому
його додавання не змiнює отриманий розв’язок.

2. Нове обмеження при поточному розв’язку не виконується. Так як
таке обмеження зв’язуюче, то за допомогою симплекс-методу зна-
ходиться новий розв’язок.

Розглянемо вказанi випадки на конкретних прикладах. Нехай ма-
ксимальний попит на фарбу 1 не перевищує 4 т. на добу. Необхiдно
ввести до моделi нове обмеження 𝑥1 ⩽ 4. Так як очевидно, що при по-
точному розв’язку (𝑥1 = 10/3, 𝑥2 = 4/3) це обмеження виконується,
то воно вiдноситься до незв’язуючих, i тому розв’язок залишається
незмiнним.

Нехай тепер максимальний попит на фарбу 1 не перевищує 3 т. на
добу. Нове обмеження 𝑥1 ⩽ 3 при поточному розв’язку (𝑥1 = 10/3,
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𝑥2 = 4/3) не виконується, тому необхiдно знайти припустимий розв’я-
зок.

Введемо спочатку нове обмеження в стандартне формулювання за-
дачi, додаючи, якщо це необхiдно, залишкову або надлишкову змiнну.
Виразимо яку-небудь з поточних базисних змiнних, що знаходяться в
цьому обмеженнi через поточнi небазиснi змiннi.

Введемо «модифiковане» обмеження в симплекс-таблицю, що вiд-
повiдає поточному оптимальному розв’язку, i скористаємося двоїстим
симплекс-методом для знаходження припустимого розв’язку.

Для приведення нового обмеження 𝑥1 ⩽ 3 до стандартної форми
введемо залишкову змiнну 𝑥7, у результатi чого отримаємо

𝑥1 + 𝑥7 = 3, 𝑥7 ⩾ 0.

У поточному розв’язку 𝑥1 є базисною змiнною, тому необхiдно ви-
разити її через небазиснi змiннi. У таблицi для поточного оптималь-
ного розв’язку 𝑥1 – рiвняння має вигляд

𝑥1 −
1

3
𝑥3 +

2

3
𝑥4 =

10

3
.

Таким чином, нове обмеження, де фiгурують тiльки поточнi неба-
зиснi змiннi, можна записати так

10

3
+

1

3
𝑥3 −

2

3
𝑥4 + 𝑥7 = 3

або
1

3
𝑥3 −

2

3
𝑥4 + 𝑥7 = −1

3
.

Права частина рiвняння вiд’ємна, що свiдчить про неприпустимiсть
розв’язку, оскiльки 𝑥3 = 𝑥4 = 0, 𝑥7 = −1/3, тобто порушено обмеже-
ння 𝑥7 ⩾ 0.

Модифiковане обмеження вводиться в симплекс-таблицю для по-
точного оптимального розв’язку так, як показано нижче. Додатковi
елементи таблицi замальованi. Iнша частина симплекс-таблицi повнi-
стю вiдповiдає початковiй.
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Базиснi змiннi 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 Розв’язок

𝑧 0 0 1/3 4/3 0 0 0 38/3

𝑥2 0 1 2/3 −1/3 0 0 0 4/3

𝑥1 1 0 −1/3 2/3 0 0 0 10/3

𝑥5 0 0 −1 1 1 0 0 3
𝑥6 0 0 −2/3 1/3 0 1 0 2/3

𝑥7 0 0 1/3 −2/3 0 0 1 −1/3

Реалiзацiя двоїстого симплекс-методу передбачає замiну в цiй та-
блицi поточної базисної змiнної 𝑥7 змiнною 𝑥4, що призводить до отри-
мання такої таблицi для оптимального припустимого розв’язку:

Базиснi змiннi 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 Розв’язок

𝑧 0 0 1 0 0 0 2 12

𝑥2 0 1 1/2 0 0 0 −1/2 3/2
𝑥1 1 0 0 0 0 0 1 3
𝑥5 0 0 −1/2 0 1 0 3/2 5/2
𝑥6 0 0 −1/2 0 0 1 1/2 1/2
𝑥4 0 0 −1/2 1 0 0 −3/2 1/2

Нове оптимальне значення 𝑧 гiрше, нiж те, що вiдповiдало умо-
вам задачi до введення нового обмеження. Це i треба було очiкувати,
так як додавання нового зв’язуючого обмеження не може покращити
значення цiльової функцiї.

Послiдовне включення нових обмежень у симплекс-таблицю, що
вiдповiдає поточному оптимальному розв’язку, iнколи використовує-
ться для зменшення об’єму обчислень, пов’язаних з розв’язуванням
задач ЛП. Об’єм обчислень при використаннi симплекс-методу перш
за все залежить вiд кiлькостi обмежень. Можна iстотно полегшити
обчислення, видаливши другоряднi обмеження моделi, якi мало впли-
вають (або зовсiм не впливають) на вигляд оптимального розв’язку.
Потiм розв’язується задача ЛП з урахуванням тiльки основних обме-
жень. Пiсля того у результуючу симплекс-таблицю послiдовно вводя-
ться другоряднi обмеження (i оцiнюються їх вплив на поточний опти-
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мум) до тих пiр, доки не стане ясно, що розв’язок задовольняє всiм цим
обмеженням, що не врахованi спочатку. Спрощення обчислень особли-
во помiтно у тих випадках, коли виключається багато другорядних
обмежень.

3.2 Змiни умов задачi, що впливають на оптималь-
нiсть розв’язку

Поточний розв’язок перестає бути оптимальним тiльки у тому ви-
падку, коли значення коефiцiєнтiв 𝑧-рiвняння не задовольняє умовi
оптимальностi. Вiдомо (див. економiчну iнтерпретацiю двоїстостi), що
значення 𝑧-коефiцiєнтiв дорiвнюють рiзницi мiж лiвими i правими ча-
стинами вiдповiдних двоїстих обмежень. Так як лiва частина двоїстого
обмеження визначається стовпчиками коефiцiєнтiв прямої задачi, що
асоцiйованi з видами виробничої дiяльностi, можна зробити висновок,
що на оптимальнiсть поточного розв’язку впливають змiни або кое-
фiцiєнтiв цiльової функцiї, або питомих витрат ресурсiв. Розглянемо
спочатку кожний з цих випадкiв окремо. Ситуацiю, коли має мiсце i те,
i iнше, представимо включенням до моделi нових видiв виробничої дi-
яльностi. Варто пам’ятати, що у кожному з цих випадкiв усе зводиться
лише до одного — перевiрки умови оптимальностi для нових значень
коефiцiєнтiв 𝑧-рiвняння.

3.2.1 Змiна коефiцiєнтiв цiльової функцiї

Нагадаємо, що при визначеннi двоїстих оцiнок використовуються
коефiцiєнти цiльової функцiї при базисних змiнних. У свою чергу цi
двоїстi оцiнки пiдкладаються в обмеження двоїстої задачi для розра-
хунку коефiцiєнтiв 𝑧-рiвняння.

При цьому можливi два варiанти:

1. Якщо змiна цiльової функцiї пов’язана зi змiною коефiцiєнтiв при
поточних базових змiнних, необхiдно отримати новi двоїстi оцiнки
i потiм використати їх при розрахунку коефiцiєнтiв 𝑧-рiвняння.

2. Якщо змiни вiдносяться тiльки до коефiцiєнтiв при небазисних
змiнних, необхiдно використати поточнi двоїстi оцiнки (взятi безпо-
середньо з симплекс-таблицi) i розрахувати коефiцiєнти 𝑧-рiвнян-
ня тiльки для вiдповiдних небазисних змiнних. Нiякi iншi змiни
симплекс-таблицi не вiдбуваються.
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Нехай цiльова функцiя 𝑧 = 3𝑥1+2𝑥2 в задачi про фарби замiнена на
𝑧 = 5𝑥1+4𝑥2. Змiнилися коефiцiєнти при 𝑥1 i 𝑥2, якi зараз є базисними
змiнними поточного розв’язку. Зазначимо, що порядок базисних змiн-
них у симплекс-таблицi для поточного розв’язку такий: 𝑥2, 𝑥1, 𝑥5, 𝑥6.
Отже, необхiдно отримати новi двоїстi оцiнки:

(𝑦1, 𝑦2, 𝑦3, 𝑦4) = (4; 5; 0; 0)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2

3
−1

3
0 0

−1

3

2

3
0 0

−1 1 1 0

−2

3

1

3
0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= (1; 2; 0; 0).

Коефiцiєнти 𝑧-рiвняння обчислюються як рiзниця мiж лiвими i пра-
вими частинами вiдповiдних обмежень двоїстої задачi. (Звернiть увагу
на те, що правi частини двоїстих обмежень повиннi бути рiвними но-
вим значенням коефiцiєнтiв цiльової функцiї).
𝑥1 - коефiцiєнт = 𝑦1 + 2𝑦2 − 𝑦3 − 5 = 1 · 1 + 2 · 2− 0− 5 = 0,
𝑥2 - коефiцiєнт = 2𝑦1 + 𝑦2 + 𝑦3 + 𝑦4 − 4 = 2 · 1 + 2 + 0 + 0− 4 = 0,
𝑥3 - коефiцiєнт = 𝑦1 − 0 = 1− 0 = 1,
𝑥4 - коефiцiєнт = 𝑦2 − 0 = 2− 0 = 2,
𝑥5 - коефiцiєнт = 𝑦3 − 0 = 0− 0 = 0,
𝑥6 - коефiцiєнт = 𝑦4 − 0 = 0− 0 = 0.

Оскiльки у нашiй задачi цiльова функцiя пiдлягає максимiзацiї i
усi коефiцiєнти 𝑧-рiвняння невiд’ємнi, вказанi змiни цiльової функцiї
не впливають на склад змiнних в оптимальному розв’язку, нi на їх зна-
чення. Змiнюється тiльки величина 𝑧, яка дорiвнює 5 · 10

3 + 4 · 4
3 = 22.

Вправа 1. Визначте новi значення коефiцiєнтiв 𝑧-рiвняння для ко-
жного iз вказаних нижче випадкiв. Який загальний висновок можна
зробити вiдносно значень коефiцiєнтiв 𝑧-рiвняння при базових змiн-
них? Чи можуть вони бути вiдмiнними вiд нуля?

а) 𝑧 = 6𝑥1 + 4𝑥2
(вiдповiдь: Коефiцiєнти 𝑧-рiвняння дорiвнюють (0; 0; 23 ;

8
3 ; 0; 0));
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б) 𝑧 = 5𝑥1 + 5𝑥2
(вiдповiдь: Коефiцiєнти 𝑧-рiвняння дорiвнюють (0; 0; 53 ;

5
3 ; 0; 0)).

Загальний висновок: коефiцiєнти 𝑧-рiвняння при базисних змiнних
завжди залишаються рiвними нулевi. Це вказує на те, що вiдповiднi
обмеження двоїстої задачi повиннi задовольнятися у виглядi рiвностей,
тому необхiдно заново розрахувати тiльки коефiцiєнти при небазисних
змiнних.

Розглянемо другий приклад, коли змiни цiльової функцiї призво-
дять до неоптимальностi поточного розв’язку. Нехай 𝑧 = 4𝑥1 + 𝑥2.
Тодi

(𝑦1; 𝑦2; 𝑦3; 𝑦4) = (1; 4; 0; 0)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2

3
−1

3
0 0

−1

3

2

3
0 0

−1 1 1 0

−2

3

1

3
0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

(︂
−2

3
;
7

3
; 0; 0

)︂
.

Можна впевнитися в тому, що новий 𝑧-рядок симплекс-таблицi буде
мати такий вигляд:

Базиснi змiннi 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 Розв’язок

𝑧 0 0 −2

3

7

3
0 0

44
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Так як коефiцiєнт при змiннiй 𝑥3 має вiд’ємне значення, цю змiн-
ну необхiдно ввести до базису i знайти новий оптимальний розв’язок
за допомогою звичайного симплекс-методу. З наступної таблицi видно,
що новий оптимум досягається за одну iтерацiю. Пiдтаблиця, що вiд-
повiдає першiй iтерацiї, за виключенням 𝑧-рядка, повторює таблицю,
що вiдповiдає поточному оптимальному розв’язку.
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Iтерацiя 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 Розв’язок

1 𝑧 0 0 −2/3 7/3 0 0 44/3

(початок обчислень) 𝑥2 0 1 2/3 −1/3 0 0 4/3

𝑥3 вводиться 𝑥1 1 0 −1/3 2/3 0 0 10/3

𝑥2 виводиться 𝑥5 0 0 −1 1 1 0 3

𝑥6 0 0 −2/3 1/3 0 1 2/3

𝑧 0 1 0 2 0 0 16

2 𝑥3 0 3/2 1 −1/2 0 0 2

𝑥1 1 1/2 0 1/2 0 0 4

оптимум 𝑥5 0 3/2 0 1/2 1 0 5

𝑥6 0 1 0 0 0 1 2

3.2.2 Змiна питомих витрат ресурсiв

Змiна коефiцiєнта, що характеризує витрати ресурса на одиницю
продукцiї для якогось виду виробничої дiяльностi, може вплинути тiль-
ки на оптимальнiсть розв’язку, так як ця змiна пов’язана з лiвою ча-
стиною вiдповiдного двоїстого обмеження. Однак ми обмежимося роз-
глядом даного питання тiльки стосовно до коефiцiєнтiв, що фiгурують
при небазисних змiнних. Змiна коефiцiєнтiв при вiдповiдних обмеже-
ннях, що стоять перед базисними змiнними, впливає на обернену ма-
трицю i в цьому випадку обчислення можуть бути доволi складними.
Тому розглянемо змiни питомих витрат ресурсiв, що вiдносяться тiль-
ки до тих видiв виробничої дiяльностi, яким в розв’язку вiдповiдають
небазиснi змiннi. Простiше всього проаналiзувати ситуацiю, пов’язану
зi змiною коефiцiєнтiв при базисних змiнних шляхом розв’язку заново
сформульованої задачi. Розробленi методи, що дозволяють проаналi-
зувати наслiдки змiни одного з коефiцiєнтiв при базисних змiнних.
Однак вони дають менше iнформацiї, нiж другi способи аналiзу моде-
лей на чутливiсть.

Розглянемо задачу про фарби при 𝑧 = 4𝑥1 + 𝑥2. Оптимальний
розв’язок для цього випадку представлено в попереднiй таблицi. Змiн-
на 𝑥2 є небазисною, тому можна провести аналiз наслiдкiв, до яких
приведе змiна коефiцiєнта при цiй змiннiй у вiдповiдному обмеженнi.
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Нехай питомi витрати початкових продуктiв 𝐴 i 𝐵 для даного виду
виробничої дiяльностi дорiвнюють 4 i 3 замiсть 2 i 1 вiдповiдно. Дво-
їстi обмеження приймають вигляд: 4𝑦1+3𝑦2+𝑦3+𝑦4 ⩾ 1. (Зазначимо,
що права частина обмеження дорiвнює коефiцiєнту при 𝑥2 у виразi
𝑧 = 4𝑥1 + 𝑥2). Так як цiльова функцiя не змiнюється, двоїстi оцiнки
будуть такими ж, як i в попереднiй таблицi. Таким чином, в 𝑧-рiвняннi
нове значення коефiцiєнта при 𝑥2 буде таким 4·0+3·2+1·0+1·0−1 = 5.
Оскiльки це значення невiд’ємне, при вказанiй змiнi умов оптималь-
ний розв’язок залишається таким же, як i представлений в попереднiй
таблицi.

3.2.3 Додавання нового виду виробничої дiяльностi

Новий вид виробничої дiяльностi можна асоцiювати з такою неба-
зисною змiнною початкової моделi, яка спочатку має нульовi коефiцi-
єнти i в цiльовiй функцiї, i у всiх обмеженнях. Значення вiдповiдних
коефiцiєнтiв нового виду виробничої дiяльностi будуть представляти
змiни вiдносно початкового нульового рiвня.

Нехай в задачi про фарби (𝑧 = 3𝑥1 + 2𝑥2) нас цiкавить виробни-
цтво бiльш дешевого сорту фарби 1, що вимагає по 3/4 т. продуктiв 𝐴
i 𝐵 на 1 т. кiнцевого продукту. Спiввiдношення мiж об’ємами виробни-
цтва фарб номер 1 i 2, що представлене обмеженням (3), залишається
зв’язуючим, однак у новому формулюваннi цього обмеження повиннi
бути представленi два сорти фарби 1. Прибуток вiд реалiзацiї 1 т. нової
фарби дорiвнює 1,5 тис. грн.

Позначимо об’єм виробництва нової фарби через 𝑥7; при цьому за-
дача формулюється таким чином:

max 𝑧 = 3𝑥1 + 2𝑥2 + (3/2)𝑥7,

при обмеженнях
𝑥1 + 𝑥2 + (3/4)𝑥7 ⩽ 6,

2𝑥1 + 𝑥2 + (3/4)𝑥7 ⩽ 8,

−𝑥1 + 𝑥2 − 𝑥7 ⩽ 1,

𝑥2 ⩽ 2,

𝑥1 ⩾ 0, 𝑥2 ⩾ 0, 𝑥7 ⩾ 0.

Додавання нового виду виробничої дiяльностi еквiвалентне одноча-
снiй змiнi цiльової функцiї i коефiцiєнтiв, що характеризують питому
витрату ресурсiв. Змiнну 𝑥7 можна розглядати як змiнну, що фiгу-
рувала ранiше в початковiй моделi з нульовими коефiцiєнтами, якi
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потiм були змiненi i прийняли значення, що вiдповiдають параметрам
модифiкованої моделi. Такий пiдхiд дозволяє вважати 𝑥7 небазисною
змiнною.

Перший етап обчислень пов’язаний з аналiзом вiдповiдної двоїстої
задачi:

(3/4)𝑦1 + (3/4)𝑦2 − 𝑦3 ⩾ 3/2.

У початковiй симплекс-таблицi 𝑥7 розглядається як небазисна змiн-
на, тому двоїстi оцiнки залишаються незмiнними. Тодi 𝑧-коефiцiєнт
при 𝑥7 в таблицi, що вiдповiдає поточному оптимальному розв’язку,
буде дорiвнювати

3

4
· 1
3
+

3

4
· 4
3
− 1 · 0− 3

2
= −1

4
.

Звiдси отримаємо, що, якщо змiнна стане додатною, поточний роз-
в’язок буде покращено.

Симплекс-таблиця, що вiдповiдає поточному оптимальному розв’яз-
ку, змiнюється таким чином: у її лiву частину вводиться стовпчик, що
асоцiюється зi змiнною 𝑥7, причому коефiцiєнт, що фiгурує при цiй
змiннiй в 𝑧-рiвняннi дорiвнює −1/4. Вiдповiднi коефiцiєнти обмежень
будуть дорiвнювати (див. двоїстiсть в ЛП):⎛⎜⎜⎜⎝

2/3 −1/3 0 0

−1/3 2/3 0 0

−1 1 1 0

−2/3 1/3 0 1

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
3/4

3/4

−1

0

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
1/4

1/4

−1

−1/4

⎞⎟⎟⎟⎠
У наступнiй таблицi представленi результати iтерацiї, що призво-

дять до отримання нового оптимального розв’язку (дивiться нижче).
Як можна побачити, новий вид виробничої дiяльностi не може бу-

ти представленим у розв’язку, якщо вiн не покращує значення цiльо-
вої функцiї. (Наприклад, у попереднiй таблицi наслiдком включення
в оптимальний розв’язок змiнної 𝑥7 є збiльшення оптимального значе-
ння 𝑧 вiд 122

3 до 14).
Цей результат прямо протилежний тому, який отримали при ана-

лiзi наслiдкiв включення додаткового обмеження:
нове обмеження нiколи не покращує значення цiльової функцiї.
Дiйсно, якщо додаткове обмеження є зв’язуючим, то воно погiршує

оптимальне значення.
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Iтерацiя 𝑥1 𝑥2 𝑥7 𝑥3 𝑥4 𝑥5 𝑥6 Розв’язок
1 𝑧 0 0 −1/4 1/3 4/3 0 0 38/3

(початок 𝑥2 0 1 1/4 2/3 −1/3 0 0 4/3

обчислень) 𝑥1 1 0 1/4 −1/3 2/3 0 0 10/3

𝑥7 вводиться 𝑥5 0 0 −1 −1 1 1 0 3

𝑥2 виводиться 𝑥6 0 0 −1/4 −2/3 1/3 0 1 2/3

𝑧 0 1 0 1 1 0 0 14
2 𝑥7 0 4 1 8/3 −4/3 0 0 16/3

𝑥1 1 −1 0 −1 1 0 0 2
оптимум 𝑥5 0 4 0 5/3 −1/3 1 0 25/3

𝑥6 0 1 0 0 0 0 1 2

3.3 Висновки
Результати, отриманi при аналiзi моделей на чутливiсть, можна

сформулювати таким чином:

1. Змiни рiзних коефiцiєнтiв у початковiй моделi може вплинути на
оптимальнiсть або припустимiсть поточного розв’язку i привести
до однiєї з трьох можливостей:

a) склад змiнних i їх оптимальнi значення залишаються незмiн-
ними;

б) склад змiнних залишається незмiнним, але їх оптимальне зна-
чення змiнюється;

в) склад змiнних i їх значення змiнюються.

У випадках а) i б) методи аналiза моделей на чутливiсть досить
ефективнi. Даже у третьому випадку новий оптимальний розв’язок,
як правило, вдається отримати, використовуючи невелику кiль-
кiсть додаткових iтерацiй.

2. Додавання додаткового обмеження не може привести до покраще-
ння значень цiльової функцiї.

3. Введення нової змiнної не погiршує значення цiльової функцiї.
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3.4 Запитання для самоконтролю
1. Якi змiни умов задачi можуть привести попереднiй оптимальний

розв’язок до неприпустимого?

2. Якi змiни умов задачi можуть привести до неоптимальностi попе-
реднього розв’язку?

3. Наведiть загальну схему аналiзу моделi на чутливiсть за допомо-
гою двоїстости.

3.5 Завдання для самостiйної роботи
Нехай 𝑖 – номер групи, 𝑗 – порядковий номер студента в академiчнiй

групi.
Розглянемо задачу ЛП:

min 𝑧 = 𝑖𝑥1 + 𝑥2

при обмеженнях

(𝑖+ 4)𝑥1 + 𝑥2 = 𝑗 + 1,

(𝑖+ 1)𝑥1 + 𝑥2 ⩾ 𝑗,

𝑖𝑥1 + 𝑥2 ⩽ 𝑗,

𝑥1 ⩾ 0, 𝑥2 ⩾ 0.

Виконати такi завдання:

1. Нехай правi частини обмежень у данiй задачi мають вигляд
(𝑗 + 1, 𝑗 +Δ, 𝑗 −Δ) , де Δ – невiд’ємний параметр. Визначте iн-
тервал значень Δ, при яких отриманий розв’язок цiєї задачi зали-
шається припустимим.

2. Перевiрте, чи впливає введення обмеження

𝑥1 + 𝑥2 ⩽ 𝑗

на оптимальнiсть отриманого розв’язку. Якщо так, то знайдiть но-
вий розв’язок.

3. Нехай у цiй задачi цiльова функцiя має вигляд

𝑧 = (𝑖−Δ)𝑥1 + (1 + Δ)𝑥2,

44



де Δ— невiд’ємний параметр. Визначте iнтервал значень Δ, при
якому зберiгається оптимальнiсть розв’язку, що вiдповiдає випад-
ку Δ = 0.

4. Розгляньте вище описану задачу. Перевiрте, чи можна за раху-
нок введення нової змiнної 𝑥3 покращити оптимальне значення 𝑧
при вказаних нище значеннях її коефiцiєнтiв у цiльовiй функцiї i
обмеженнях. Якщо так, то знайдiть новий оптимальний розв’язок

(𝑗; 0; 2; 4) .
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Тема 4. Параметричне лiнiйне
програмування

Параметричне програмування — це метод дослiдження змiни опти-
мального розв’язку задачi ЛП, обумовленої неперервними змiнами ко-
ефiцiєнтiв лiнiйної моделi.

Методи параметричного програмування i методи аналiзу моделей
на чутливiсть мають загальну теоретичну основу. Головна вiдмiннiсть
цих методiв полягає в тому, що при параметричному аналiзу розгля-
дається не дискретна, а неперервна змiна коефiцiєнтiв лiнiйної моделi.

Як i при аналiзу на чутливiсть, розглянемо змiну:
1) вектора коефiцiєнтiв цiльової функцiї 𝑐;

2) вектора вiльних членiв (правих частин) обмежень 𝑏;

3) вектора коефiцiєнтiв обмежень 𝑃𝑗 (стовпчик коефiцiєнтiв обме-
жень при змiннiй 𝑥𝑗);

4) векторiв 𝑐, 𝑏 i 𝑃𝑗.

Позначимо через 𝑡 параметр, у залежностi вiд якого змiнюються
рiзнi коефiцiєнти моделi. При параметричному аналiзi спочатку ви-
значаємо оптимальний розв’язок задачi при 𝑡 = 0. Потiм за допо-
могою умов оптимальностi i припустимостi, якi використовуються в
симплекс-методi, знаходиться iнтервал значень 𝑡, для якого розв’язок,
отриманий при 𝑡 = 0, залишається оптимальним i припустимим. Нехай
цi значення знаходяться в iнтервалi (0, 𝑡1). Це означає, що при 𝑡 > 𝑡1
розв’язок буде неприпустимим i (або) неоптимальним. Таким чином,
для 𝑡 = 𝑡1 необхiдно знайти новий розв’язок, який буде залишатися
оптимальним i припустимим при значеннi 𝑡, що змiнюється вiд 𝑡1 до
деякого 𝑡2 > 𝑡1. Потiм процес повторюється для точки 𝑡 = 𝑡2 i визна-
чається новий розв’язок. У кiнцi кiнцiв знаходиться точка 𝑡, за якою
лежить область значень параметра 𝑡, де розв’язок або не iснує, або
залишається незмiнним попереднiй розв’язок. На цьому параметричне
дослiдження закiнчується.

Далi буде показано, як визначаються критичнi значення параметра
𝑡 i як знаходяться вiдповiднi розв’язки задачi.
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4.1 Параметрична змiна вектора коефiцiєнтiв цi-
льової функцiї 𝑐

Нехай 𝑐 (𝑡) є вектор коефiцiєнтiв цiльової функцiї, що залежить вiд
параметра 𝑡. Нехай 𝑡 ⩾ 0. Припустимо, що 𝐵𝑖 є оптимальна базисна ма-
триця, що вiдповiдає критичному значенню параметра 𝑡𝑖. Покажемо,
як визначається наступне критичне значення 𝑡𝑖+1 i вiдповiдний цьому
значенню новий оптимальний базис. У якостi початкової точки беремо
𝑡 = 𝑡0 = 0, для якої оптимальна базисна матриця дорiвнює 𝐵0.

Нехай вектор 𝑖𝑋𝐵 вiдповiдає оптимальному базисному розв’язку
при 𝑡 = 𝑡𝑖, а 𝑐𝐵 (𝑡) — вектор вiдповiдних коефiцiєнтiв, що фiгурують
в 𝑐 (𝑡). Як ми знаємо, змiна вектора 𝑐 може вплинути тiльки на опти-
мальнiсть поточного розв’язку. Тому розв’язок

𝑖𝑋𝐵 = 𝐵−1
𝑖 𝑏

буде оптимальним для всiх значень 𝑡 ⩾ 𝑡𝑖, при яких рiзницi 𝑧𝑗 (𝑡)−𝑐𝑗 (𝑡)
залишаються невiд’ємними (задача максимiзацiї).

Ця умова записується у виглядi спiввiдношення:

𝑐𝐵 (𝑡)𝐵−1
𝑖 𝑃𝑗 − 𝑐𝑗 (𝑡) ⩾ 0 для всiх 𝑗.

Наведенi нерiвностi виконуються в iнтервалi значень 𝑡 вiд 𝑡𝑖 до 𝑡𝑖+1,
де 𝑡𝑖+1 визначається як найбiльше значення 𝑡, при перевищеннi якого
у крайньому випадку одна з цих нерiвностей не виконалась.

Зазначимо, що нерiвностi не вимагають, щоб вектор 𝑐 (𝑡) змiнював-
ся лiнiйно по 𝑡. Основна проблема при використаннi нелiнiйних фун-
кцiй — це розв’язування нелiнiйних нерiвностей.

Приклад 4.1. Максимiзувати 𝑧 = (3− 6𝑡)𝑥1+(2− 2𝑡)𝑥2+(5 + 5𝑡)𝑥3
при обмеженнях

𝑥1 + 2𝑥2 + 𝑥3 ⩽ 40,

3𝑥1 + 2𝑥3 ⩽ 60,

𝑥1 + 4𝑥2 ⩽ 30,

𝑥1, 𝑥2, 𝑥3 ⩾ 0.

Вважається, що параметр 𝑡 ⩾ 0.

Розв’язання. Маємо 𝑐 (𝑡) = (3− 6𝑡, 2− 2𝑡, 5 + 5𝑡). Аналiз починаємо
з точки 𝑡 = 𝑡1 = 0. Симплекс-таблиця для оптимального розв’язку
наведена нижче. У нiй 𝑥4, 𝑥5 i 𝑥6 — введенi залишковi змiннi.

47



Базиснi змiннi 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 Розв’язок
𝑧 4 0 0 1 2 0 160

𝑥2 −1
4 1 0 1

2 −1
4 0 5

𝑥3
3
2 0 1 0 1

2 0 30

𝑥6 2 0 0 −2 1 1 10

З таблицi отримаємо, що

0𝑋𝐵 =

⎛⎜⎝𝑥2
𝑥3
𝑥6

⎞⎟⎠ =

⎛⎜⎝ 5

30

10

⎞⎟⎠ i 𝐵−1
0 =

⎛⎜⎝
1
2 −1

4 0

0 1
2 0

−2 1 1

⎞⎟⎠ .

Визначимо перше критичне значення 𝑡 = 𝑡1. Параметричне пред-
ставлення вектора коефiцiєнтiв цiльової функцiї, що асоцiюються з
0𝑋𝐵, має вигляд

𝑐𝐵 (𝑡) = (2− 2𝑡, 5 + 5𝑡, 0) .

Тодi
𝑐𝐵 (𝑡)𝐵−1

0 = (1− 𝑡, 2 + 3𝑡, 0) .

Значення 𝑧𝑗 (𝑡) − 𝑐𝑗 (𝑡) для 𝑗 = 1, 4 i 5 (небазисних 𝑥𝑗) визначається
так:

{︀
𝑐𝐵 (𝑡)𝐵−1

0 𝑃𝑗 − 𝑐𝑗 (𝑡)
}︀
𝑗=1,4,5

= (1− 𝑡, 2 + 3𝑡, 0)

⎛⎜⎝1 1 0

3 0 1

1 0 0

⎞⎟⎠−

− (3− 6𝑡, 0, 0) = (4 + 14𝑡, 1− 𝑡, 2 + 3𝑡) .

Отриманий розв’язок 0𝑋𝐵 (як i обернена базисна матриця 𝐵−1
0 за-

лишається оптимальним при змiнi 𝑡 в областi 𝑡 ⩾ 0 до тих пiр, поки
виконуються умови: 4 + 14𝑡 ⩾ 0, 1− 𝑡 ⩾ 0, 2 + 3𝑡 ⩾ 0. Отримаємо, що
𝑡 ⩽ 1. Це означає, що 𝑡1 = 1 є наступне критичне значення i розв’язок
0𝑋𝐵 залишається оптимальним в iнтервалi (𝑡0, 𝑡1) = (0, 1).

Зазначимо, що 𝑧4 (𝑡) − 𝑐4 (𝑡) = 0 при 𝑡 = 1 i 𝑧4 (𝑡) − 𝑐4 (𝑡) < 0 при
𝑡 > 1. Це означає, що при 𝑡 > 1 до базису необхiдно включити змiнну
𝑥4, а виключити змiнну 𝑥2 (див. табл. для оптимального розв’язку при
𝑡 = 𝑡0 = 0). При 𝑡 > 1 включення 𝑥4 до базису приводить до отримання
альтернативного оптимуму.
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Цей новий розв’язок залишається оптимальним при значеннях 𝑡 у
деякому новову iнтервалi (𝑡1, 𝑡2), де 𝑡2 — наступне критичне значення
параметра 𝑡, яке необхiдно визначити.

Розрахуємо матрицю 𝐵−1
1 , що вiдповiдає альтернативному базису,

а потiм визначимо критичне значення 𝑡2.

Альтернативний оптимальний базис у точцi 𝑡 = 𝑡1 = 1

Так як вектори 𝑃4 i 𝑃2 такi, що перший включаємо, а другий виклю-
чаємо, то

𝛼4 = 𝐵−1
0 𝑃4 =

⎛⎜⎝ 1
2 −1

4 0

0 1
2 0

−2 1 1

⎞⎟⎠
⎛⎜⎝1

0

0

⎞⎟⎠ =

⎛⎜⎝ 1
2

0

−2

⎞⎟⎠ .

𝜉 =
1

(1/2)

⎛⎜⎝ 1

0

−(−2)

⎞⎟⎠ =

⎛⎜⎝2

0

4

⎞⎟⎠ .

Знаходимо нову обернену матрицю

𝐵−1
1 =

⎛⎜⎝2 0 0

0 1 0

4 0 1

⎞⎟⎠
⎛⎜⎝ 1

2 −1
4 0

0 1
2 0

−2 1 1

⎞⎟⎠ =

⎛⎜⎝1 −1
2 0

0 1
2 0

0 0 1

⎞⎟⎠
i

1𝑋𝐵 =

⎛⎜⎝𝑥4
𝑥3
𝑥6

⎞⎟⎠ =

⎛⎜⎝1 −1
2 0

0 1
2 0

0 0 1

⎞⎟⎠ ·

⎛⎜⎝40

60

30

⎞⎟⎠ =

⎛⎜⎝10

30

30

⎞⎟⎠ .

Знайденому 1𝑋𝐵 вiдповiдає

𝐶𝐵 (𝑡)𝐵−1
1 = (0; 5 + 5𝑡; 0)𝐵−1

1 = (0; (5 + 5𝑡) /2; 0) .

Рiзницi 𝑧𝑗 (𝑡)− 𝑐𝑗 (𝑡) для 𝑗 = 1, 2 i 5 дорiвнюють

(︂
0;

5 + 5𝑡

2
; 0

)︂⎛⎜⎝1 2 0

3 0 1

1 4 0

⎞⎟⎠− (3− 6𝑡; 2− 2𝑡; 0) =

49



=

(︂
9 + 27𝑡

2
; −2 + 2𝑡;

5 + 5𝑡

2

)︂
.

Базисна матриця 𝐵1 буде оптимальною до тих пiр, поки 𝑧𝑗 (𝑡) −
𝑐𝑗 (𝑡) ⩾ 0 для всiх 𝑗. Ця умова виконується для всiх 𝑡 ⩾ 1. Звiдси
отримаємо, що 𝑡2 = +∞. (Зазначимо, що умовами оптимальностi авто-
матично фiксується та обставина, що 1𝑋𝐵 вiдповiдає розв’язку для iн-
тервала значень 𝑡, який починається з попереднього критичного значе-
ння 𝑡 = 𝑡1 = 1. При параметричному аналiзi таке «запам’ятовування»
вiдбувається у всiх випадках).

Оптимальнi розв’язки для всiєї областi визначення параметра 𝑡
представленi в таблицi. Зазначимо, що значення 𝑧 отриманi безпосе-
редньою пiдстановкою значень змiнних у цiльову функцiю

𝑡 𝑥1 𝑥2 𝑥3 𝑧

0 ⩽ 𝑡 ⩽ 1 0 5 30 160 + 140𝑡

𝑡 ⩾ 1 0 0 30 150 + 150𝑡

4.2 Параметрична змiна вектора вiльних членiв об-
межень 𝑏

Позначимо через 𝑏 (𝑡) вектор вiльних членiв обмежень, представ-
лених у виглядi функцiй вiд 𝑡. Нехай 𝐵𝑖 i 𝑖𝑋𝐵 позначають базисну
матрицю i базисний вектор вiдповiдно при критичному значеннi пара-
метра 𝑡, рiвному 𝑡𝑖.

Ранiше показано, що змiна вектора 𝑏 може вплинути тiльки на при-
пустимiсть розв’язку. Таким чином, розв’язок 𝑖𝑋𝐵 залишається при-
пустимим, якщо виконується умова

𝐵−1
𝑖 𝑏 (𝑡) ⩾ 0.

Нижче показується, яким чином визначаються послiдовнi критичнi
значення параметра 𝑡.

Приклад 4.2. Максимiзувати 𝑧 = 3𝑥1 + 2𝑥2 + 5𝑥3 при обмеженнях

𝑥1 + 2𝑥2 + 𝑥3 ⩽ 40− 𝑡,

3𝑥1 + 2𝑥3 ⩽ 60 + 2𝑡,

𝑥1 + 4𝑥2 ⩽ 30− 7𝑡,

𝑥1, 𝑥2, 𝑥3 ⩾ 0.
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Розв’язання. Як завжди 𝑡 ⩾ 0. При 𝑡 = 𝑡0 = 0 маємо задачу, що
iдентична розглянутiй у прикладi 4.1 при 𝑡 = 0. Тому

0𝑋𝐵 =

⎛⎜⎝𝑥2
𝑥3
𝑥6

⎞⎟⎠ =

⎛⎜⎝ 5

30

10

⎞⎟⎠ , 𝐵−1
0 =

⎛⎜⎝ 1/2 −1/4 0

0 1/2 0

−2 1 1

⎞⎟⎠ .

Перше критичне значення 𝑡1 знаходимо з умови 𝐵−1
0 𝑏 (𝑡) ⩾ 0. Отрима-

ємо⎛⎜⎝𝑥2
𝑥3
𝑥6

⎞⎟⎠ =

⎛⎜⎝ 1/2 −1/4 0

0 1/2 0

−2 1 1

⎞⎟⎠
⎛⎜⎝ 40− 𝑡

60 + 2𝑡

30− 7𝑡

⎞⎟⎠ =

⎛⎜⎝ 5− 𝑡

30 + 𝑡

10− 3𝑡

⎞⎟⎠ ⩾

⎛⎜⎝0

0

0

⎞⎟⎠ .

Розв’язавши нерiвностi отримаємо 𝑡 ⩽ 10/3. Отже, 𝑡1 = 10/3 i ба-
зис, що вiдповiдає 𝐵0, залишається незмiнним в iнтервалi (𝑡0, 𝑡1) =
(0; 10/3).

Хоча при 0 ⩽ 𝑡 ⩽ 10/3 базис 𝐵0 залишається без змiн, значення
змiнних 𝑥2, 𝑥3 i 𝑥6, що асоцiюються з цим базисом, змiняться таким
чином: 𝑥2 = 5 − 𝑡, 𝑥3 = 30 + 𝑡, 𝑥6 = 10 − 3𝑡. Величина 𝑧 дорiвнює
2 (5− 𝑡) + 5 (30 + 𝑡) = 160 + 3𝑡, де 0 ⩽ 𝑡 ⩽ 10/3.

У точцi 𝑡 = 𝑡1 = 10/3 змiнна 𝑥6 дорiвнює нулевi. При подальшiй
змiнi 𝑡 змiнна 𝑥6 буде вiд’ємною. Тому у критичнiй точцi 𝑡 = 𝑡1 = 10/3
за допомогою двоїстого симплекс-методу можна визначити альтерна-
тивний базис (матриця 𝐵1), причому виключаємо 𝑥6.

Альтернативний базис у точцi 𝑡 = 𝑡1 = 10/3

Так як виключається змiнна 𝑥6, для обчислення матрицi 𝐵−1
1 не-

обхiдно iдентифiкувати тiльки змiнну, що включаємо. При вiдомих
0𝑋𝐵 = (𝑥2, 𝑥3, 𝑥6)

𝑇 , 𝐶𝐵 = (2; 5; 0) i 𝐶𝐵𝐵
−1
0 = (1; 2; 0) значення 𝑧𝑗 − 𝑐𝑗

для 𝑗 = 1, 4 i 5 визначаються таким чином:

{︀
𝐶𝐵𝐵

−1
0 𝑃𝑗 − 𝑐𝑗

}︀
= (1; 2; 0)

⎛⎜⎝1 1 0

3 0 1

1 0 0

⎞⎟⎠− (3; 0; 0) = (4; 1; 2) .

51



Потiм обчислюємо 𝛼𝑗
𝑧 для 𝑗 = 1, 4, 5 i 𝑥𝑧 = 𝑥6:(︀

𝛼1
6, 𝛼

4
6, 𝛼

5
6

)︀
=
(︀
рядок 𝐵−1

0 , що асоцiюється з 𝑥6
)︀
(𝑃1, 𝑃4, 𝑃5) =

=
(︀
третiй рядок 𝐵−1

0

)︀
(𝑃1, 𝑃4, 𝑃5) = (−2; 1; 1)

⎛⎜⎝1 1 0

3 0 1

1 0 0

⎞⎟⎠ =

= (2;−2; 1) .

Звiдси отримаємо, що для 𝑗 = 1, 4, 5

Θ = min { −, |1/(−2)|, −} =
1

2

i вiдповiдає змiннiй 𝑥4, тобто виключається з базису вектор 𝑃4.
Замiнюючи вектор 𝑃4 вектором 𝑃6 знаходимо матрицю 𝐵−1

1 за до-
помогою таких обчислень:

𝛼4 = 𝐵−1
0 𝑃4 =

⎛⎜⎝1/2

0

−2

⎞⎟⎠ , 𝜉 =

⎛⎜⎝− (1/2) / (−2)

−0/ (−2)

+1/ (−2)

⎞⎟⎠ =

⎛⎜⎝ 1/4

0

−1/2

⎞⎟⎠ ,

𝐵−1
1 = 𝐸𝐵−1

0 =

⎛⎜⎝1 0 1/4

0 1 0

0 0 −1/2

⎞⎟⎠
⎛⎜⎝1/2 −1/4 0

0 1/2 0

−2 1 1

⎞⎟⎠ =

⎛⎜⎝0 0 1/4

0 1/2 0

1 −1/2 −1/2

⎞⎟⎠
при цьому 1𝑋𝐵 = (𝑥2, 𝑥3, 𝑥4)

𝑇 .
Наступне критичне значення параметра 𝑡 визначається з умови

𝐵−1
1 𝑏 (𝑡) ⩾ 0,

звiдки

⎛⎜⎝𝑥2
𝑥3
𝑥4

⎞⎟⎠ =

⎛⎜⎝0 0 1/4

0 1/2 0

1 −1/2 −1/2

⎞⎟⎠
⎛⎜⎝ 40− 𝑡

60 + 2𝑡

30− 7𝑡

⎞⎟⎠ =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

30− 7𝑡

4

30 + 𝑡

−10 + 3𝑡

2

⎞⎟⎟⎟⎟⎟⎟⎟⎠
⩾

⎛⎜⎝0

0

0

⎞⎟⎠ .

Таким чином, 𝐵1 залишається припустимим при 10/3 ⩽ 𝑡 ⩽ 30/7.
У точцi 𝑡 = 𝑡2 = 30/7 за допомогою двоїстого симплекс-методу можна
знайти альтернативний базис, причому змiнною, що виключається бу-
де 𝑥2.
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Альтернативний базис у точцi 𝑡 = 𝑡2 = 30/7

Змiнна 𝑥2 виключається з базису. Щоб iдентифiкувати змiнну, що
включаємо до базису, розрахуємо за допомогою двоїстого симплекс-
методу вiдношення, значення яких визначає вибiр змiнної, що вводи-
ться до базису.

Знаючи 1𝑋𝐵 = (𝑥2, 𝑥3, 𝑥4)
𝑇 , 𝐶𝐵 = (2; 5; 0) i 𝐶𝐵𝐵

−1 = (0; 5/2; 1/2),
знаходимо (𝑧𝑗 − 𝑐𝑗) для 𝑗 = 1, 5 i 6:

{︀
𝐶𝐵𝐵

−1
1 𝑃𝑗 − 𝑐𝑗

}︀
=

(︂
0;

5

2
;
1

2

)︂⎛⎜⎝1 0 0

3 1 0

1 0 1

⎞⎟⎠− (3; 0; 0) =

(︂
5;

5

2
;
1

2

)︂
.

Потiм для 𝑗 = 1, 5 i 6 i 𝑥𝑧 = 𝑥2 розраховуємо 𝛼𝑗
𝑧:(︀

𝛼1
2, 𝛼

5
2, 𝛼

6
2

)︀
=
(︀
перший рядок 𝐵−1

1

)︀
(𝑃1, 𝑃5, 𝑃6) =

=

(︂
0; 0;

1

4

)︂⎛⎜⎝1 0 0

3 1 0

1 0 1

⎞⎟⎠ =

(︂
1

4
; 0;

1

4

)︂
.

Так як усi 𝛼𝑗
𝑧 ⩾ 0, то при 𝑡 > 30/7 задача не має припустимих

розв’язкiв, i параметричний аналiз закiнчується в точцi 𝑡 = 𝑡2 = 30/7.
Оптимальний розв’язок для розглянутої областi змiни параметра 𝑡

знаходиться в таблицi:

𝑡 𝑥1 𝑥2 𝑥3 𝑧

0 ⩽ 𝑡 ⩽ 10/3 0 5− 𝑡 30 + 𝑡 160 + 3𝑡

10/3 ⩽ 𝑡 ⩽ 30/7 0 (30− 7𝑡) /4 30 + 𝑡 165 + 3𝑡/2

𝑡 > 30/7 задача не має припустимих розв’язкiв

4.3 Параметрична змiна вектора 𝑃𝑗

Будемо вважати, що у оптимальному розв’язку задачi ЛП при 𝑡 = 0
розглядається небазисний вектор 𝑃𝑗. Ситуацiя, коли 𝑃𝑗 є базисним
не пiддається вивченню методами параметричного аналiзу, так як у
цьому випадку змiна 𝑃𝑗 впливає на базисну матрицю 𝐵0.
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Для параметричного представлення вектора 𝑃𝑗 використовуємо по-
значення 𝑃𝑗 (𝑡). Пам’ятаємо, що змiна небазисного вектора може мати
тiльки один наслiдок — необхiднiсть включення його до числа бази-
сних векторiв. Вектор 𝑃𝑗 вводиться в базис тiльки у тому випадку,
якщо асоцiйована з ним величина 𝑧𝑗 − 𝑐𝑗 стає вiд’ємною. Поточний ба-
зис 𝐵𝑖 залишається оптимальним до тих пiр, доки виконується умова:

𝑧𝑗 (𝑡)− 𝑐𝑗 = 𝐶𝐵𝐵
−1
𝑖 𝑃𝑗 (𝑡)− 𝑐𝑗 ⩾ 0.

Цю нерiвнiсть можна використати для визначення наступного кри-
тичного значення 𝑡𝑖+1.

Зазначимо, що, включаючи до складу базисних векторiв у точцi
𝑡 = 𝑡𝑖+1 вектор 𝑃𝑗, можна отримати альтернативний оптимальний
базис 𝐵𝑖+1. При 𝑡 > 𝑡𝑖+1 вектор 𝑃𝑗 вводиться до базису. Подальше
продовження параметричного аналiзу стає неможливим, так як з того
моменту, як вектор 𝑃𝑗 стає базисним, ситуацiя ускладнюється i запро-
понований метод дослiдження не пiдходить. Обмежимося тому визна-
ченням лише одного критичного значення 𝑡𝑖+1 по вiдомiй точцi 𝑡 = 𝑡1
матрицi 𝐵𝑖.

Приклад 4.3. У прикладi 1 змiнна 𝑥1 у точцi 𝑡 = 0 була небазисною.

Покладемо вектор 𝑃1(𝑡) =

⎛⎜⎝ 1 + 𝑡

3− 2𝑡

1 + 3𝑡

⎞⎟⎠ .

З прикладу 1 маємо

𝐵−1
0 =

⎛⎜⎝1/2 −1/4 0

0 1/2 0

−2 1 1

⎞⎟⎠ , 0𝑋𝐵 =

⎛⎜⎝𝑥2
𝑥3
𝑥6

⎞⎟⎠ .

Маємо,
𝑧1(𝑡)− 𝑐1 = 𝐶𝐵𝐵

−1
0 𝑃1(𝑡)− 𝑐1 =

= (2; 5; 0)

⎛⎜⎝1/2 −1/4 0

0 1/2 0

−2 1 1

⎞⎟⎠
⎛⎜⎝ 1 + 𝑡

3− 2𝑡

1 + 3𝑡

⎞⎟⎠− 3 = 4− 3𝑡.

Отже, матриця 𝐵0 залишається базисною до тих пiр, поки 𝑃1 є
небазисним вектором. Це має мiсце при 4 − 3𝑡 ⩾ 0. Тому критичне
значення 𝑡1 = 4/3.
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Включаючи в базис 𝑃1 i виключаючи з нього вектор 𝑃6, в точцi 𝑡 =
𝑡1 можна отримати альтернативний розв’язок. Однак пiсля введення
до базису вектора 𝑃1 подальший параметричний аналiз, пов’язаний зi
змiною цього вектора, стає неможливим.

У практичному вiдношеннi параметричний аналiз, пов’язаний зi
змiною тiльки небазисних векторiв, в загальному випадку не дає ко-
рисної iнформацiї. Звичайно параметричне задання рiзних векторiв
передує розв’язку задачi при довiльних значеннях 𝑡. Очевидна немо-
жливiсть виконання параметричного дослiдження в тих випадках, ко-
ли вектори поточного базису мають параметричну складову. На це
необхiдно звернути увагу.

4.4 Одночасна параметрична змiна векторiв
Розглянемо випадок, коли одночасно змiнюються вектори 𝑐 i 𝑏.

Аналогiчно, як i ранiше, при вiдомiй оптимальнiй базиснiй матрицi
𝐵𝑖 окремо перевiряються умови оптимальностi i припустимостi. Не-
хай 𝑡′ i 𝑡′′ — наступнi критичнi значення параметра 𝑡, отриманi з умови
оптимальностi i умови припустимостi розв’язку вiдповiдно. При цьому
можливi три ситуацiї.

1. Якщо 𝑡′ < 𝑡′′, то першою порушується умова оптимальностi. У
цьому випадку в точцi 𝑡𝑖+1 = 𝑡′ за допомогою звичайного симплекс-
метода визначається новий базис 𝐵𝑖+1.

2. Якщо 𝑡′′ < 𝑡′, то першою порушується умова припустимостi. У
цьому випадку новий базис 𝐵𝑖+1 в точцi 𝑡𝑖+1 = 𝑡′′ визначається за
допомогою двоїстого симплекс-методу.

3. Якщо 𝑡′ = 𝑡′′, то умова оптимальностi i умова припустимостi по-
рушуються одночасно в точцi 𝑡𝑖+1 = 𝑡′ = 𝑡′′. У цьому випадку для
знаходження нового базису 𝐵𝑖+1 необхiдно використовувати метод
одночасного розв’язку прямої i двоїстої задачi. Цей випадок роз-
глядати не будемо.

Приклад 4.4. Розглянемо випадок, коли вектори 𝑐 i 𝑏 змiнюються
одночасно. Залежностi 𝑐(𝑡) i 𝑏(𝑡) такi, як i в прикладах 1 i 2 вiдповiд-
но. Необхiдно пам’ятати, що сумiсний розгляд 𝑐(𝑡) i 𝑏(𝑡) у загальному
випадку не приводить до результату, що визначається як суперпозицiя
критичних значень 𝑡, отриманих для кожного з розглянутих випадкiв
окремо.
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Отже, розглянемо задачу:

максимiзувати 𝑧 = (3− 6𝑡)𝑥1 + (2− 2𝑡)𝑥2 + (5 + 5𝑡)𝑥3,

при обмеженях 𝑥1 + 2𝑥2 + 𝑥3 ⩽ 40− 𝑡,

3𝑥1 + 2𝑥3 ⩽ 60 + 2𝑡,

𝑥1 + 4𝑥2 ⩽ 30− 7𝑡,

𝑥1,𝑥2,𝑥3 ⩾ 0.

Оптимальний базис в точцi 𝑡 = 𝑡0 = 0

З прикладу 4.1 маємо

0𝑋𝐵 =

⎛⎜⎝ 𝑥2
𝑥3
𝑥6

⎞⎟⎠ , 𝐵−1
0 =

⎛⎜⎝1/2 −1/4 0

0 1/2 0

−2 1 1

⎞⎟⎠ .

Оптимальнiсть. Матриця 𝐵0 залишиться оптимальною до тих пiр,
поки рiзниця 𝑧𝑗(𝑡)− 𝐶𝑗(𝑡) для 𝑗 = 1,4,5 буде невiд’ємною, тобто при

{𝑧𝑗(𝑡)− 𝑐𝑗(𝑡)}𝑗=1,4,5 = (4 + 14𝑡, 1− 𝑡, 2 + 3𝑡) ⩾ (0, 0, 0).

З цiєї умови отримуємо, що 𝑡′ = 1.
Припустимiсть. Матриця 𝐵0 залишається припустимою до тих

пiр, поки ⎛⎜⎝ 𝑥2
𝑥3
𝑥6

⎞⎟⎠ = 𝐵−1
0 𝑏(𝑡) =

⎛⎜⎝ 5− 𝑡

30 + 𝑡

10− 3𝑡

⎞⎟⎠ ⩾

⎛⎜⎝ 0

0

0

⎞⎟⎠ .

Умова припустимостi виконується при 𝑡 ⩽ 10/3, тобто 𝑡′′ = 10/3.
Оптимальнiсть i припустимiсть: 𝑡1 = min{𝑡′, 𝑡′′} = 𝑡′ = 1. Це

означає, що спочатку порушується умова оптимальностi. Тому аль-
тернативний розв’язок у точцi 𝑡1 = 1 визначається з використанням
звичайного симплекс-методу.

Альтернативний оптимум у точцi 𝑡 = 𝑡1 = 1

З умови оптимальностi випливає, що до альтернативного базису
включається змiнна 𝑥4. Для визначення змiнної, що виключається,
зробимо такi розрахунки:

𝛼4 = 𝐵−1
0 𝑃4 =

⎛⎜⎝1/2 −1/4 0

0 1/2 0

−2 1 1

⎞⎟⎠
⎛⎜⎝1

0

0

⎞⎟⎠ =

⎛⎜⎝1/2

0

−2

⎞⎟⎠ ,
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⎛⎜⎝𝑥2
𝑥3
𝑥6

⎞⎟⎠ = 𝐵−1
0 𝑏(𝑡) =

⎛⎜⎝ 5− 1

30 + 1

10− 3 · 1

⎞⎟⎠ =

⎛⎜⎝ 4

31

7

⎞⎟⎠ .

Таким чином, для 𝑥1, 𝑥3 i 𝑥6

Θ = min

{︂
4

1/2
,− ,−

}︂
= 8,

тобто виключаємо 𝑥2.
Знаючи матрицю 𝐵0 i замiняючи 𝑃2 на вектор 𝑃4, знаходимо новий

базис. При цьому
𝑥𝐵 = (𝑥4,𝑥3,𝑥6)

𝑇

i

𝐵−1
1 =

⎛⎜⎝2 0 0

0 1 0

4 0 1

⎞⎟⎠
⎛⎜⎝1/2 −1/4 0

0 1/2 0

−2 1 1

⎞⎟⎠ =

⎛⎜⎝1 −1/2 0

0 1/2 0

0 0 1

⎞⎟⎠ .

Тепер визначимо нове критичне значення параметра 𝑡, тобто 𝑡2.
Оптимальнiсть.

{𝑧𝑗(𝑡)− 𝑐𝑗(𝑡)}𝑗=1,2,5 =

(︂
9 + 27𝑡

2
,− 2 + 2𝑡,

5 + 5𝑡

2

)︂
⩾ (0, 0, 0).

Таким чином, матриця 𝐵1 залишаєтся оптимальною при всiх значен-
нях 𝑡 ⩾ 1, звiдки отримуємо 𝑡

′
= +∞.

Припустимiсть.⎛⎜⎝ 𝑥4
𝑥3
𝑥6

⎞⎟⎠ = 𝐵−1
1 𝑏(𝑡) =

⎛⎜⎝10− 2𝑡

30 + 𝑡

30− 7𝑡

⎞⎟⎠ ⩾

⎛⎜⎝ 0

0

0

⎞⎟⎠ .

Таким чином, матриця 𝐵1 залишаєтся припустимою при 𝑡 ⩽ 30/7,
тобто 𝑡′′ = 30/7.

Оптимальнiсть i припустимiсть: 𝑡2 = min{𝑡′,𝑡′′} = 30/7, тобто
спочатку порушується умова припустимостi.

57



Альтернативний базис в точцi 𝑡 = 𝑡2 = 30/7

Альтернативний базис визначається з використанням двоїстого симп-
лекс-методу, i тiєю ж змiнною, що виключається є 𝑥6. Для визначення
змiнної, що включається до базису необхiдно виконати такi обчислен-
ня. Для 𝑗 = 1,2,5 маємо

{𝑧𝑗(𝑡)− 𝑐𝑗(𝑡)}𝑡=30/7 =

(︂
9

2
+

27

2
· 30
7
; −2 + 2 · 30

7
;

5

2
+

5

2
· 30
7

)︂
=

= (62.36; 6.57; 13.21),

(︀
𝛼1
6, 𝛼

2
6, 𝛼

5
6

)︀
= (0, 0, 1)

⎛⎜⎝1 2 0

3 0 1

1 4 0

⎞⎟⎠ = (1, 4, 0).

Так як всi 𝛼𝑗
𝑧 ⩾ 0, при 𝑡 > 30/7 припустимих розв’язкiв не iснує, i

параметричний аналiз закiнчується.
Оптимальнi розв’язки задачi для розглянутої областi змiни пара-

метра 𝑡 приведенi в таблицi:

𝑡 𝑥1 𝑥2 𝑥3 𝑧

0 ⩽ 𝑡 ⩽ 1 0 5− 𝑡 30 + 𝑡 7𝑡2 + 143𝑡+ 160

1 ⩽ 𝑡 ⩽ 30/7 0 0 30 + 𝑡 5𝑡2 + 155𝑡+ 150

𝑡 > 30/7 задача не має припустимих розв’язкiв

Зазначимо, що критичне значення 𝑡 = 10/3, яке було отримано,
коли дослiджувався вплив лише одного вектора 𝑏(𝑡), у розв’язку даної
задачi не фiгурує. Це пiдтверджує справедливiсть зробленого ранiше
зауваження про те, що одночасна змiна векторiв 𝑏(𝑡) та 𝑐(𝑡) приво-
дить до результатiв, не тотожнi тим, якi дає суперпозоцiя критичних
значень 𝑡, отриманих у тих випадках, коли вплив параметричних скла-
дових векторiв 𝑐 i 𝑏 розглядається окремо.
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4.5 Запитання для самоконтролю
1. Сформулюйте призначення постптимального аналiзу.

2. Назвiть види постоптимального аналiзу.

3. Який вид постоптимального аналiзу дає вiдповiдь питанням: «До
яких меж ми можемо збiльшувати (зменшувати) кiлькiсть вiдпо-
вiдної сировини, i навiть оптимальний план двоїстої завдання (у
структурному розумiннi) залишиться незмiнним (у базисi залиша-
ться тi ж змiннi, що й були, але з новими значеннями)?»

4. Назвiть ситуацiї, до яких може призвести змiна вiльних членiв
системи обмежень?

5. Який змiст вкладають у поняття «параметрична стiйкiсть»?

6. Сформулюйте умови для припустимих змiн цiльової функцiї зада-
чi, за яких її оптимальний план залишається незмiнним.

7. Як визначаються критичнi значення параметра 𝑡 при параметри-
чної змiнi вектора коефiцiєнтiв цiльової функцiї?

8. Як розраховується обернена базисна матриця, що вiдповiдає аль-
тернативному базису?

9. Як знайти альтернативний оптимальний базис?

10. Як визначаються критичнi значення параметра 𝑡 при параметри-
чної змiнi вектора вiльних членiв обмежень?
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4.6 Завдання для самостiйної роботи
Нехай 𝑖 - номер академiчної групи, 𝑗 - порядковий номер студента

в академiчнiй групi. Нехай 𝑡 ⩾ 0, необхiдно дослiдити змiну оптималь-
ного розв’язку в залежностi вiд величини параметра 𝑡 в таких задачах
ЛП:

A:

min 𝑧 = 𝑖𝑥1 + 𝑥2(1− 𝑡),

(𝑖+ 4)𝑥1 + 𝑥2 = 𝑗 + 1,

(𝑖+ 1)𝑥1 + 𝑥2 ⩾ 𝑗,

𝑖𝑥1 + 𝑥2 ⩽ 𝑗,

𝑥1, 𝑥2 ⩾ 0.

Б:

min 𝑧 = 𝑖𝑥1 + 𝑥2,

(𝑖+ 4)𝑥1 + 𝑥2 = 𝑗 + 1 + 𝑡,

(𝑖+ 1)𝑥1 + 𝑥2 ⩾ 𝑗 − 2𝑡,

𝑖𝑥1 + 𝑥2 ⩽ 𝑗 + 3𝑡,

𝑥1, 𝑥2 ⩾ 0.

В:

min 𝑧 = 𝑖𝑥1 + 𝑥2(1− 𝑡),

(𝑖+ 4)𝑥1 + 𝑥2 = 𝑗 + 1 + 𝑡,

(𝑖+ 1)𝑥1 + 𝑥2 ⩾ 𝑗 − 2𝑡,

𝑖𝑥1 + 𝑥2 ⩽ 𝑗 + 3𝑡,

𝑥1, 𝑥2 ⩾ 0.
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Тема 5. Транспортна задача

Транспортна модель використовується для складання найбiльш еко-
номiчного плану перевезень одного виду продуктiв з декiлькох пунктiв
вiдправлення у пункти доставки (з заводiв на склади). Це, як прави-
ло, задачi пошуку оптимального плану перевезення готової продукцiї.
Однак деякi задачi, якi зводяться до моделi транспортної задачi, на-
приклад, задачi планування виробництва, керування запасами, рух ка-
пiталу, складання змiнних графiкiв, призначення службовцiв на робочi
мiсця, регулювання витратами води у водоймищах, тощо насправдi не
мають нiчого спiльного з транспортуванням, але до них можна засто-
совувати тi ж самi методи, що й для транспортної задачi.

Класична задача транспортного типу формулюється таким чином.
Нехай є 𝑚 пунктiв вiдправлення (виробництва) продукцiї 𝐴1, 𝐴2, . . . ,
𝐴𝑚, в яких сконцентровано запаси певного однорiдного товару (ванта-
жу) в кiлькостi вiдповiдно 𝑎1, 𝑎2, . . . , 𝑎𝑚 одиниць. Крiм того, є 𝑛 пун-
ктiв призначення (споживання) 𝐵1, 𝐵2, . . . , 𝐵𝑛, якi подали замовлен-
ня вiдповiдно на 𝑏1, 𝑏2, . . . , 𝑏𝑛 одиниць товару. Оскiльки розглядається
тiльки один вид продукцiї, то потреби пункту призначення можуть за-
довольнятися за рахунок декiлькох вихiдних пунктiв. Вiдома вартiсть
перевезень 𝑐𝑖𝑗 (𝑖 = 1,𝑚, 𝑗 = 1, 𝑛) одиницi товару вiд пункту вiдправ-
лення 𝐴𝑖 до пункту призначення 𝐵𝑗 матрицею (таблицею) перевезень⎛⎜⎜⎜⎝

𝑐11 𝑐12 . . . 𝑐1𝑛
𝑐21 𝑐22 . . . 𝑐2𝑛
. . . . . . . . . . . .

𝑐𝑚1 𝑐𝑚2 . . . 𝑐𝑚𝑛

⎞⎟⎟⎟⎠ .

Мета побудови моделi полягає у визначеннi кiлькостi продукцiї, яку
необхiдно перевезти з кожного вихiдного пункту в кожен пункт при-
значення, щоб вивезти всю продукцiю вiд постачальникiв, задоволь-
нити потреби всiх споживачiв i загальнi транспортнi витрати були мi-
нiмальними. Основне припущення: величина транспортних витрат на
кожному маршрутi прямо пропорцiйна обсягу перевезеної продукцiї.

Нехай 𝑥𝑖𝑗 – кiлькiсть продукцiї перевезеної з пункту 𝑖 в пункт 𝑗
(𝑖 = 1,𝑚, 𝑗 = 1, 𝑛), тодi математична модель задачi:

min 𝑧 =
𝑚∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑐𝑖𝑗𝑥𝑖𝑗
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за умов

𝑛∑︁
𝑗=1

𝑥𝑖𝑗 ⩽ 𝑎𝑖 (𝑖 = 1,𝑚),

𝑚∑︁
𝑖=1

𝑥𝑖𝑗 ⩾ 𝑏𝑗 (𝑗 = 1,𝑛),

𝑥𝑖𝑗 ⩾ 0 (𝑖 = 1,𝑚, 𝑗 = 1, 𝑛).

Перша група обмежень означає, що сумарний обсяг перевезень про-
дукцiї з деякого вихiдного пункту не може перевищувати наявної кiль-
костi цiєї продукцiї; друга група обмежень вимагає, щоб сумарне пере-
везення продукцiї в деякий пункт споживання повнiстю задовольняли
попит на цю продукцiю.

Якщо загальнi запаси вантажу у пунктах вiдправлення дорiвнюють
загальним потребам вантажу в пунктах призначення, тобто

𝑚∑︁
𝑖=1

𝑎𝑖 =
𝑛∑︁

𝑗=1

𝑏𝑗, (5.1)

то модель такої транспортної задачi називається закритою або зба-
лансованою. Тодi маємо таку задачу:

min 𝑧 =
𝑚∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑐𝑖𝑗𝑥𝑖𝑗, (5.2)

𝑛∑︁
𝑗=1

𝑥𝑖𝑗 = 𝑎𝑖 (𝑖 = 1,𝑚), (5.3)

𝑚∑︁
𝑖=1

𝑥𝑖𝑗 = 𝑏𝑗 (𝑗 = 1,𝑛), (5.4)

𝑥𝑖𝑗 ⩾ 0 (𝑖 = 1,𝑚, 𝑗 = 1, 𝑛).

Якщо ж умова (5.1) не виконується, то модель транспортної за-
дачi називається вiдкритою або не збалансованою. В цьому випадку
вводять фiктивний пункт вiдправлення (складування) або фiктивний
пункт призначення (споживання).
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Математична модель транспортної задачi є задачею лiнiйного про-
грамування, отже її можна розв’язати симплекс-методом або будь-
яким iншим аналiтичним методом. Але при розв’язуваннi транспорт-
ної задачi симплексним методом отримали б симплекс-таблицi великих
розмiрiв, оскiльки число невiдомих дорiвнює 𝑚×𝑛. Однак, специфiка
задачi дає змогу побудувати значно простiший за симплексний метод
розв’язування, який має назву транспортний симплекс-метод.

Будь-яка сукупнiсть значень 𝑥𝑖𝑗(𝑖 = 1,𝑚, 𝑗 = 1, 𝑛) називається
планом транспортної задачi. План 𝑥𝑖𝑗(𝑖 = 1,𝑚, 𝑗 = 1, 𝑛) називає-
ться допустимим, якщо вiн задовольняє умови (5.3) i (5.4) (так званi
«балансовi умови» – всi замовлення виконанi, всi запаси вичерпанi).
Допустимий план будемо називати опорним або невиродженим, якщо
в ньому вiдмiннi вiд нуля не бiльше нiж 𝑟 = 𝑛+𝑚−1 змiнних 𝑥𝑖𝑗, а всi
iншi дорiвнюють нулю. План 𝑥𝑖𝑗(𝑖 = 1,𝑚, 𝑗 = 1, 𝑛) називається опти-
мальним планом транспортної задачi, якщо вiн задовольняє умови
(5.3) i (5.4), за якого функцiя (5.2) набуває свого мiнiмального значе-
ння.

Властивостi закритої транспортної задачi

1) закрита транспортна задача завжди має розв’язок;
2) серед рiвнянь-обмежень закритої транспортної задачi лише

(𝑚+ 𝑛− 1) лiнiйно незалежнi;
3) якщо в умовах транспортної задачi всi числа 𝑎𝑖, 𝑖 = 1,𝑚,

та 𝑏𝑗, 𝑗 = 1, 𝑛, цiлi, то оптимальний розв’язок задачi також цiлочи-
сельний.

Загальний алгоритм розв’язування транспортної задачi

Крок 1. Знайти початковий припустимий розв’язок (допустимий
план перевезень).

Крок 2. Перевiрiти умову оптимальностi за допомогою процеду-
ри, яка називається методом потенцiалiв. Видiлити з числа небази-
сних змiнних ту, яка вводиться до базису. Якщо всi небазиснi змiннi
задовольняють умовi оптимальностi, закiнчити обчислення; в iншому
випадку перейти до кроку 3.

Крок 3. Обрати змiнну, що виводиться з базису з числа змiнних
поточного базису; потiм знайти новий базисний розв’язок. Повернути-
ся до кроку 2.
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Для знаходження початкового базисного розв’язку використовую-
ться рiзнi методи, розглянемо найпоширенiшi:

1. Метод пiвнiчно-захiдного кута.
2. Метод найменшої (мiнiмальної) вартостi.
3. Метод Фогеля.
Найкращий початковий розв’язок з точки зору наближеностi його

до оптимального дає метод Фогеля, проте вiн вимагає найбiльшої кiль-
костi обчислень. Найгiрший початковий розв’язок дає метод пiвнiчно-
захiдного кута, проте вiн є найпростiшим. Метод найменшої вартостi
є простим у виконаннi i з прийнятною якiстю початкового розв’язку.

5.1 Метод пiвнiчно-захiдного кута
Визначення початкового розв’язку
(правило пiвнiчно-захiдного кута)

Назва методу для зручностi сприйняття його сутi запозичена з кар-
тографiї. Не враховуючи витрат на перевезення продукцiї, задоволь-
няємо попит першого споживача (крайнього злiва в таблицi серед усiх
споживачiв) продукцiєю першого постачальника (що знаходиться най-
вище в тiй самiй таблицi). Дотримуючись правила пiвнiчно-захiдного
кута, починають з того, що приписують змiннiй (в пiвнiчно-захiдному
кутi) максимальне значення, яке допускається обмеженнями на попит
i обсяг виробництва. Пiсля цього викреслюють вiдповiдний стовпчик
(рядок), фiксуючи цим, що iншi змiннi викресленного стовпчика (ряд-
ка) покладають рiвними нулевi. Якщо обмеження, якi накладаються
стовпчиком i рядком виконуються одночасно, то можна викреслити
стовпець, або рядок (ця умова гарантує виявлення нульових базисних
змiнних). Пiсля того, як попит i обсяг виробництва у всiх невикре-
слених рядках i стовпчиках приведенi у вiдповiднiсть iз установленим
значенням змiнної, максимально припустиме значення приписується
першому невикресленому елементу нового стовпчика (рядка).

Розглянемо комплексне застосування методу пiвнiчнозахiдного ку-
та для знаходження початкового базисного розв’язку (допустимого
плану) та методу потенцiалiв для пошуку оптимального плану транс-
портної задачi, яка задана за допомогою транспортної таблицi 1.
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вихiднi пункти призначення обсяг
пункти 𝐵1 𝐵2 𝐵3 𝐵4 виробництва
𝐴1 𝑥11

10 𝑥12
0 𝑥13

20 𝑥14
11 15

𝐴2 𝑥21
12 𝑥22

7 𝑥23
9 𝑥24

20 25

𝐴3 𝑥31
0 𝑥32

14 𝑥33
16 𝑥34

18 5

попит 5 15 15 10

Табл. 1

Так як
𝑚∑︀
𝑖=1

𝑎𝑖 =
𝑛∑︀

𝑗=1

𝑏𝑗, дiйсно:

𝑚∑︁
𝑖=1

𝑎𝑖 = 15 + 25 + 5 = 45,
𝑛∑︁

𝑗=1

𝑏𝑗 = 5 + 15 + 15 + 10 = 45,

то транспортна модель закрита, вона мiстить 𝑚 + 𝑛 = 3 + 4 = 7
рiвнянь-обмежень. Нескладно показати, що одне рiвняння є залежним.
Виходить, що транспортна модель мiстить 𝑚 + 𝑛− 1 = 3 + 4− 1 = 6
незалежних рiвнянь i 𝑚+ 𝑛− 1 = 3 + 4− 1 = 6 базисних змiнних.

Робимо наступнi кроки:
1) 𝑥11 = 5, стовпчик 1 викреслюємо. Iншi операцiї в ньому не робимо.
На рядок 1 залишилось 15− 5 = 10 одиниць;
2) 𝑥12 = 10 i рядок 1 викреслюємо, а на долю стовпчика 2 залишається
5 одиниць;
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3) 𝑥22 = 5, стовпчик 2 викреслюємо, а в рядку 2 залишається 20 оди-
ниць;
4) 𝑥23 = 15, стовпчик 3 викреслюємо, у рядку 2 залишається 5 оди-
ниць;
5) 𝑥24 = 5, рядок 2 викреслюємо, в стовпчику 4 залишається 5 оди-
ниць;
6) 𝑥34 = 5, викреслюємо 3 рядок i 4 стовпчик.

Отже, знайдено початковий план перевезень методом пiвнiчно-за-
хiдного кута. Базиснi змiннi приймають наступнi значення:

𝑥11 = 5, 𝑥12 = 10, 𝑥22 = 5, 𝑥23 = 15, 𝑥24 = 5, 𝑥34 = 5.

Iншi – небазиснi змiннi дорiвнюють нулевi. Отриманий опорнийплан
є невиродженим (6 = 3 + 4 − 1). Знайдемо вiдповiднi транспортнi
витрати:

𝑧 = 5 · 10 + 10 · 0 + 5 · 7 + 15 · 9 + 5 · 20 + 5 · 18 = 410 (грош. од.)

Якщо одночасно i стовпчик, i рядок задовольняють обмеженням,
чергова змiнна, що включається в базисний розв’язок, обов’язково має
нульове значення. Стовпчик 2 i рядок 2 одночасно приводять до ви-
конання вiдповiдних обмежень. Якщо викреслюється стовпчик 2, то
на наступному кроцi змiнна 𝑥23 стає базисною з нульовим значенням,
оскiльки величина пропозицiї в рядку 2 дорiвнює нулевi. Якщо ж ви-
користовується рядок 2, то 𝑥32 стає нульовою базисною змiнною.

Полiпшення плану перевезень за методом потенцiалiв.
Визначення змiнної, яка вводиться в базис.

Для перевiрки умови оптимальностi та подальшого знаходження
оптимального розв’язку використовується методi потенцiалiв. Кожно-
му рядку 𝑖 та стовпчику 𝑗 транспортної таблицi ставляться у вiдпо-
вiднiсть числа (потенцiали) 𝑢𝑖 i 𝑣𝑗. Для кожної базисної змiнної 𝑥𝑖𝑗
поточного розв’язку потенцiали 𝑢𝑖 i 𝑣𝑗 повиннi задовольняти умови:

𝑢𝑖 + 𝑣𝑗 = 𝑐𝑖𝑗.

Нагадуємо, що 𝑐𝑖𝑗 – це тариф на перевезення в клiтинцi (𝑖, 𝑗). Цi рiв-
няння призводять до системи 𝑚 + 𝑛− 1 лiнiйно незалежних алгебра-
їчних рiвнянь, в яких присутнi 𝑚 + 𝑛 невiдомих. Тодi система має
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безлiч розв’язкiв, для пошуку одного з них надають одному з потенцi-
алiв довiльне значення (наприклад 𝑢1 = 0). Пiсля оцiнки потенцiалiв
знаходимо оцiнки для небазисних змiнних 𝑥𝑝𝑞 з рiвняння:

𝑐*𝑝𝑞 = 𝑢𝑝 + 𝑣𝑞 − 𝑐𝑝𝑞.

Отже, у нашому прикладi: Оцiнки для небазисних змiнних
визначаються так:

𝑥11 : 𝑢1 + 𝑣1 = 𝑐11 = 10, 𝑐*13 = 𝑢1 + 𝑣3 − 𝑐13 = 0 + 2− 20 = −18,

𝑥12 : 𝑢1 + 𝑣2 = 𝑐12 = 0, 𝑐*14 = 𝑢1 + 𝑣4 − 𝑐14 = 0 + 13− 11 = 2,

𝑥22 : 𝑢2 + 𝑣2 = 𝑐22 = 7, 𝑐*21 = 𝑢2 + 𝑣1 − 𝑐21 = 7 + 10− 12 = 5,

𝑥23 : 𝑢2 + 𝑣3 = 𝑐23 = 9, 𝑐*31 = 𝑢3 + 𝑣1 − 𝑐31 = 5 + 10− 0 = 15 ,

𝑥24 : 𝑢2 + 𝑣4 = 𝑐24 = 20, 𝑐*32 = 𝑢3 + 𝑣2 − 𝑐32 = 5 + 0− 14 = −9,

𝑥34 : 𝑢3 + 𝑣4 = 𝑐34 = 18, 𝑐*33 = 𝑢3 + 𝑣3 − 𝑐33 = 5 + 2− 16 = −9.

Покладемо 𝑢1 = 0,
тодi отримаємо:
𝑣1 = 10, 𝑣2 = 0, 𝑢2 = 7,

𝑣3 = 2, 𝑢3 = 5, 𝑣4 = 13.

Критерiй оптимальностi плану перевезень. Для того, щоб опор-
ний план транспортної задачi був оптимальним, необхiдно i достатньо,
щоб оцiнки потенцiалiв для небазисних змiнних були не додатними.

Пiсля цього для включення в базис обирається небазисна змiнна,
яка має найбiльшу додатну оцiнку 𝑐*𝑝𝑞.

Так як змiнна 𝑥31 має максимальну додатну оцiнку 𝑐*𝑝𝑞, вона i оби-
рається в якостi змiнної, що вводиться в базис.

Визначення змiнної, яка виводиться з базису.
Побудова циклу

Для визначення змiнної, що виводиться з базису, побудуємо цикл,
що вiдповiдає змiннiй, яка вводиться ( у нашому випадку це 𝑥31). Цикл
починається i закiнчується обраною небазисною змiнною. Вiн склада-
ється з послiдовностi горизонтальних i вертикальних зв’язаних вiдрiз-
кiв, кiнцями яких повиннi бути базиснi змiннi. Це означає, що кожна
клiтинка, яка розташована на поворотi циклу, повина мiстити базисну
змiнну. Не має значення за чи проти годинникової стрiлки робити об-
хiд. Цикл для всiх небазисних змiнних один. Не обов’язкова участь у
циклi всiх базисних змiнних.
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Приклади того, як можуть виглядати найпростiшi ланцюги циклiв

 

У нашому прикладi цикл має вигляд:

𝑥31 → 𝑥11 → 𝑥12 → 𝑥22 → 𝑥24 → 𝑥34 → 𝑥31.

 

Якщо значення введеної змiнної збiльшити (на 1), то для збережен-
ня допустимостi розв’язку значення базисних змiнних, що знаходяться
на поворотах циклу, необхiдно скорегувати так:

1) зменшити 𝑥11 на одиницю,
2) збiльшити 𝑥12 на одиницю,
3) зменшити 𝑥22 на одиницю,
4) збiльшити 𝑥24 на одиницю,
5) зменшити 𝑥34 на одиницю.
Змiнна, що виведена з базису, обирається iз змiнної, що знаходи-

ться на поворотах циклу, значення яких зменшується при збiльшеннi
𝑥31. Вони позначенi ⊖. Виведеною з базису змiнною стає та, що має
найменше значення, так як вона швидше за всiх стане 0.

У нашому прикладi три ⊖ – у змiнних 𝑥11, 𝑥22, 𝑥34 i мають вони
значення 5. Кожну з них можна виключити з базису. Нехай обрано
𝑥34.
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Тодi значення 𝑥31 стане 5, а змiннi, що знаходяться на поворотах
циклу (базиснi) вiдповiдним чином коригуються (якщо ⊕, то збiльшу-
ються на 5, iнакше – зменшуються на 5).

Отримали такий розв’язок:

 

Отже, наступний план перевезень (або базиснi змiннi): 𝑥11 = 0,
𝑥12 = 15, 𝑥22 = 0, 𝑥23 = 15, 𝑥24 = 10, 𝑥31 = 5. Iншi, небазиснi, дорiвню-
ють нулевi. Загальна вартiсть перевезень: 𝑧 = 0 · 10 + 5 · 0 + 15 · 0 + 0 ·
7 + 15 · 9 + 10 · 20 = 335 грош. од., що краще нiж було (410 грош. од.).

Базисний розв’язок вироджений, так як 𝑥11 = 0 i 𝑥22 = 0, тобто
вiдмiнних вiд нуля базисних змiнних менше, нiж 𝑚 + 𝑛 − 1 = 6. Але
нiчого в алгоритмi не змiнюємо.

Оптимальнiть нового базису перевiряємо обчисленням нових потен-
цiалiв.

Для базисних змiнних:
𝑥31 : 𝑢3 + 𝑣1 = 𝑐31 = 0; 𝑢1 = 0,

𝑥11 : 𝑢1 + 𝑣1 = 𝑐11 = 10; 𝑣2 = 0,

𝑥12 : 𝑢1 + 𝑣2 = 𝑐12 = 0; 𝑣1 = 10,

𝑥22 : 𝑢2 + 𝑣2 = 𝑐22 = 7; 𝑢3 = −10,

𝑥23 : 𝑢2 + 𝑣3 = 𝑐23 = 9; 𝑣3 = 2,

𝑥24 : 𝑢2 + 𝑣4 = 𝑐24 = 20; 𝑣4 = 13,
𝑢2 = 7.

Для небазисних змiнних:
𝑥13 : 𝑐

*
13 = 𝑢1 + 𝑣3 − 𝑐13 = 0 + 2− 20 = −18,

𝑥14 : 𝑐
*
14 = 𝑢1 + 𝑣4 − 𝑐14 = 0 + 13− 11 = 2,

𝑥21 : 𝑐
*
21 = 𝑢2 + 𝑣1 − 𝑐21 = 7 + 10− 12= 5 ,

𝑥32 : 𝑐
*
32 = 𝑢3 + 𝑣2 − 𝑐32 = −10 + 0− 14 = −24,

𝑥33 : 𝑐
*
33 = 𝑢3 + 𝑣3 − 𝑐33 = −10 + 2− 16 = −24,

𝑥34 : 𝑐
*
34 = 𝑢3 + 𝑣4 − 𝑐34 = −10 + 13− 18 = −15.
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Критерiй оптимальностi отриманого плану перевезень не викону-
ється. У 𝑥21 оцiнка потенцiалу максимальна серед додатних 𝑐*21 = 5,
тому 𝑥21 та змiнна, що вводиться в базис. Складаємо цикл та визна-
чаємо, яку змiнну виводимо з базису. Цикл будуємо так:

𝑥12 → 𝑥22 → 𝑥21 → 𝑥11 → 𝑥12.

 

Вивести можна 𝑥11 або 𝑥22. Виведемо, наприклад, 𝑥11. Отримуємо
новий базисний розв’язок (див. табл. 6).

Якщо iтерацiй для покращення розв’язку до оптимального багато,
для скорочення записiв розрахункiв потенцiали для базисних змiнних
записують над вiдповiдними рядками та стовпцями таблицi, напри-
клад, як у таблицi 6, а оцiнки потенцiалiв для небазисних змiнних
пишуть у куточках вiдповiдних клiтин.

 

Критерiй оптимальностi не виконується. Оцiнка потенцiалу для не-
базисної змiнної 𝑥14 додатня, тому змiнну 𝑥14 вводимо в базис. Скла-
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даємо цикл та визначимо, яку змiнну виводимо з базису (див. табл. 7).

 

У Табл. 7 𝑥14 вводиться в базис, а 𝑥24 виводиться з базису. У Табл.8
представлений новий базисний розв’язок, отриманий з Табл.7.

 

Оптимальнiть нового базису перевiряємо обчисленням нових потен-
цiалiв. Розрахунки ведемо у таблицi 9.
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Крiтерiй оптимальностi виконується, усi оцiнки потенцiалiв небази-
сних змiнних 𝑐𝑖𝑗 ⩽ 0, це означає, що знайшли оптимальний розв’язок.
При такому планi перевезень загальна вартiсть перевезення станови-
тиме:

𝑧 = 5 · 0 + 10 · 11 + 0 · 12 + 10 · 7 + 15 · 9 + 5 · 0 = 315(грош. од.)

План перевезення вантажу можна описати матрицею

(𝑥𝑖𝑗) =

⎛⎜⎝ 0 5 0 10

0 10 15 0

5 0 0 0

⎞⎟⎠
або словами:
– iз пункту 𝐴1 до пункту 𝐵2 необхiдно перевезти 5 од.;
– iз пункту 𝐴1 до пункту 𝐵4 необхiдно перевезти 10 од.;
– iз пункту 𝐴2 до пункту 𝐵1 необхiдно перевезти 0 од.;
– iз пункту 𝐴2 до пункту 𝐵2 необхiдно перевезти 10 од.;
– iз пункту 𝐴2 до пункту 𝐵3 необхiдно перевезти 15 од.;
– iз пункту 𝐴3 до пункту 𝐵1 необхiдно перевезти 5 од.

5.2 Метод найменшої вартостi
Цей метод вiдповiдає своїй назвi. В базис послiдовно обираються

змiннi, що вiдповiдають напрямкам з найменшою вартiстю. Суть ме-
тоду мiнiмального елемента полягає в тому, що на кожному кроцi здiй-
снюється максимально можливе «перемiщення» вантажу у клiтинку
з мiнiмальною вартiстю перевезення одиницi вантажу. Послiдовнiсть
знаходження початкового базисного розв’язку така:

Крок 1. Обирається змiнна, якiй вiдповiдає найменша вартiсть у
всiй таблицi, i їй надається можливо бiльше значення. Якщо таких
змiнних декiлька, то обирається довiльно одна.

Крок 2. Змiннiй у вибранiй клiтинцi присвоюється найбiльше зна-
чення, яке допускає обмеження на попит (пропозицiю) 𝑥𝑖𝑗 = 𝑚𝑖𝑛{𝑎𝑖; 𝑏𝑗},
при цьому враховуються значення iнших базисних змiнних, що знахо-
дяться у тому ж стовпчику та рядку, де i дана змiнна. Якщо в ба-
зис обрано 𝑚 + 𝑛 − 1 змiнних, тодi початковий допустимий базисний
розв’язок знайдено. Якщо нi, тодi переходимо до наступного кроку.
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Крок 3. Викреслюється вiдповiдний стовпчик або рядок, для якого
попит (пропозицiю) задоволено. Якщо обмеження по стовпчику i ряд-
ку виконуються одночасно, то викреслюється або стовпчик, або рядок,
а в наступну клiтину записуємо «0», i вважаємо її заповненою, але з
кiлькiстю «0».

Пiсля обчислення нових значень попиту i обсягу виробництва для
всiх невикреслених рядкiв i стовпчикiв процес повторюється при мо-
жливо бiльшому значеннi тiєї змiнної, якiй вiдповiдає мiнiмальна вар-
тiсть серед невикреслених. Процедура завершується, коли залишає-
ться один рядок або один стовпчик.

Застосуємо цей метод до нашої задачi. Розглянемо приклад з Табл.1
на стор. 65.
Iтерацiя 1.

Крок 1. Змiннi 𝑥12 i 𝑥31 мають однакову найменшу вартiсть – 0.
Обираємо, наприклад, 𝑥12.

Крок 2. Змiннiй 𝑥12 у вибранiй клiтинцi присвоюємо найбiльше зна-
чення, яке допускає обмеження на попит та обмеження на обсяг виро-
бництва, це 15, тобто 𝑥12 = 15.

Крок 3. Коригуємо попит i пропозицiю. Оскiльки попит та про-
позицiя виконуються одночасно, то викреслюємо, наприклад, другий
стовпчик. Цi кроки наочнiше iлюструються у Таблицi 10.

 

Повертаємось до першого кроку.
Iтерацiя 2.

Крок 1. Змiнна 𝑥31 має найменшу вартiсть – 0.
Крок 2. Змiннiй 𝑥31 у вибранiй клiтинцi присвоюємо значення 5.
Крок 3. Коригуємо попит i пропозицiю. Оскiльки попит i пропози-

цiю задоволено одночасно, то викреслюємо, наприклад, третiй рядок,
як це показано у Табл. 11.
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Повертаємося до першого кроку.
Iтерацiя 3.

Крок 1. Серед елементiв, що залишилися, найменша вартiсть у 𝑥23
𝑐23 = 9.

Крок 2. Присвоюємо 𝑥23 = 15.
Крок 3. Коригуємо попит i пропозицiю. Оскiльки попит цiлком за-

доволено, то викреслюємо третiй стовпчик.
Повертаємося до першого кроку.

Iтерацiя 4.
Крок 1. Далi найменша вартiсть у 𝑥11, де 𝑐23 = 10.
Крок 2. Оскiльки залишок обсягу виробництва в рядку 1 i залишок

попиту в стовпчику 1 дорiвнюють нулевi, то присвоюємо 𝑥11 = 0.
Крок 3. Попит та пропозицiя не потребують коригування, оскiльки

𝑥11 = 0. Викреслюємо перший стовпчик.
Iтерацiя 5.

Крок 1. Далi, найменша вартiсть у 𝑥14, де 𝑐14 = 11.
Крок 2. Оскiльки залишок обсягу виробництва в рядку 1 дорiвнює

нулевi, то присвоюємо 𝑥14 = 0.
Крок 3. Коригуємо попит i пропозицiю та викреслюємо перший ря-

док. Залишок обсягу виробництва в першому рядку дорiвнює нулевi.
Iтерацiя 6.

Крок 1. Далi, залишилася одна змiнна 𝑥24.
Крок 2. Оскiльки залишок обсягу виробництва в рядку 1 дорiвнює

10, то присвоюємо 𝑥24 = 10.
Крок 3. Коригуємо попит i пропозицiю та викреслюємо четвертий

стовпчик.
В базис обрано 𝑚+ 𝑛− 1 = 3+ 4− 1 = 6 змiнних, тодi початковий

допустимий базисний розв’язок знайдено.
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Сумарнi витрати вiдповiдному цьому розв’язку, рiвнi 0 · 10 + 15 ·
0+0 ·11+15 ·9+10 ·20+5 ·0 = 335 (грош. од.), що краще результату,
який отримано при використаннi методу пiвнiчно-захiдного кута.

 

5.3 Наближений метод Фогеля
Цей метод є еврiстичним, доволi простим i дає змогу отримати по-

чатковий опорний план, бiльш наближений до оптимального розв’язку,
нiж у випадку застосування iнших методiв.

Алгоритм складається з таких крокiв.
Крок 1. Обчислити штраф для кожного рядка (стовпчика), вiд-

нiмаючи найменший елемент (вартiсть) цього рядка (стовпчика) вiд
наступного за ним по величинi елементiв того ж рядка (стовпчика).

Крок 2. Вiдзначити рядок або стовчик з найбiльшим штрафом, а
якщо таких декiлька, то обрати серед них будь-який рядок або будь-
який стовпчик. У обраному рядку чи стовпчику обрати змiнну з най-
меншою вартiстю i присвоїти їй найбiльш можливе значення. Скоригу-
вати обсяг виробництва i попит та викреслити рядок або стовпчик, що
вiдповiдає виконаному обмеженню. Якщо обмеження по рядку i стов-
пчику виконуються одночасно, то викреслити рядок або стовпчик, а
стовпцю або рядку, що залишився, приписати нульовий попит (обсяг
виробництва). Рядок або стовпчик з нульовим обсягом виробництва
(або попитом) не використовується у подальших розрахунках (на Кро-
цi 3).

Крок 3.

а) Якщо невикресленим залишається один рядок або один стовпчик,
то завершити обчислення.
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б) Якщо залишається невикресленим тiльки один рядок (стовпчик)
з додатнiм обсягом виробництва (попитом), знайти базиснi змiн-
нi в цьому рядку (стовпчику), використовуючи метод найменшої
вартостi.

в) Якщо усiм невикресленим рядкам i стовпчикам вiдповiдають ну-
льовi обсяги виробництва i величини попиту, знайти нульовi бази-
снi змiннi, використовуючи метод найменшої вартостi.

г) В iнших випадках обчислити новi значення штрафiв для невикре-
слених рядкiв i стовпчикiв та перейти до кроку 2. Слiд зазначити,
що рядки i стовпчики з нульовими значеннями обсягу виробни-
цтва i попиту не повиннi використовуватися при обчисленнi цих
штрафiв.

Знайдемо початковий базисний розв’язок за допомогою методу Фо-
геля ту ж саму задачу.
Iтерацiя 1.

Крок 1. Обчислюємо штрафи для кожного рядка та кожного стов-
пчика. У Таблицi 13 представленi набiр штрафiв для рядкiв i стовпчи-
кiв.

 

Крок 2. Вiдзначаємо рядок або стовчик з найбiльшим штрафом.
Оскiльки найбiльший штраф – 14 у третьому рядку, то обираємо змiн-
ну в ньому з найменшою вартiстю. Оберемо 𝑥31 i припишемо їй зна-
чення 5, тобто 𝑥31 = 5. Обмеження по першому стовпчику i третьому
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рядку виконуються одночасно. Викреслимо, наприклад, перший стов-
пчик.

Крок 3. Коригуємо попит та пропозицiю.
Iтерацiя 2.

Крок 1. Обчислюємо штрафи II для кожного рядка та кожного
стовпчика. Третiй рядок має нульовий обсяг виробництва i тому його
не розглядаємо. Не розглядаємо також перший стовпчик.

Крок 2. Вiдзначаємо рядок або стовчик з найбiльшим штрафом.
Оскiльки штраф для першого рядка та штраф для третього стовпчика
однаковi, вони дорiвнюють 11, то оберемо, наприклад, третiй стовпець.
Шукаємо елемент iз найменшою вартiстю – 9. Оберемо 𝑥23 i припише-
мо їй значення 15, тобто 𝑥23 = 15.

Крок 3. Коригуємо попит та пропозицiю. Стовпчик 3 викреслює-
ться, а обсяг виробництва у рядку 2 дорiвнює 25 − 15 = 10. Будуємо
нову Таблицю 14.

 

Iтерацiя 3.
Крок 1. Обчислюємо штрафи III для кожного рядка та кожного

стовпчика. Третiй рядок має нульовий обсяг виробництва i тому його
не розглядаємо. Не розглядаємо також перший та третiй стовпчики.

Крок 2. Вiдзначаємо рядок або стовчик з найбiльшим штрафом.
Максимальний штраф у другому рядку дорiвнює 13. Шукаємо еле-
мент iз найменшою вартiстю у цьому рядку – 7 i присвоюємо 𝑥22 ма-
ксимальне значення, виходячи з попиту i пропозицiї 𝑥22 = 10.

Крок 3. Коригуємо попит i обсяг виробництва. Так як у другому
рядку пропозицiя 0, то його викреслюємо.
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Залишився тiльки перший рядок. Мiнiмальну вартiсть має 𝑥12 i
тому 𝑥12 надамо найбiльше значення виходячи з попиту i обсягу ви-
робництва: 𝑥12 = 5. Коригуємо попит i обсяг виробництва. У першому
рядку залишається один елемент 𝑥14, йому i присвоюємо максималь-
не значення з попиту i обсягу виробництва, тобто 𝑥14 = 10. Процес
закiнчено.

 

Оптимальний розв’язок: 𝑥12 = 5, 𝑥14 = 10, 𝑥22 = 10, 𝑥23 =
15, 𝑥31 = 5, 𝑥34 = 0.

Загальна вартiсть перевезень: 5·0+10·11+10·7+15·9+5·0+0·18 =
315 (грош. од.).

Отже, метод Фогеля дає кращий початковий розв’язок, нiж попере-
днi методи. У нашому випадку ми одразу отримали оптимальний план
перевезень (порiвнюючи з оптимальним розв’язком цiєї задачi, який
знайдено ранiше). Але це не завжди так i для того, щоб з’ясувати,
чи є знайдений план перевезень оптимальним та надалi, за потреби,
знайти оптимальний план, застосовують метод потенцiалiв.

5.4 Запитання для самоконтролю
1. Сформулюйте загальну постановку транспортної задачи.

2. Сформулюйте математичну постановку транспортної задачи.

3. Яка транспортноа задача називається закритою або збалансова-
ною? Яка транспортноа задача називається вiдкритою (незбалан-
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сованою)? Як вiдкриту транспортну задачу звести до транспортної
задачi закритого типу? Навести приклад.

4. Чи можна розв’язати транспортну задачу симплекс-методом?

5. Якими методами можна знайти початковий базисний план транс-
портної задачi? Який з них кращий? За якою ознакою?

6. У чому полягає iдея визначення початкового опорного плану тран-
спортної задачi методом «пiвнiчно-захiдного кута»?

7. У чому полягає iдея визначення початкового опорного плану тран-
спортної задачi методом найменшої вартостi?

8. У чому полягає iдея визначення початкового опорного плану тран-
спортної задачi методом Фогеля?

9. Який план транспортної задачi називають невиродженим?

10. Як перейти вiд виродженого до невиродженого плану транспорт-
ної задачi? Вкажiть спосiб усунення виродженостi.

11. В чому суть методу потенцiалiв?

12. Сформулюйте алгоритм методу потенцiалiв.

13. Вкажiть критерiй оптимальностi базисного плану перевезень тран-
спортної задачi при розв’язуваннi її методом потенцiалiв.

14. Як здiйснити перехiд вiд одного базисного плану транспортної за-
дачi до наступного при розв’язуваннi її методом потенцiалiв?

15. За яким принципом обчислюють потенцiали при розв’язуваннi тран-
спортної задачi методом потенцiалiв? Чому однiй з невiдомих мо-
жна надавати довiльного значення?

16. Що розумiють пiд поняттям «цикл» у транспортнiй задачi?

17. За якими правилами будують цикл? Яким вiн може бути? З якою
метою його будують?
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5.5 Завдання для самостiйної роботи
Нехай 𝑘 – номер академiчної групи, 𝑖 – порядковий номер студента

у списку академiчної групи.
Компанiя має три заводи з виробництва комбiкормiв, якi мають

вiдправлятися до чотирьох крупних фермерських господарств. Заводи
1, 2 i 3 випускають 15 + 𝑘 + 𝑖, 10 + 𝑘, 15 + 𝑖 тонн комбiкормiв на
мiсяць вiдповiдно. Кожне фермерське господарство має отримати 5+𝑘,
2+ 𝑖, 14+ 𝑘, 9+ 𝑖 тонн комбiкормiв на мiсяць вiдповiдно. Транспортнi
витрати (в умовн. грош. од. за одну тонну) вказанi матрицею витрат
нижче: ⎛⎜⎝ 4 9 16 + 𝑘 2 + 𝑖

7 15 4 5

8 + 𝑘 3 + 𝑖 6 8

⎞⎟⎠ .

Скiльки тонн комбiкормiв має бути перевезено з кожного заводу до
кожного з чотирьох крупних фермерських господарств, щоб мiнiмiзу-
вати загальну вартiсть доставки?

Виконати наступнi завдання.
1. Сформулюйте математичну постановку цiеї транспортної задачi.
2. Знайдiть початковий базисний розв’язок методом пiвнiчно- за-

хiдного кута.
3. Знайдiть початковий базисний розв’язок методом найменшої вар-

тостi.
4. Знайдiть початковий базисний розв’язок методом Фогеля.
5. Знайдiть оптимальний розв’язок транспортної здачi на основi

знайденого початкового базисного розв’язку за допомогою метода по-
тенцiалiв. Для цього початковий базисний розв’язок оберiть за своїм
варiантом:

– якщо 𝑖 = 1, 4, 7, 10, 13, 16, 19, 22, 25, то використовуйте початко-
вий базисний розв’язок, знайдений методом пiвнiчно-захiдного кута

– якщо 𝑖 = 2, 5, 8, 11, 14, 17, 20, 26, то використовуйте початковий
базисний розв’язок, знайдений методом найменшої вартостi.

– якщо 𝑖 = 3, 6, 9, 12, 15, 18, 21, 24, 27, то використовуйте початко-
вий базисний розв’язок, знайдений методом Фогеля.

6. Зробiть висновки.
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Тема 6. Задача про призначення

Розглянемо ситуацiю, коли потрiбно розподiлити 𝑚 видiв робiт (або
виконавцiв) по 𝑛 верстатах. Робота 𝑖 (де 𝑖 = 1,2,...,𝑚) виконується на
верстатi 𝑗 (де 𝑗 = 1,2,..., 𝑛) пов’язана з витратами 𝑐𝑖𝑗. Завдання по-
лягає в такому розподiлi робiт по верстатам (одна робота виконується
одним верстатом), що вiдповiдає мiнiмуму сумарних витрат. Така за-
дача вiдома, як задача про призначення.

Цю задачу можна розглядати як окремий випадок транспортної за-
дачi. Тут роботи представляють «вихiднi пункти», а верстати — «пун-
кти призначення». Пропозицiя у кожному вихiдному пунктi дорiвнює
1, тобто 𝑎𝑖 = 1 для кожного 𝑖. Аналогiчно попит у кожному пунктi при-
значення дорiвнює 1, тобто 𝑏𝑗 = 1 для всiх 𝑗. Вартiсть «перевезення»
(прикрiплення) роботи 𝑖 до верстата 𝑗 дорiвнює 𝑐𝑖𝑗. Якщо яку-небудь
роботу не можна виконати на деякому верстатi, то вiдповiдна вартiсть
𝑐𝑖𝑗 береться рiвною дуже великому числу 𝑀 .

У таблицi 1 iлюструється загальна структура задачi про призначе-
ння.

Перш нiж розв’язувати задачу методами, асоцiйованими з транс-
портною моделлю, необхiдно «лiквiдувати» дисбаланс, додавши фi-
ктивнi роботи або верстати в залежностi вiд початкових умов (𝑚 < 𝑛
або 𝑚 > 𝑛). Тому без втрати загальностi можна покласти 𝑚 = 𝑛.

Верстати
1 2 . . . 𝑛

Види робiт

1 𝑐11 𝑐12 . . . 𝑐1𝑛 1
2 𝑐21 𝑐22 . . . 𝑐2𝑛 1
... ... ... ... ...
𝑚 𝑐𝑚1 𝑐𝑚2 . . . 𝑐𝑚𝑛 1

1 1 . . . 1

Табл. 1

Задачу про призначення можна представити таким чином.
Нехай змiннi 𝑥𝑖𝑗 приймають лише два значення або 0, або одиницю,
причому

𝑥𝑖𝑗 =

{︂
0, якщо 𝑖-а робота не виконується на 𝑗-му верстатi;
1, якщо 𝑖-а робота виконується на 𝑗-му верстатi.
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Тепер задача буде сформульована так:
мiнiмiзувати

𝑧 =
𝑚∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑐𝑖𝑗𝑥𝑖𝑗,

при обмеженнях
𝑛∑︁

𝑗=1

𝑥𝑖𝑗 = 1, ∀𝑖 = 1,𝑚,

𝑚∑︁
𝑖=1

𝑥𝑖𝑗 = 1, ∀𝑗 = 1, 𝑛,

де 𝑥𝑖𝑗 = або 0, або 1.

Для iлюстрацiї задачi про призначення розглянемо табл. 2 з трьома
роботами i трьома верстатами.

Верстати
1 2 3

Види робiт
1 5 7 9 1

2 14 10 12 1

3 15 13 16 1

1 1 1

Табл. 2

Початковий розв’язок (отриманний за правилом пiвнiчно-захiдного
кута) буде виродженим.

Ця особливiсть характерна для задачi про призначення незалежно
вiд методу, що використовується для одержання початкового базису.
Насправдi розв’язок буде залишатися виродженим на всiх iтерацiях.

Специфiчна структура задачi про призначення дозволяє розроби-
ти ефективний метод її розв’язування. Покажемо, як реалiзувати цей
метод на прикладi приведеної вище задачi.
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Оптимальний розв’язок задачi про призначення не змiниться, якщо
до будь-якого рядка або стовпчика матрицi вартостей додати (або вiд-
няти) постiйну величину.

Звiдси випливає, що мiнiмiзацiя початкової функцiї приводить до
того 𝑧 розв’язку, як i мiнiмiзацiя нової функцiї пiсля додавання (або
вiднiмання) постiйної величини до будь-якого рядка або стовпчика ма-
трицi вартостей.

Наведенi мiркування показують, що якщо можна побудувати но-
ву матрицю 𝑐′𝑖𝑗 — матрицю з нульовими елементами i цi нульовi еле-
менти або їхня пiдмножина вiдповiдають припустимому розв’язку, то
такий розв’язок буде оптимальним, оскiльки вартiсть не може бути
вiд’ємною.

В табл. 3 нульовi елементи отриманi вiднiманням найменшого еле-
мента в кожнiм рядку (стовпчику) з вiдповiдного рядка (стовпчика).
Якщо спочатку розглянути рядки, то отримаємо 𝑐′𝑖𝑗 — матрицю, що
представлена в табл. 3. (У першому рядку вiд елементiв вiдняли 5, у
другому – 10 i у третьому – 13).

Верстати
1 2 3

Види робiт
1 0 2 4

2 4 0 2

3 2 0 3

Табл. 3

Вiднiмимо з третього стовпчика найменше число 2, пiсля цього
отримаємо табл. 4.

Квадратиками у табл. 4 позначенi елементи, що вiдповiдають при-
пустимому (i, отже, оптимальному) призначенню:

(1, 1), (2, 3), (3, 2)

з вартiстю 5 + 12 + 13 = 30. Зазначимо, що ця вартiсть дорiвнює сумi
чисел, що вiднiмали вiд рядкiв i стовпчика: 5 + 10 + 13 + 2 = 30.
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Верстати
1 2 3

Види робiт
1 0 2 2

2 4 0 0

3 2 0 1

Табл. 4

Але, на жаль, не завжди вдається визначити припустиме призна-
чення настiльки просто, як у розглянутому прикладi. Тому потрiбнi
iншi правила для отримання оптимального розв’язку. Цi правила iлю-
струються на прикладi, наведеному у табл. 5.

Верстати
1 2 3 4

Види робiт

1 1 4 6 3

2 9 7 10 9

3 4 5 11 7

4 8 7 8 5

Табл. 5

Виконуючи тi ж початковi кроки, що й у попередньому прикладi,
одержимо табл. 6. А саме, вiд першого рядка вiдняли 1, вiд другого
рядка вiдняли 7, вiд третього рядка вiдняли 4, вiд четвертого рядка
вiдняли 5. Потiм, у новiй таблцi, вiд третього стовпчика вiдняли 3.
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Верстати
1 2 3 4

Види робiт

1 0 3 2 2

2 2 0 0 2

3 0 1 4 3

4 3 2 0 0

Табл. 6

У цьому випадку неможливо знайти припустимий розв’язок, що
складається з нулiв. Подальша процедура складається в проведеннi
мiнiмальної кiлькостi прямих через деякi рядки i стовпчики для того,
щоб усi нулi виявилися викресленими. У табл. 7 показано, як викори-
стовується це правило.

Верстати
1 2 3 4

Види робiт

1 0 3 2 2

2 2 0 0 2

3 0 1 4 3

4 3 2 0 0

Табл. 7

На наступному кроцi обирається найменший невикреслений еле-
мент (у нашому випадку вiн дорiвнює 1 див. табл. 7). Цей елемент
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вiднiмається з кожного невикресленого елемента i додається до ко-
жного елемента, що знаходиться на перетинi проведених прямих. У
результатi отримаємо наступну табл. 8, що вiдповiдає оптимальному
призначенню:

(1,1), (2,3), (3,2), (4,4).

Вiдповiднi сумарнi витрати дорiвнюють:

1 + 10 + 5 + 5 = 21.

Верстати
1 2 3 4

Види робiт

1 0 2 1 1

2 3 0 0 2

3 0 0 3 2

4 4 2 0 0

Табл. 8

Варто зазначити, що якщо на останньому кроцi оптимальний роз-
в’язок не досягнуто, то процедуру проведення прямих варто повторю-
вати доти, поки не буде отримано припустимий розв’язок.

6.1 Запитання для самоконтролю
1. Яка постановка задачi про призначення?

2. У чому вiдмiннiсть моделi задачi про призначення вiд моделi транс-
портної задачi?

3. Якi початковi i шуканi параметри задачi про призначення?

4. Яким чином у моделi задачi про призначення можна заборонити
конкретне призначення?
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5. У чому особливостi процесу зведення задачi про призначення до
збалансованого вигляду?

6. У якому випадку в модель уводять фiктивного працiвника (вид
роботи)?

7. Сформулюйте основнi кроки алгоритму угорського методу.

8. Сформулюйте додатковi кроки алгоритму угорського методу.

9. Як визначають оптимальний розв’язок задачi про призначення?

10. Яким чином може бути сформульовано критерiй оптимальностi у
задачi про призначення?

6.2 Завдання для самостiйної роботи
Нехай 𝑘 — номер академiчної групи, у якiй знаходиться студент,

𝑖— порядкоий номер студента у списку академiчної групи.
Розв’язати задачу розподiлу чотирьох робiтникiв на чотирьох вер-

статах. Вiдповiднi коефiцiєнти вартостi у гривнi приведенi в табл. 9

Верстати
1 2 3 4

Робiтники

1 𝑘 3 7+𝑖 4

2 5 6 + 𝑖 9 + 𝑘 10

3 8 4 5 3

4 2 9 12 2 + 𝑖

Табл. 9
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Тема 7. Цiлочисельне програмування

Цiлочисельне програмування орiєнтовано на розв’язування задач
математичного програмування, в якому всi або деякi змiннi повин-
нi приймати тiльки цiлочисленнi значення. Задача називається пов-
нiстю цiлочисельною, якщо умова цiлочисельностi накладена на всi
її змiннi, коли ця умова вiдноситься лише до деяких змiнних, задача
називається частково цiлочисельною. Якщо при цьому цiльова фун-
кцiя i функцiї, що входять до обчислень, лiнiйнi, то задача є лiнiйною
цiлочисельною.

Властивi цiлочисельному програмуванню труднощi обчислюваль-
ного характеру, пов’язанi з ефектом помилки округлення, що виника-
ють при використовуваннi цифрових ЕОМ, зумовили дослiдникiв зна-
йти альтернативнi шляхи рiшення проблеми. Один з простих пiдходiв
полягає в розв’язуваннi неперевної модифiкацiї цiлочисельної задачi з
подальшими округленням координат одержаного оптимуму до допу-
стимих цiлих значень. Округлення в даному випадку є не що iнше, як
наближення. Проте немає гарантiї, що округлене рiшення задовольня-
тиме обмеженням. Для лiнiйної задачi з обмеженнями у виглядi рiв-
ностi округлене рiшення завжди не задовольняє цим обмеженням. Як
випливає з теорiї ЛП, округлене рiшення не може бути допустимим,
оскiльки це означало б, що один i той же базис (за умови рiвностi нулю
небазисних змiнних) визначає два рiзнi розв’язки задачi.

Неспроможнiсть округлення пiдкреслюється також наступними мiр-
куваннями. Не дивлячись на те, що цiлочисельнi змiннi звичайно ви-
ражають кiлькiсть неподiльних предметiв (наприклад, машин, людей,
кораблiв), можливi i iншi типи специфiкацiї цих змiнних. Так, розв’язок
про фiнансування деякого проекту представляється булевою змiнною
𝑥 (𝑥 = 0, якщо проект вiддаляється, i 𝑥 = 1, якщо проект прийма-
ється). В цьому випадку безглуздо оперувати дробовими значеннями
величини 𝑥, i процедура округлення є логiчно неприйнятною.

7.1 Класифiкацiя методiв розв’язування задач цi-
лочисельного програмування

Методи розв’язування задач цiлочисельного програмування можна
класифiкувати як:

1) методи вiдсiчень;
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2) комбiнаторнi методи.

Початковою задачею для демонстрацiї можливостей методiв вiдсi-
чень, що використовуються при розв’язуваннi лiнiйних цiлочисельних
задач, є задача з послабленими обмеженнями, яка виникає в результатi
виключення вимоги цiлочисельностi змiнних. У мiру введення спецi-
альних додаткових обмежень, що враховують вимогу цiлочисельностi,
многогранник допустимих розв’язкiв послабленої задачi поступово де-
формується до тих пiр, поки координати оптимального розв’язку не
стануть цiлочисельними. Назва «методи вiдсiчень» — пов’язано з тiєю
обставиною, що додатковi обмеження, що вводяться, вiдсiкають (ви-
ключають) деякi областi многогранника допустимих розв’язкiв, в яких
вiдсутнi точки з цiлочисельними координатами.

У основi комбiнаторних методiв лежить iдея перебору всiх допусти-
мих цiлочисельних розв’язкiв. Зрозумiло, на перший план тут вино-
ситься проблема розробки тестових процедур, що дозволяє безпосере-
дньо розглядати лише (вiдносно невелику) частину вказаних розв’язкiв,
а решта допустимих розв’язкiв враховувати деяким непрямим чином.

Найвiдомiшим комбiнаторним методом є метод гiлок i меж, який
також опирається на процедуру розв’язування задачi з послабленими
обмеженнями. При такому пiдходi з даної задачi отримуємо двi пiдза-
дачi шляхом спецiального «розбиття» простору розв’язкiв i вiдкидання
областей, що не мiстять допустимих цiлочисельних розв’язкiв.

У разi, коли цiлочисельнi змiннi є булевими, застосовуються комбi-
нованi методи. Булевi властивостi змiнних iстотно спрощують пошук
рiшення.

7.2 Алгоритми, що реалiзовують метод вiдсiкаю-
чих площин

Розглянемо приклад, що розкриває значення поняття «вiдсiкаюча
площина». Розглянемо лiнiйну задачу цiлочисельного програмування:

max 𝑧 = 7𝑥1 + 9𝑥2

при обмеженнях
−𝑥1 + 3𝑥2 ⩽ 6,

7𝑥1 + 𝑥2 ⩽ 35,

𝑥1, 𝑥2 − додатнi цiлi.
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Побудуємо область допустимих розв’язкiв задачi з ослабленими обме-
женнями, отриманої шляхом вiдкидання вимоги цiлочисельностi змiн-
них.

Оптимальне значення цiльової функцiї 𝑧 = 63 досягається в точцi

з дробовими координатами 𝑥1 =
9

2
i 𝑥2 =

7

2
.

У основi методу вiдсiкаючих площин лежить перетворення обла-
стi допустимих рiшень задачi з послабленими обмеженнями в опуклий
многогранник, екстремальна точка якого є оптимальним розв’язком
початкової задачi i повинна лежати всерединi або на межi побудова-
ного многогранника.

На малюнку показано, як введення двох (деяким чином вибраних)
додаткових обмежень дозволяє одержати нову екстремальну точку з
координатами (4; 3), що є оптимальним розв’язком сформульованої ви-
ще задачi цiлочисельного програмування. Зазначимо, що вiдсiчена вiд
множини допустимих розв’язкiв послабленої задачi область не мiстить
точок з цiлочисельними координатами.

7.2.1 Дробовий алгоритм розв’язування повнiстю цiлочисель-
них задач (перший алгоритм Гоморi)

Необхiдною умовою застосування даного алгоритму є цiлочисель-
нiсть всiх коефiцiєнтiв i правих частин обмежень початкової задачi.
Наприклад, обмеження 𝑥1 + (1/3)𝑥2 ⩽ (13/2) можна записати у ви-
глядi нерiвностi 6𝑥1 + 2𝑥2 ⩽ 39, у якiй дроби вiдсутнi.

90



Перейдемо до опису даного алгоритму. На першому кроцi розв’я-
зується задача з послабленими обмеженнями, що не мiстять умови
цiлочисельностi змiнних. Якщо отриманий оптимальний розв’язок ви-
являється цiлочисельним, то вiн є також розв’язком початкової задачi.
Iнакше слiд ввести додатковi обмеження, що породжують (разом з по-
чатковими обмеженнями) нову задачу ЛП, рiшення якої виявляється
цiлочисельним i спiвпадає з оптимальним рiшенням початкової цiло-
чисельної задачi.

Нехай остання симплексна таблиця задачi з послабленими обмеже-
ннями має такий вигляд:

Б.зм 𝑥1 . . . 𝑥𝑖 . . . 𝑥𝑚 𝑤1 . . . 𝑤𝑗 . . . 𝑤𝑛 Р-ок
z 0 . . . 0 . . . 0 𝑐1 . . . 𝑐𝑗 . . . 𝑐𝑛 𝛽0
𝑥1 1 . . . 0 . . . 0 𝛼1

1 . . . 𝛼𝑗
1 . . . 𝛼𝑛

1 𝛽1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
𝑥𝑖 0 . . . 1 . . . 0 𝛼1

𝑖 . . . 𝛼𝑗
𝑖 . . . 𝛼𝑛

𝑖 𝛽𝑖
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
𝑥𝑚 0 . . . 0 . . . 1 𝛼1

𝑚 . . . 𝛼𝑗
𝑚 . . . 𝛼𝑛

𝑚 𝛽𝑚

Тут через 𝑥𝑖 (𝑖 = 1, 𝑚) позначено базиснi змiннi, а через 𝑤𝑗 (𝑗 =
1, 𝑛)— небазиснi змiннi. Така структура позначень вибрана з мiрку-
вань зручностi.

Розглянемо 𝑖-тий рядок симплексної таблицi, якому вiдповiдає не-
цiле значення базисної змiнної 𝑥𝑖 i виразимо 𝑥𝑖 через небазиснi змiннi:

𝑥𝑖 = 𝛽𝑖 −
𝑛∑︁

𝑗=1

𝛼𝑗
𝑖𝑤𝑗, 𝛽𝑖 − не цiле.

Кожен рядок симплексної таблицi, що породжує аналогiчну рiв-
нiсть, називатимемо ведучим рядком. Оскiльки коефiцiєнти цiльової
функцiї можна вважати цiлими числами, змiнна 𝑧 також повинна бути
цiлочисельною, i верхнiй рядок таблицi допустимо вибирати ведучим.
Крiм того, вимога цiлочисельностi 𝑧 виявляється вельми iстотною при
доведеннi скiнченностi даного алгоритму.

Нехай
𝛽𝑖 = [𝛽𝑖] + 𝑓𝑖, 𝛼𝑗

𝑖 =
[︁
𝛼𝑗
𝑖

]︁
+ 𝑓𝑖𝑗,

𝑁 = [𝑎]— найбiльше цiле число, що задовольняє умовi 𝑁 ⩽ 𝑎. Звiдси
випливає, що 0 < 𝑓𝑖 < 1, 0 ⩽ 𝑓𝑖𝑗 < 1. Таким чином, 𝑓𝑖 є додатнiй дрiб,
а 𝑓𝑖𝑗 невiд’ємний дрiб.
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Розглянемо таку таблицю:

𝑎 [𝑎] 𝑓 = 𝑎− [𝑎]

1
1

2
1

1

2

−2
1

3
−3

2

3

−1 −1 0

−2

5
−1

3

5

Пiсля пiдстановки згаданих вище тотожностей в рiвняння, що виражає
𝑥𝑖 через небазиснi змiннi, це рiвняння набуває такого вигляду:

𝑥𝑖 = [𝛽𝑖] + 𝑓𝑖 −
𝑛∑︁

𝑗=1

(︁[︁
𝛼𝑗
𝑖

]︁
+ 𝑓𝑖𝑗

)︁
𝑤𝑗,

𝑓𝑖 −
𝑛∑︁

𝑗=1

𝑓𝑖𝑗𝑤𝑗 = 𝑥𝑖 − [𝛽𝑖] +
𝑛∑︁

𝑗=1

[︁
𝛼𝑗
𝑖

]︁
𝑤𝑗.

Оскiльки всi змiннi 𝑥𝑖 i 𝑤𝑗 приймають цiлi значення, права частина
рiвняння повинна бути цiлочисельною, звiдки випливає, що лiва ча-
стина рiвняння також повинна приймати цiлi значення. Далi, оскiль-
ки 𝑓𝑖𝑗 ⩾ 0 i 𝑤𝑗 ⩾ 0 для всiх 𝑖, 𝑗, то

∑︀𝑛
𝑗=1 𝑓𝑖𝑗𝑤𝑗 ⩾ 0. Це означає, що

𝑓𝑖 −
∑︀𝑛

𝑗=1 𝑓𝑖𝑗𝑤𝑗 < 1, оскiльки 𝑓𝑖 < 1. Оскiльки лiва частина даної не-
рiвностi повинна приймати цiлi значення, можна записати необхiдну
умову її цiлочисельностi в такому виглядi:

𝑓𝑖 −
𝑛∑︁

𝑗=1

𝑓𝑖𝑗𝑤𝑗 ⩽ 0.

Останнє обмеження перепишемо у виглядi рiвностi:

𝑠𝑖 =
𝑛∑︁

𝑗=1

𝑓𝑖𝑗𝑤𝑗 − 𝑓𝑖,

де 𝑠𝑖 — невiд’ємна додаткова змiнна, яка за визначенням повинна при-
ймати цiлi значення. Таке обмеження-рiвнiсть визначає вiдсiчення Го-
морi для повнiстю цiлочисельної задачi. З симплексної таблицi маємо,
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що 𝑤𝑗 = 0 i, таким чином, 𝑠𝑖 = −𝑓𝑖, тобто дана компонента розв’язку
не є допустимою. Це означає, що одержаний ранiше розв’язок не є
допустимим, тобто, що одержаний ранiше розв’язок неперервної задачi
не задовольняє новому обмеженню. У такiй ситуацiї слiд використову-
вати двоїстий симплекс метод, реалiзацiя якого забезпечує вiдсiчення
деякої областi многогранника розв’язкiв, що не мiстить точок з цiло-
чисельними координатами.

Перетворимо початкову таблицю шляхом приписування до неї ряд-
ка i стовпця, вiдповiдних побудованому вiдсiченню Гоморi для повнi-
стю цiлочисельної задачi. Одержимо нову таблицю:

Б.зм 𝑥1 . . . 𝑥𝑖 . . . 𝑥𝑚 𝑤1 . . . 𝑤𝑗 . . . 𝑤𝑛 𝑠𝑖 Р-к
z 0 . . . 0 . . . 0 𝑐1 . . . 𝑐𝑗 . . . 𝑐𝑛 0 𝛽0
𝑥1 1 . . . 0 . . . 0 𝛼1

1 . . . 𝛼𝑗
1 . . . 𝛼𝑛

1 0 𝛽1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
𝑥𝑖 0 . . . 1 . . . 0 𝛼1

𝑖 . . . 𝛼𝑗
𝑖 . . . 𝛼𝑛

𝑖 0 𝛽𝑖
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
𝑥𝑚 0 . . . 0 . . . 1 𝛼1

𝑚 . . . 𝛼𝑗
𝑚 . . . 𝛼𝑛

𝑚 0 𝛽𝑚
𝑠𝑖 0 . . . 0 . . . 0 −𝑓𝑖1 . . . −𝑓𝑖𝑗 . . . −𝑓𝑖𝑛 1 −𝑓𝑖

Якщо отриманий (в результатi застосування двоїстого симплекс-
методу) розв’язок є цiлочисельним, то процес розв’язання початкової
задачi завершений. Iнакше необхiдно ввести нове вiдсiчення на базi
одержаної таблицi i знову скористатися двоїстим симплекс-методом.
Описана процедура повторюється до тих пiр, поки не буде знайдено цi-
лочисельний розв’язок. Якщо на деякiй iтерацiї при використаннi дво-
їстого симплекс-методу виявиться вiдсутнiсть допустимого розв’язку,
то дана задача не має допустимого цiлочисельного розв’язку. Назва
дробовий алгоритм пов’язана з тiєю обставиною, що всi ненульовi кое-
фiцiєнти введеного вiдсiчення менше одиницi. При вивченнi дробового
алгоритму може скластися враження, що розмiри симплексної табли-
цi необмежено зростають у мiру додавання нових вiдсiчень до набору
обмежень початкової задачi. Це не вiдповiдає дiйсностi. Загальне число
обмежень породженої задачi не може перевищувати кiлькостi змiнних
початкової задачi, а саме (𝑚+ 𝑛). Насправдi, якщо породжена задача
мiстить бiльш нiж (𝑚+𝑛) обмежень, то одна або декiлька додаткових
змiнних 𝑠𝑖, асоцiйованих з вiдсiченням Гоморi, повиннi стати базисни-
ми. В цьому випадку вiдповiдна рiвнiсть стає надмiрною i може бути
виключена з таблицi.
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Приклад 7.1. Розглянемо задачу, розв’язану вище графiчним спосо-
бом

max 𝑧 = 7𝑥1 + 9𝑥2

при обмеженнях
−𝑥1 + 3𝑥2 ⩽ 6,

7𝑥1 + 𝑥2 ⩽ 35,

𝑥1, 𝑥2 ⩾ 0.

Запишемо в стандартнiй формi:

𝑧 − 7𝑥1 − 9𝑥2 = 0,

−𝑥1 + 3𝑥2 + 𝑥3 = 6,

7𝑥1 + 𝑥2 + 𝑥4 = 35.

Оптимальна симплекс-таблиця має вигляд:

Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 Розв’язок
𝑧 1 0 0 28/11 15/11 63
𝑥2 0 0 1 7/22 1/22 7/2

𝑥1 0 1 0 −1/22 3/22 9/2

Оскiльки одержаний розв’язок не є цiлочисельним, слiд розшири-
ти дану таблицю шляхом введення деякого вiдсiчення. Як ведучий
рядок можна вибрати довiльний з рядкiв таблицi, що мiстять нецiлi
компоненти розв’язку. Звичайно використовується емпiричне правило,
згiдно якому обирається рядок, вiдповiдний максимальному значенню
𝑓𝑖. Оскiльки в обидва рядки даної таблицi входить одне i те ж значен-

ня 𝑓𝑖, а саме 𝑓1 = 𝑓2 =
1

2
, будь-яка з них може бути вибрана як ведуча.

Рядку з базисною змiнною 𝑥2 вiдповiдає рiвнiсть:

𝑥2 +
7

22
𝑥3 +

1

22
𝑥4 = 3

1

2

або
𝑥2 +

(︂
0 +

7

22

)︂
𝑥3 +

(︂
0 +

1

22

)︂
𝑥4 = 3

1

2
.

Отже, рiвняння вiдсiчення Гоморi має вигляд:

𝑠1 −
7

22
𝑥3 −

1

22
𝑥4 = −1

2
.

Одержуємо нову таблицю:
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Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠1 Р-ок

𝑧 1 0 0 28/11 15/11 0 63

𝑥2 0 0 1 7/22 1/22 0 3
1

2

𝑥1 0 1 0 −1/22 3/22 0 4
1

2

𝑠1 0 0 0 −7/22 −1/22 1 −1

2

Додаємо в симплексну таблицю рядок, що мiстить нове обмеження, i
стовпець, що мiстить нову змiнну, i продовжуємо вирiшувати завдан-
ня двоїстим симплексним методом, оскiльки тепер у таблицi записано
псевдоплан. Застосування двоїстого симплекс-методу дає:

Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠1 Р-ок

𝑧 1 0 0 0 1 8 59

𝑥2 0 0 1 0 0 1 3

𝑥1 0 1 0 0 1/7 −1/7 4
4

7

𝑥3 0 0 0 1 1/7 −22/7 1
4

7

Оскiльки розв’язок знову не є цiлочисельним, необхiдно продовжи-
ти процес введення вiдсiчень. Рядку з базисною змiнною 𝑥1 вiдповiдає
рiвнiсть:

𝑥1 +

(︂
0 +

1

7

)︂
𝑥4 +

(︂
−1 +

6

7

)︂
𝑠1 = 4 +

4

7
,

а породжене вiдсiчення таке:

𝑠2 −
1

7
𝑥4 −

6

7
𝑠1 = −4

7
.
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Додамо це вiдсiчення до останньої таблицi:

Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠1 𝑠2 Р-ок

𝑧 1 0 0 0 1 8 0 59

𝑥2 0 0 1 0 0 1 0 3

𝑥1 0 1 0 0 1/7 −1/7 0 4
4

7

𝑥3 0 0 0 1 1/7 −22/7 0 1
4

7

𝑠2 0 0 0 0 −1/7 −6/7 1 −4

7

У результатi застосування двоїстого симплекс-методу одержимо та-
блицю:

Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠1 𝑠2 Р-ок

𝑧 1 0 0 0 0 2 7 55

𝑥2 0 0 1 0 0 1 0 3

𝑥1 0 1 0 0 0 -1 1 4

𝑥3 0 0 0 1 0 -4 1 1

𝑥4 0 0 0 0 1 6 -7 4

яка дає оптимальний цiлочисельний розв’язок початкової задачi:

𝑧 = 55, 𝑥1 = 4, 𝑥2 = 3.

Можна наочно переконатися у тому, що розглянутi вище вiдсiче-
ння виключають деякi областi многогранника допустимих розв’язкiв.
Перше вiдсiчення

𝑠1 −
7

22
𝑥3 −

1

22
𝑥4 = −1

2
записане в змiнних 𝑥1 та 𝑥2 пiсля вiдповiдної замiни приймає такий
вигляд:

𝑠1 −
7

22
(6 + 𝑥1 − 3𝑥2)−

1

22
(35− 7𝑥1 − 𝑥2) = −1

2
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або
𝑠1 + 𝑥2 = 3.

Це рiвняння еквiвалентне нерiвностi 𝑥2 ⩽ 3.
Аналогiчним чином друге вiдсiчення

𝑠2 −
1

7
𝑥4 −

6

7
𝑠1 = −4

7

породжує еквiвалентне обмеження в змiнних 𝑥1 та 𝑥2

𝑠2 −
1

7
(35− 7𝑥1 − 𝑥2)−

6

7
(3− 𝑥2) = −4

7

або
𝑠2 + 𝑥1 + 𝑥2 = 7, 𝑥1 + 𝑥2 ⩽ 7.

7.2.2 Ефективнiсть вiдсiкання Гоморi

З викладеного вище випливає, що вид нерiвностi, яка визначає де-
яке вiдсiчення, залежить вiд вибору ведучого рядка. Таким чином,
одна i та ж симплекс-таблиця породжує рiзнi вiдсiчення. Виникає при-
родне питання яке з них є найефективнiшим? Ефективнiсть вiдсiчень
характеризується розмiрами областi, що вiдсiкається вiд многогран-
ника допустимих розв’язкiв, що математично можна виразити таким
чином:

𝑛∑︁
𝑗=1

𝑓𝑖𝑗𝑤𝑗 ⩾ 𝑓𝑖, (7.1)

𝑛∑︁
𝑗=1

𝑓𝑘𝑗𝑤𝑗 ⩾ 𝑓𝑘. (7.2)

Говоритимемо, що вiдсiкання (7.1) бiльш ефективне, нiж вiдсiкан-
ня (7.2), якщо 𝑓𝑖 ⩾ 𝑓𝑘, 𝑓𝑖𝑗 ⩽ 𝑓𝑘𝑗, ∀𝑗, причому принаймнi в одному
випадку виконується строга нерiвнiсть. Використовування даного ви-
значення ефективностi вiдсiчення пов’язане з iстотними труднощами
обчислювального характеру. Тому були розробленi емпiричнi правила,
що вiдображають значення цього визначення. Два такi правила ви-
магають будувати вiдсiчення на основi ведучого рядка, якому вiдпо-

вiдають: а) max
𝑖

(𝑓𝑖) або б) max
𝑖

{︃
𝑓𝑖/

𝑛∑︁
𝑗=1

𝑓𝑖𝑗

}︃
. Друге правило має певнi

переваги перед першим, оскiльки воно тiснiше пов’язано з даним вище
визначенням ефективностi вiдсiчення.
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Приклад 7.2. Оптимальне значення цiльової функцiї 𝑧 = 63 задачi з
послабленими обмеженнями, розглянутої в прикладi 1, досягається в

точцi 𝑥1 =
9

2
i 𝑥2 =

7

2
. Оскiльки значення 𝑧 є цiлим, вiдповiдний ря-

док не може бути вибраним як ведучий. Перше з перерахованих вище
емпiричних правил не дозволяє здiйснити якнайкращий вибiр ведучо-
го рядка, оскiльки 𝑓1 = 𝑓2 = 1/2. Щоб застосувати друге правило,
необхiдно обчислити всi коефiцiєнти вiдсiчення Гоморi для кожного з
ведучих рядкiв.

Введемо вiдсiчення вiдповiдно ведучим рядкам з базисними змiн-
ними 𝑥1 i 𝑥2:

21

22
𝑥3 +

3

22
𝑥4 ⩾

1

2
(𝑥1 - рядок),

7

22
𝑥3 +

1

22
𝑥4 ⩾

1

2
(𝑥2 - рядок).

Оскiльки
1
2

7
22 +

1
22

>
1
2

21
22 +

3
22

,

то за ведучий рядок слiд вибрати рядок з базисною змiнною 𝑥2.

У прикладi 1 𝑥2 - рядок був обраний ведучим випадковим чином.
Щоб пiдтвердити правильнiсть зробленого вибору, порiвняємо два вiд-
сiчення, асоцiйованi з 𝑥1 - рядком i 𝑥2 - рядком. У прикладi 1 показано,
що вiдсiчення, вiдповiдне 𝑥2 - рядку i записане в змiнних 𝑥1 i 𝑥2, має
такий вигляд: 𝑥2 ⩽ 3. За допомогою аналогiчної замiни вiдсiчення, вiд-
повiдне 𝑥1 - рядку, можна записати у виглядi нерiвностi: 𝑥2 ⩽ 10

3 . Пер-
ша нерiвнiсть є жорсткiшою i, отже, визначає ефективнiше вiдсiчення.
Проте, слiд зазначити, що використовування розглянутих емпiричних
правил, не завжди забезпечує введення найефективнiшого вiдсiчення.

7.3 Метод гiлок i меж
Даний метод розв’язування задачi цiлочисельного програмування

також опирається на розв’язок задачi з ослабленими обмеженнями.
Проте на вiдмiну вiд методiв вiдсiчень методу гiлок i меж беспосере-
дньо застосовується як до повнiстю, так i до частково цiлочисельних
задач.

Згiдно загальной iдеї методу, спочатку розв’язується задача з осла-
бленими обмеженнями (задача ЛП). Нехай 𝑥𝑟 - цiлочисельна змiнна,
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значення 𝑥*𝑟 якiй в оптимальному рiшеннi ослабленої задачi є дробо-
вим. Iнтервал

[𝑥*𝑟] < 𝑥𝑟 < [𝑥*𝑟] + 1

не мiстить допустимих цiлочисельних компонент рiшення. Тому допу-
стиме цiле значення 𝑥𝑟 повинне задовольняти однiй з нерiвностей

𝑥𝑟 ⩽ [𝑥*𝑟] або 𝑥𝑟 ⩾ [𝑥*𝑟] + 1.

Введення цих умов в задачу з ослабленими обмеженнями породжує
двi не зв’язанi мiж собою задачi. У такому разi говорять, що початкова
задача розгалужується (або розбивається на двi пiдзадачi). Здiйснений
в процесi разгалуження облiк необхiдних умов цiлочисельностi дозво-
ляє виключити частину многогранника допустимих розв’язкiв, що не
мiстить точок з цiлими координатами.

Потiм кожна пiдзадача розв’язується як задача ЛП (з цiльовою
функцiєю початкової задачi). Якщо одержаний оптимум виявляється
допустимим для цiлочисельної задачi, такий розв’язок слiд зафiксу-
вати як найкращий. При цьому не має необхiдностi продовжувати
«розгалуження пiдзадачi», оскiльки полiпшити одержаний розв’язок,
очевидно, не вдасться. Iнакше пiдзадача в свою чергу повинна бути
розбита на двi пiдзадачi знову при врахуваннi умови цiлочисельно-
стi змiнних, значення яких в оптимальному розв’язку не є цiлими.
Зрозумiло, як тiльки одержаний допустимий цiлочисельний розв’язок
однiєї з пiдзадач виявиться кращим, вiн фiксується замiсть зафiксо-
ваного ранiше. Процес розгалуження продовжується, наскiльки це мо-
жливо, до тих пiр, поки кожна пiдзадача не приведе до цiлочисельного
розв’язку або поки не буде встановлена неможливiсть полiпшення на-
явного розв’язку. В цьому випадку зафiксований допустимий розв’язок
є оптимальним.

Ефективнiсть обчислювальной схеми методу можна пiдвищити ввiв-
ши в розгляд поняття межi, на основi якого робиться висновок про не-
обхiднiсть подальшого розбиття кожної з пiдзадач. Якщо оптимальний
розв’язок пiдзадачi з ослабленнями забезпечує гiрше значення цiльо-
вої функцiї, нiж наявний розв’язок, то пiдзадачу далi розглядати не
слiд. У таких випадках говорять що пiдзадача прозондована, i її мо-
жна викреслити iз списку пiдзадач, породжених початковою задачею.

Iншими словами, як тiльки одержано допустимий цiлочисельний
розв’язок деякої пiдзадачi, вiдповiдне значення цiльової функцiї мо-
же бути використане як (верхня у разi мiнiмiзацiї i нижня у разi ма-

99



ксимiзацiї) межа, наявнiсть якої дозволяє формалiзувати процедуру
виключення прозондованих пiдзадач.

Слiд пiдкреслити виняткову важливiсть проблеми виявлення до-
статньо близької до оптимального розв’язку межi вже на перших ета-
пах обчислень. Успiшний розв’язок вказаної проблеми знаходиться в
прямiй залежностi вiд порядку, в якому породжуються i розв’язуються
рiзнi пiдзадачi, а також вiд вибору змiнної, що iнiцiює процес розгалу-
ження. На жаль, питання про «якнайкращий» спосiб вибору змiнної
розгалуження або послiдовностi рiшення конкретних пiдзадач поки що
не вирiшене. Тут можна скористатися правилами, якi ширико застосо-
вуються в програмах ЕОМ, що використовують апарат методу гiлок i
меж.

Приклад 7.3.
max 𝑧 = 2𝑥1 + 3𝑥2

при обмеженнях
5𝑥1 + 7𝑥2 ⩽ 35,

4𝑥1 + 9𝑥2 ⩽ 36,

𝑥1, 𝑥2 − цiлi.

Спершу сформульована задача розв’язується як задача ЛП з посла-
бленими обмеженнями:

𝑧 − 2𝑥1 − 3𝑥2 = 0,

5𝑥1 + 7𝑥2 + 𝑥3 = 35,

4𝑥1 + 9𝑥2 + 𝑥4 = 36.

Оптимальна симплекс-таблиця має вигляд:

Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 Р-ок
𝑧 1 0 0 6/17 1/17 246/17
𝑥1 0 1 0 9/17 -7/17 63/17
𝑥2 0 0 1 -4/17 5/17 40/17

Зобразимо сукупнiсть породжених задач у виглядi дерева. Початковою
є вершина 1, в якiй сформульована задача розв’язується як задача ЛП
з послабленими обмеженнями.
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Оскiльки обидвi змiннi приймають нецiлi значення, будь-яка з них
може бути вибрана в якостi змiнної, iнiцiюючої процес розгалуження.
Вибiр змiнної 𝑥2 породжує двi пiдзадачi, пов’язанi з умовами 𝑥2 ⩽ 2 i
𝑥2 ⩾ 3 вiдповiдно (𝑥*2 = 2 6

17 , 𝑥
*
2 = 2, а саме пiдзадачi 2, 3).

Породженi пiдзадачi мiстять всi допустимi цiлочисельнi розв’язки
початкової задачi, тобто початкова сукупнiсть допустимих цiлочисель-
них розв’язкiв залишається незмiнною в процессi розгалуження.

На наступному кроцi здiйснюється вибiр однiй з пiдзадач 2 або 3
для розв’язання i при необхiдностi для подальшого розгалуження. Ва-
жливо вiдзначити, що не iснує точних способiв реалiзацiї вказаного
вибору. Не менш важливою є та обставина, що вибiр рiзних альтерна-
тив призводить до рiзних послiдовностей пiдзадач i, отже, до рiзних
кiлькостей iтерацiй.

Припустимо, в першу чергу розглядається вершина 2 (𝑥2 ⩽ 2).
Розв’язок цiєї задачi одержується шляхом додавання обмеження 𝑥2 ⩽
2 до оптимальної таблицi для задачi, зображеної вершиною 1, i подаль-
шого застосування двоїстого симплекс-методу

𝑥2 + 𝑠1 = 2,

𝑥2 виражаємо з оптимальної симплекс-таблицi:

𝑥2 −
4

17
𝑥3 +

5

17
𝑥4 =

40

17
⇒ 𝑥2 =

40

17
+

4

17
𝑥3 −

5

17
𝑥4,

40

17
+

4

17
𝑥3 −

5

17
𝑥4 + 𝑠1 = 2 ⇒ 𝑠1 +

4

17
𝑥3 −

5

17
𝑥4 = − 6

17
.
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Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠1 Р-ок

𝑧 1 0 0 6/17 1/17 0 246/17

𝑥1 0 1 0 9/17 −7/17 0 63/17

𝑥2 0 0 1 −4/17 5/17 0 40/17

𝑠1 0 0 0 4/17 −5/17 1 −6/17

-1/5

Перерахуємо симплекс-таблицю:

Б. зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠1 Р-ок

𝑧 1 0 0 2/5 0 1/5 14
2

5 → Оптимальна
таблиця з
обмеженням
𝑥2 ⩽ 2, тобто
для вершини 2

𝑥1 0 1 0 1/5 0 −7/5 4
1

5

𝑥2 0 0 1 0 0 1 2

𝑥4 0 0 0 −4/5 1 −17/5
6

5

Оскiльки значення 𝑥1 = 41
5 продовжує залишатися нецiлим, враху-

вання вимог 𝑥1 ⩽ 4 i 𝑥1 ⩾ 5 в задачi 2 породжує пiдзадачi 4 i 5. Знову
припустимо, що спочатку ми розглядаємо вершину 4 (а не вершину 5
або вершину 3).
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До оптимальної таблицi вершини 2 додамо обмеження

𝑥1 ⩽ 4 : 𝑥1 + 𝑠1 = 4,

𝑥1 +
1

5
𝑥3 −

7

5
𝑠1 =

21

5
⇒ 𝑥1 =

21

5
− 1

5
𝑥3 +

7

5
𝑠1,

21

5
− 1

5
𝑥3 +

7

5
𝑠1 + 𝑠2 = 4 ⇒ −1

5
𝑥3 +

7

5
𝑠1 + 𝑠2 = −1

5

Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠1 𝑠2 Р-ок

𝑧 1 0 0 2/5 0 1/5 0 14
2

5

𝑥1 0 1 0 1/5 0 −7/5 0 4
1

5

𝑥2 0 0 1 0 0 1 0 2

𝑥4 0 0 0 −4/5 1 −17/5 0 6/5

𝑠2 0 0 0 −1/5 0 7/5 1 −1/5
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Б. зм z 𝑥1 𝑥2 𝑥3 𝑥4 𝑠1 𝑠2 Р-ок

z 1 0 0 0 0 3 2 14

→ Оптимальна
симплекс-
таблиця
вершини 4

𝑥1 0 1 0 0 0 0 1 4

𝑥2 0 0 1 0 0 1 0 2

𝑥4 0 0 0 0 1 −9 −4 2

𝑥3 0 0 0 1 0 −7 −5 1

Пiдзадача 4 має цiлочисельний розв’язок 𝑧 = 14 при 𝑥1 = 4 i 𝑥2 =
2. Наявнiсть у пiдзадачi 4 цiлочисельного розв’язку не означає, що
знайдено оптимум початкової задачi. Причиною такого висновку є ще
не розв’язанi пiдзадачi 3 i 5, якi можуть полiпшити цiлочисельний
розв’язок 𝑧 = 14.

Цiлочисельний розв’язок пiдзадачi 4 визначає нижню межу значень
цiльової функцiї. Немає необхiдностi розглядати тi подальшi пiдзадачi,
для яких оптимальнi значення 𝑧 менше вказаної нижньої межi.

Розглянемо пiдзадачу 3. Для цього введемо обмеження:

𝑥2 ⩾ 3 ⇒ 𝑥2 − 𝑠3 = 3.

Виразимо 𝑥2 з оптимальної симплекс-таблицi пiдзадачi 1:

𝑥2 −
4

17
𝑥3 +

5

17
𝑥4 =

40

17
⇒ 𝑥2 =

40

17
+

4

17
𝑥3 −

5

17
𝑥4,

40

17
+

4

17
𝑥3 −

5

17
𝑥4 − 𝑠3 = 3 ⇒ 𝑠3 + 3− 4

17
𝑥3 +

5

17
𝑥4 −

40

17
= 0,

𝑠3 −
4

17
𝑥3 +

5

17
𝑥4 = −11

17

Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠3 Р-ок
𝑧 1 0 0 6/17 1/17 0 246/17

𝑥1 0 1 0 9/17 −7/17 0 63/17

𝑥2 0 0 1 −4/17 5/17 0 40/17
𝑠3 0 0 0 −4/17 5/17 1 −11/17
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Перерахуємо симплекс-таблицю:

Б. зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠3 Р-ок

𝑧 1 0 0 0
1

2

3

2
13

1

2

𝑥1 0 1 0 0
1

4
2
1

4
2
1

4

𝑥2 0 0 1 0 0 −1 3

𝑥3 0 0 0 1 −1
1

4
−4

1

4
2
3

4

𝑧𝑚𝑎𝑥 = 13
1

2
, який не перевищує значення 𝑧 = 14. Таким чином, вер-

шина 3 далi не розглядається, i пошук уздовж гiлки 𝑥2 ⩾ 3 слiд при-
пинити.

На наступному кроцi потрiбно дослiджувати вершину 5, якiй вiд-

повiдає оптимальне значення 𝑧, рiвне 14
2

7
. Дiйсно, до оптимальної та-

блицi вершини 2 добавимо обмеження

𝑥1 ⩾ 5, 𝑥1 − 𝑠4 = 5, 𝑥1 +
1

5
𝑥3 −

7

5
𝑠1 = 4

1

5
,

𝑥1 = 4
1

5
− 1

5
𝑥3 +

7

5
𝑠1,

4
1

5
− 1

5
𝑥3 +

7

5
𝑠1 − 𝑠4 = 5, 𝑠4 + 5− 4

1

5
+

1

5
𝑥3 −

7

5
𝑠1 = 0,

𝑠4 +
1

5
𝑥3 −

7

5
𝑠1 = −4

5
,

Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠1 𝑠4 Р-ок

𝑧 1 0 0 2/5 0 1/5 0 14
2

5

𝑥1 0 1 0 1/5 0 -7/5 0 4
1

5

𝑥2 0 0 1 0 0 1 0 2

𝑥4 0 0 0 -4/5 1 -17/5 0 6/5

𝑠4 0 0 0 1/5 0 -7/5 1 -4/5
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Перерахуємо симплекс-таблицю:

Б.зм 𝑧 𝑥1 𝑥2 𝑥3 𝑥4 𝑠1 𝑠4 Р-ок

𝑧 1 0 0 3/7 0 0 1/7 14
2

7

𝑥1 0 1 0 0 0 0 -1 5

𝑥2 0 0 1 1/7 0 0 5/7 1
3

7

𝑥4 0 0 0 -9/7 1 0 -17/7 22/7

𝑠1 0 0 0 -1/7 0 1 -5/7 4/7

𝑥1 = 5, 𝑥2 =
10

7
; 𝑧𝑚𝑎𝑥 = 14

2

7
.

Не дивлячись на те, що це значення перевищує нижню межу 𝑧 = 14,
подальше галуження здiйснювати недоцiльно, оскiльки рiзниця мiж
значенням 𝑧 вiдповiдним вершинi 5 i 𝑧 менше одиницi i всi коефiцiєн-
ти цiльової функцiї є цiлими числами. Таким чином, гiлки, що вихо-
дять з вершини 5, в кращому разi приведуть до iншого цiлочисельного
розв’язку, в якому 𝑧 = 14. Якщо пошук iнших розв’язкiв з тим же са-
мим значенням 𝑧 не представляє цiкавостi, вершина 5 повинна бути
виключена з розгляду.

З вищесказаного виходить, що оптимальний цiлочисельний розв’язок
початкової задачi асоцiйований з вершиною 4 (𝑧 = 14, 𝑥1 = 4, 𝑥2 = 2).
Ця iнформацiя одержана шляхом розгляду вершин 1, 2, 3, 4 i 5 у по-
рядку 1 → 2 → 4 → 3 → 5.

Взагалi кажучи, не можна передбачити, чи є вибiр гiлки 𝑥2 ⩾ 3,
здiйснений у вершинi 1, вигiднiшим, нiж вибiр гiлки 𝑥2 ⩽ 2, або нав-
паки. Припустимо, що спочатку дослiджується вершина 3 (це означає,
що пiдзадача, вiдповiдна вершинi 2, залишається поки не розв’язаною),
для якої 𝑧 = 131

2 , 𝑥1 = 21
4 i 𝑥2 = 3.

Пошук оптимального розв’язку здiйснюється вiдповiдно до послi-
довностi вершин 1 → 3 → 6 → 8 → 9 → 7 → 2 → 4 → 5.
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Таким чином, початковий вибiр вершини 3 привiв до необхiдностi
розв’язання дев’яти пiдзадач, тодi як вибiр вершини 2 - тiльки п’яти
пiдзадач. Розглянутий приклад наочно демонструє основний недолiк
методу гiлок i меж, який полягає у вiдсутностi даних про кiлькiсть
пiдзадач, що необхiдно розв’язувати. Це приводить не тiльки до збiль-
шення часу обчислень, але у рядi випадкiв i до переповнення пам’ятi
EOM.

7.4 Запитання для самоконтролю
1. Якi основнi проблеми виникають при розв’язаннi дискретних за-

дач?

1. Якi методи iснують для розв’язання задач цiлочисельного програ-
мування?

2. Який принцип використовують для побудови правильного вiдсiка-
ння в методi Гоморi? Наведiть алгоритм методу Гоморi.

3. Наведiть та пояснiть геометричну iнтерпретацiю розв’язкiв цiло-
чисельної задачi на площинi.

4. Яке вiдсiкання вважається правильним? Як визначаються цiла i
дробова частини числа?
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5. У чому полягає сутнiсть процедури формування правильного вiд-
сiкання? Запишiть нерiвнiсть, яка визначає правильне вiдсiкання.

6. Яку роль вiдiграє алгоритм двоїстого симплекс-методу при розв’я-
заннi цiлочисельної лiнiйної задачi за методом Гоморi?

7. Скiльки разiв можна застосовувати метод Гоморi при пошуку опти-
мального розв’язку задачi цiлочисельного програмування?

8. Перелiчiть принциповi iдеї, що лежать в основi методу гiлок i меж.

9. Як проводиться побудова вiдсiкання при розв’язаннi цiлочисельної
лiнiйної задачi за методом гiлок i меж?

10. Опишiть схему розв’язання цiлочисельної задачi лiнiйного програ-
мування за методом гiлок i меж.

11. Що таке дерево пошуку? Як його побудувати?

12. Пояснiть, яка гiлка дерева пошуку вважається перспективною.

7.5 Завдання для самостiйної роботи
Нехай 𝑖 - номер групи, 𝑗 - порядковий номер студента в групi (𝑗 =

1, 10, якщо 𝑗 > 10, тодi як значення параметру j обирають вiдповiдно
остачу вiд дiлення на 10).

Розв’язати задачу:

1) першим алгоритмом Гоморi,

2) методом гiлок i меж

max (𝑖− (−1)𝑗) · 𝑥1 + 𝑗 · 𝑥2
при обмеженнях:

−𝑖𝑥1 + 𝑥2 ⩽ 13− 𝑗

(1 + 0,5 · 𝑖)𝑥1 + 𝑥2 ⩽ 20− 𝑗 + 𝑖,

−(3 + 0,5 · 𝑖)𝑥1 + 𝑥2 ⩾ −(𝑗 + 2𝑖),

𝑥1, 𝑥2 ⩾ 0.
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Тема 8. Задача комiвояжера

(travelling salesman problem, TSP)

Нехай служба доставки кур’єрської пошти отримала ряд замовлень
на поточний день. В розпорядженнi компанiї є мiнiвен, мiсткiсть якого
дозволяє виконати розвезення за один етап. Задано розташування пун-
ктiв призначення. В якiй послiдовностi необхiдно вiдвiдати цi пункти
призначення аби мiнiмiзувати пробiг транспортного засобу, при цьому
вiн повинен вiдвiдати необхiдне мiсто один i лише один раз.

8.1 Постановка задачi. Математична модель
Описана задача є однiєю з найважливiших задач логiстики, а також

однiєю з найвiдомiших математичних задач взагалi. Вона має широке
прикладне застосування у транспортних системах, автоматизованому
проектуваннi, тестуваннi та виготовленнi iнтегрованих схем, виробни-
цтвi друкованих плат, лазернiй нарiзцi пластмас i металiв, дослiдженнi
структури бiлка, технологiях вишивання, зварювання та малювання
неперервною лiнiєю та iнших галузях.

Першi згадки задачi комiвояжера в якостi задачi оптимiзацiї нале-
жать, мабуть, нiмецькому математику Карлу Менгеру (Karl Menger),
який сформулював її на математичному коллоквiумi в 1930 роцi так:
«Ми називаємо проблемою кур’єра (оскiльки це питання виникає у ко-
жного посланця, зокрема, її розв’язують багато мандрiвникiв) задачу
знайти найкоротший шлях мiж скiнченною множиною мiсць, вiдстань
мiж якими вiдомо».

Вiдома в сучаснiй лiтературi назва «задача мандруючого продав-
ця» (Travelling Salesman Problem) належить Хасслер Уiтнi (Hassler
Whitney) з Прiнстонського унiверситету.

Незважаючи на, здавалось би, простоту постановки, задача комiво-
яжера вiдрiзняється тим, що знаходження дiйсно оптимального шляху
є обчислюванно складною задачею. Якщо матриця вiдстаней симетри-
чна, то загальне число можливих варiантiв об’їзду для 𝑛 мiст складає
0.5 · (𝑛− 1)! (перше мiсто фiксоване). Для несиметричної матрицi має-
мо (𝑛− 1)! варiантiв. Таким чином, вимiр простору пошуку залежить
експоненцiально вiд вхiдних данних.

В загальному виглядi задача формулюється наступним чином: ма-
ємо 𝑛 мiст; задана матриця 𝐶 попарних вiдстаней мiж ними. Комiво-
яжер, виїжджаючи з деякого фiксованого мiста, має вiдвiдати кожне
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мiсто рiвно один раз i повернутися у вихiдне мiсто. Необхiдно визначи-
ти порядок об’їзду мiст, при якому загальна довжина маршруту буде
мiнiмальною.

Зауваження 8.1. Якщо прямого сполучення мiж мiстами 𝑖 та 𝑗 не-
має, то вiдповiдний елемент матрицi вiдстаней покладається рiвним
нескiнченностi: 𝑐𝑖𝑗 = ∞. Вiдстань вiд мiста i до самого себе також
покладається рiвною нескiнченностi: ∀𝑖 ∈ {1,..., 𝑛} : 𝑐𝑖𝑗 = ∞.

Побудуємо математичну модель.
Нехай

𝑥𝑖𝑗 =

⎧⎪⎪⎨⎪⎪⎩
1, якщо комiвояжер безпосередньо

переїжджає з мiста 𝑖 в мiсто 𝑗,

0, в iншому випадку.

Тодi загальний пройденний ним шлях складає

𝑧 =
𝑛∑︁

𝑖=1

𝑛∑︁
𝑗=1

𝑐𝑖𝑗𝑥𝑖𝑗 → min . (8.1)

Обмеження задачi можна записати наступним чином:

𝑛∑︁
𝑖=1

𝑥𝑖𝑗 = 1, 𝑗 = 1,𝑛

(до кожного мiста комiвояжер в’їжджає лише один раз);
(8.2)

𝑛∑︁
𝑗=1

𝑥𝑖𝑗 = 1, 𝑖 = 1, 𝑛

(з кожного мiста комiвояжер виїжджає рiвно один раз);

(8.3)

𝑢𝑖 − 𝑢𝑗 + 𝑛𝑥𝑖𝑗 ⩽ 𝑛− 1, 𝑖,𝑗 = 1,𝑛, 𝑖 ̸= 𝑗

(умова повного циклу вимагає, щоб будь-який
маршрут комiвояжера складався з одного циклу),

(8.4)

де 𝑢𝑖 – деякi числа, змiст яких стане зрозумiлим пiзнiше.
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Зауваження 8.2. Задача (8.1), (8.2), (8.3) є задачею про призначення.
Проте розв’язок задачi про призначення може мiстити частковi цикли.
Наприклад, якщо оптимальним розв’язком є

𝑥12 = 𝑥21 = 1, 𝑥35 = 𝑥54 = 𝑥43 = 1,

тодi маємо два частковi цикли:

1 → 2 → 1; 3 → 5 → 4 → 3.

Умова (8.4) гарантує виключення часткових циклiв. Дiйсно, при-
пустимо, що розв’язок задачi (8.1)− (8.4) мiстить два або бiльше час-
ткових цикли. Оберемо один з них:

𝑥𝑖𝑗 = 𝑥𝑗𝑙 = · · · = 𝑥𝑚𝑖 = 1⏟  ⏞  
k змiнних

, 𝑘 < 𝑛.

Просумуємо всi нерiвностi (8.4), вiдповiднi цьому циклу:

𝑢𝑖 − 𝑢𝑗 + 𝑛𝑥𝑖𝑗 ⩽ 𝑛− 1,

𝑢𝑗 − 𝑢𝑙 + 𝑛𝑥𝑗𝑙 ⩽ 𝑛− 1,

· · ·
𝑢𝑚 − 𝑢𝑖 + 𝑛𝑥𝑚𝑖 ⩽ 𝑛− 1.

Отримаємо
0 + 𝑛(𝑥𝑖𝑗 + ·+ 𝑥𝑚𝑖) ⩽ 𝑘(𝑛− 1)

або
𝑛𝑘 ⩽ (𝑛− 1)𝑘.

Остання нерiвнiсть суперечлива, отже, звiдси випливає, що часткових
циклiв в розв’язку бути не може.

Покажемо далi, що для будь-якого повного циклу можна знайти
числа 𝑢𝑖, якi задовольняють нерiвнiсть (8.4). Нехай 𝑢𝑖 = 𝑝, якщо мiсто
𝑖 вiдвiдується на 𝑝-ому кроцi об’їзду. Тодi нерiвнiсть 𝑢𝑖 − 𝑢𝑗 ⩽ 𝑛 − 1
правильна для будь-яких 𝑖, 𝑗, тобто (8.4) виконується для всiх 𝑥𝑖𝑗 = 0.
При 𝑥𝑖𝑗 = 1 нерiвнiсть (8.4) перетворюється в рiвнiсть:

𝑢𝑖 − 𝑢𝑗 + 𝑛𝑥𝑖𝑗 = 𝑝− (𝑝+ 1) + 𝑛 = 𝑛− 1.

Отже, корректнiсть математичної постановки задачi у виглядi (8.1)–
(8.4) доведена.
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8.2 Метод гiлок i меж
Розглянемо одну iз модифiкацiй метода гiлок i меж для розв’язку

задачi комiвояжера. Iдея полягає у виключеннi часткових циклiв з
розв’язку вiдповiдної задачi про призначення.

Алгоритм методу

1. Попереднiй крок.
Розв’язуємо задачу про призначення з матрицею вартостей 𝐶, еле-

менти якої спiвпадають з елементами матрицi вiдстаней. Якщо опти-
мальна матриця призначень 𝑋* не мiстить часткових циклiв, то на
цьому алгоритм завершується; отриманий розв’язок визначає порядок
об’їзду мiст. В iншому випадку запам’ятовуємо 𝑧* = 𝑧(𝑋*) як нижню
межу довжини оптимального маршруту i переходимо до основного
кроку.

2. Основний крок.
Обираємо довiльний частковий цикл (є сенс обирати найкоротший

iз них). Нехай вiн мiстить 𝑚 змiнних. Тодi вихiдна задача 𝐾0 розпа-
дається на 𝑚 пiдзадач, в кожнiй з яких одна iз змiнних даного час-
ткового циклу дорiвнює нулю. Отриманi пiдзадачi 𝐾1, . . . ,𝐾𝑚 знову
розв’язуємо як задачi про призначення. Якщо який-небудь розв’язок
дає повний цикл, тодi запам’ятовуємо його довжину як верхню ме-
жу довжини оптимального маршруту (ця довжина обов’язково буде
бiльша або дорiвнювати 𝑧*). Далi приймається рiшення про доцiль-
нiсть подальшого дослiдження пiдзадач, в яких ще не отримано пов-
ний цикл. Якщо iснує можливiсть отримання кращого розв’язку (кра-
щої верхньої межi), то продовжуємо подальше дослiдження аналогi-
чним чином. В iншому випадку алгоритм завершується; в якостi опти-
мального розв’язку обирається той, що дає найкращу на даний момент
верхню межу.

8.3 Приклад
Модель задачi комiвояжера унiверсальна i може використовувати-

ся не тiльки в практичних цiлях, пов’язаних з пошуком маршрутiв в
транспортних мережах. Важливим є те, що задача потребує визначе-
ння оптимального порядку об’їзду. Тому будь-яку операцiю, яка допу-
скає побудову моделi у виглядi графа i в якiй вимагається визначити
порядок обходу вершин, можна розглядати як задачу комiвояжера.
Розглянемо це на прикладi.
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Опис ситуацiї. Пiдприємство випускає п’ять видiв фарб: бiлу(Б),
жовту(Ж), чорну(Ч), червону(ЧВ) та синю(С). Фарби випускаються
на одному обладнаннi. Перед виготовленням партiї фарби iншого ко-
льору обладнання потребує очищення та переналаштовування. Час пе-
реналаштовування (в хвилинах) при переходi вiд випуску фарби 𝑖 до
фарби 𝑗 вказано в таблицi.

Т Б Ж Ч ЧВ С
Б ∞ 10 3 6 9

Ж 5 ∞ 5 4 2

Ч 4 9 ∞ 7 8

ЧВ 7 1 3 ∞ 4

С 3 2 6 5 ∞

Необхiдно визначити такий порядок виробництва фарб, при якому
сумарний час переналаштування обладнання буде найменшим.

Математична модель. Поставимо у вiдповiднiсть кожному ко-
льору фарби вузол мережi i припишемо кожнiй дузi, яка з’єднує два
таких вузли, числове значення, що дорiвює часу очищення та пере-
налаштування. Отримуємо повний граф на п’яти вершинах. Задача
зводиться до визначення найкоротшого маршруту, що починається в
одному з вузлiв i проходить через iншi чотири вузла точно по одному
разу перед тим, як повернутися в вихiдний вузол. Матриця 𝐶 вiдста-
ней мiж вузлами є матриця 𝑇 часу переналаштування, дана в умовi.
Для зручностi перепозначимо кольори фарб цифрами вiд (1) до (5).

Розв’язання. Задача 𝐾0. Розв’яжемо задачу про призначення з ма-
трицею 𝐶. Її оптимальним розв’язком буде

𝑥*13 = 𝑥*25 = 𝑥*31 = 𝑥*42 = 𝑥*54 = 1; 𝑧* = 15.

В отриманому розв’язку маємо два часткових цикли: 1 → 3 → 1; 2 →
5 → 4 → 2. Значення 𝑧* = 15 є нижньою межею довжини оптималь-
ного маршруту.

Для розгалуження оберемо частковий цикл 1 → 3 → 1, оскiльки
вiн має меншу довжину. Задача 𝐾0, таким чином, розпадається на двi
пiдзадачi:

Задача 𝐾1, в якiй 𝑥13 = 0, 𝑥31 = 1.
Задача 𝐾2, в якiй 𝑥31 = 0, 𝑥13 = 1.
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Розв’язуємо задачу 𝐾1, як задачу про призначення. Матрицю вар-
тостей 𝐶1 для цiєї задачi отримуємо з вихiдної матрицi 𝐶 виконанням
двох дiй:

1) викреслюємо рядок (3) i стовпчик (1) (так як 𝑥31 = 1);

2) покладаємо 𝑐13 = ∞ (так як 𝑥13 = 0).

Маємо

𝐶1 (2) (3) (4) (5)

(1) 10 ∞ 6 9

(2) ∞ 5 4 2

(4) 1 3 ∞ 4

(5) 2 6 5 ∞
До оптимального розв’язку задачi про призначення з матрицею 𝐶1

додаємо 𝑥31 = 1. Отримаємо набiр призначень

𝑥*31 = 𝑥*14 = 𝑥*25 = 𝑥*43 = 𝑥*52 = 1; 𝑧* = 17.

Цей розв’язок все ще мiстить два часткових цикли: 1 → 4 → 3 →
1; 2 → 5 → 2. Оберемо цикл 2 → 5 → 2 i продовжимо галуження.
Задача 𝐾1 розбивається на двi пiдзадачi:

Задача 𝐾11, в якiй 𝑥25 = 0, 𝑥52 = 1.
Задача 𝐾12, в якiй 𝑥52 = 0, 𝑥25 = 1.
Розв’язуємо задачу 𝐾11. Для отримання матрицi 𝐶11 в матрицi 𝐶1

слiд викреслити рядок (5) i стовпчик (2), а елемент 𝑐25 покласти рiвним
нескiнченностi. Отримаємо

𝐶11 (3) (4) (5)

(1) ∞ 6 9

(2) 5 4 ∞
(4) 3 ∞ 4

Розв’язавши задачу про призначення з матрицею 𝐶11, отримаємо

𝑥*14 = 𝑥*23 = 𝑥*45 = 1.

Додаючи умови 𝑥*31 = 1 та 𝑥*52 = 1, якi були введенi ранiше, отримаємо
повний цикл 1 → 4 → 5 → 2 → 3 → 1, довжина якого дорiвнює 21.
Число 𝑧 ≡ 21 запам’ятаємо як верхню межу довжини оптимального
маршруту.

Далi розв’язуємо задачу 𝐾12. Матриця 𝐶*
12 має вигляд
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𝐶*
12 (2) (3) (4)

(1) 10 ∞ 6

(4) 1 3 ∞
(5) ∞ 6 5

Пiсля розв’язання вiдповiдної задачi про призначення маємо повний
цикл 1 → 4 → 2 → 5 → 3 → 1, довжина якого дорiвнює 19. Таким
чином, число 𝑧 = 19 < 21 є новою верхньою межею довжини опти-
мального маршруту.

З’ясуємо питання про «переспективнiсть» розгляду гiлки 𝐾2. Оскiль-
ки значення в коренi цiєї гiлки 𝑧* = 15, а поточний розв’язок має
оцiнку 𝑧 = 19, то є сенс розв’язати цю пiдзадачу. Для цього складемо
матрицю 𝐶2:

𝐶2 (1) (2) (4) (5)

(2) 5 ∞ 4 2

(3) ∞ 9 7 8

(4) 7 1 ∞ 4

(5) 3 2 5 ∞

В результатi цього маємо

𝑥*13 = 1; 𝑥*25 = 𝑥*34 = 𝑥*42 = 𝑥*51 = 1; 𝑧 = 16.

Розв’язок утворює повний цикл 1 → 3 → 4 → 2 → 5 → 1 довжи-
ною 16. Це число стає новою верхньою межею довжини оптимального
маршруту. Оскiльки перспективних гiлок не залишилося, розв’язання
завершено. Представимо розв’язок графiчно у виглядi дерева пiдзадач
(див. нижче).

Цикл 1 → 3 → 4 → 2 → 5 → 1 наказує виробництво фарб в такому
порядку: бiла, чорна, червона, жовта, синя. Далi цикл виробництва
повторюється. Загальний час, витрачений на переналаштування при
такому процесi, дорiвнює 16 хвилин.
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Зауваження 8.3. Повертаємось до дерева пiдзадач. Легко бачити,
що якби ми почали розв’язувати пiдзадачу 𝐾2 одразу пiсля пiдзадачi
𝐾1, то необхiдностi розв’язувати пiдзадачi 𝐾11 та 𝐾12 вже не буде, так
як оцiнка 𝑍 = 16 для задачi 𝐾2 вже не может бути покращена (гiлка
𝐾1 не може дати шляхи з оцiнкою менше 𝑧 = 17). Однак, «передба-
чити» найбiльш ефективну послiдовнiсть розв’язання пiдзадач дуже
складно. На практицi рекомендується починати з тiєї пiдзадачi, у якiй
змiннiй 𝑥𝑖𝑗, що виключається, вiдповiдає найбiльше значення 𝑐𝑖𝑗 в ма-
трицi вартостей. В нашому прикладi для задачi 𝐾1 маємо 𝑐13 = 3,
𝑐31 = 4, отже, спочатку варто було розглянути задачу 𝐾2.

8.4 Запитання для самоконтролю
1. У чому полягає суть задачi комiвояжера?

2. Наведiть математичну постановку задачi комiвояжера.

3. У яких випадках елемент матрицi попарних вiдстаней покладає-
ться рiвним нескiнченностi?

4. Який метод використовується для пошуку розв’язку задачi комi-
вояжера?

5. З яких етапiв складається алгоритм розв’язування задачi комiво-
яжера методом гiлок i меж?
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6. Що означає гiлка для методу меж та гiлок?

7. Що є межею для методу меж та гiлок?

8.5 Завдання для самостiйної роботи
Нехай 𝑖 – номер групи, 𝑗 – порядковий номер студента у списку

групи.
Продавець книг, який проживає в мiстi A, раз на мiсяць має вiд-

вiдати своїх чотирьох клiєнтiв, якi проживають у мiстах Б, В, Г, та
Д вiдповiдно. Наведена нижче таблиця мiстить вiдстанi в кiлометрах
мiж рiзними мiстами

А Б В Г Д
А ∞ 100𝑖 220 150 210

Б 120 ∞ 80 20𝑗 130

В 220 110 ∞ 160 185

Г 150 110 160 ∞ 190

Д 210 130 185 190 ∞

Необхiдно скласти маршрут руху продавця книг, що мiнiмiзує су-
марну вiдстань.
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Тема 9. Моделi керування запасами

Задача керування запасами виникає, коли необхiдно створити за-
пас матерiальних ресурсiв або предметiв споживання з метою задово-
лення попиту на заданому iнтервалi часу (скiнченному або нескiнчен-
ному). У довiльнiй задачi керування замовами необхiдно визначити
кiлькiсть замовленої продукцiї й термiн розмiщення замовлень. Попит
можна задовольнити шляхом одноразового створення запасу на весь
розглянутий перiод часу або за допомогою створення запасу для ко-
жної одиницi часу цього перiоду. Цi два випадки вiдповiдають надмiр-
ному запасу (по вiдношенню до одиницi часу) i недостатньому запасу
(по вiдношенню до нового перiоду часу).

При надмiрному запасi будуть бiльш високi питомi (вiднесенi до
одиницi часу) капiтальнi вкладення, але дефiцит виникає рiдко i ча-
стота розмiщення замовлень менша. З iншого боку, при недостатньому
запасi питомi капiтальнi вкладення зменшуються, але частота розмi-
щення замовлень i ризик дефiциту збiльшується. Для кожного з двох
крайнiх випадкiв характернi значнi економiчнi витрати. Таким чином,
розв’язання питання вiдносно розмiру замовлення i момент його роз-
мiщення можуть грунтуватися на мiнiмiзацiї вiдповiдньої функцiї за-
гальних витрат, що враховують збитки вiд надмiрного запасу i дефi-
циту.

9.1 Узагальнена модель керування запасами
Довiльна модель керування запасами повинна дати вiдповiдь на

два питання:

1. Яку кiлькiсть продукцiї замовляти?

2. Кому замовляти?

Вiдповiдь на перше питання виражається через розмiр замовлення,
що визначає оптимальну кiлькiсть ресурсiв, яку необхiдно завозити ко-
жен раз, коли вiдбувається розмiщення замовлень. У залежностi вiд
ситуацiї розмiр замовлення може змiнюватися у часi. Вiдповiдь на дру-
ге питання залежить вiд типу системи керування запасами. Якщо си-
стема передбачає перiодичний контроль стану запасiв через рiвнi про-
мiжки часу, момент надходження нового замовлення звичайно спiвпа-
дає з початком кожного iнтервала часу. Якщо ж у системi передба-
чено неперервний контроль стану запаса, точка замовлення звичайно
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визначається рiвнем запасу, при якому необхiдно розмiщувати нове
замовлення.

Таким чином, розв’язок узагальненої задачi керування запасiв ви-
значається таким чином:

1. У випадку перiодичного контролю стану запасу необхiдно забезпе-
чити поставку нової кiлькостi ресурсiв в об’ємi розмiру замовлення
через рiвнi промiжки часу.

2. У випадку неперервного котролю стану запасiв необхiдно розмi-
щувати нове замовлення об’єму запасу, коли його рiвень досягає
точки замовлення.

Розмiр i точка замовленя визначаються з умови мiнiмiзацiї сумар-
них витрат системи керування запасами, якi виражаються у виглядi
фунцiї цих двох змiнних. Сумарнi витрати системи керування запаса-
ми виражається у виглядi функцiї їх основних компонент таким чином:⎛⎜⎜⎜⎝

сумарнi
витрати

керування
запасами

⎞⎟⎟⎟⎠ =

=

⎛⎜⎝ витрати
на

придбання

⎞⎟⎠+

⎛⎜⎜⎜⎝
итрати

на
оформлення
замовлення

⎞⎟⎟⎟⎠+

⎛⎜⎜⎜⎝
витрати

на
збереження
замовлення

⎞⎟⎟⎟⎠+

⎛⎜⎝ втрати
вiд

дефiциту

⎞⎟⎠ .

Витрати на придбання є важливим чинником, коли цiна одиницi
продукцiї залежить вiд розмiру замовлення, що зазвичай виражається
у виглядi оптових знижок у тих випадках, коли цiна одиницi продукцiї
зменьшується зi збiльшенням розмiру замовлення.

Витрати на оформлення замовлення є постiйнi витрати, що пов’яза-
нi з його розмiщенням. Таким чином, при задоволеннi попиту на про-
тязi заданого часу шляхом розмiщення бiльш малих замовлень (бiльш
частiше) витрати зростають в порiвняннi з випадком, коли попит задо-
вольняється за допомогою розмiщення бiльш великих замовлень (тобо
рiдше).

Витрати на збереження запасу, якi є витратами на зберiгання запа-
су на складi (наприклад, вiдсоток на iнвестицiйний капiтал, витрати на
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переробку, амортизацiйнi витрати i експлуатацiйнi витрати), звичайно
зростають зi збiльшенням рiвня запасу.

Втрати вiд дефiциту є витрати, що зумовленi вiдсутнiсто запасу
необхiдної продукцiї. Зазвичай вони пов’язанi з погiршенням репутацiї
постачальника у споживача i з потенцiальними втратами прибутку.

Зазначимо, що модель управлiння запасами не обов’язково повин-
на включати усi чотири види витрат, так як деякi з них можуть бу-
ти незначними, а iнколи врахування усiх видiв витрат досить сильно
ускладнює функцiю сумарних витрат. На практицi деякi компоненти
можна i не враховувати у випадку, якщо вони не є сутт’євою складо-
вою сумарних витрат.

9.1.1 Типи моделей керування запасами

Узагальнена модель керування запасами, що вище описана, досить
проста. Чому ж тодi iснує досить багато моделей i методiв їх дослiдже-
ння? Вiдповiдь на це питання визначається характером попиту, який
може бути детермiнованим або ймовiрностним.

Детермiнований попит може бути статичним, тобто iнтенсивнiсть
споживання залишається незмiною в часi, або динамiчним, коли попит
вiдомий, але змiнюється в часi.

Ймовiрностний попит може бути стацiонарним, коли функцiя щiль-
ностi ймовiрностi попиту незмiна в часi, i нестацiонарним, коли фун-
кцiя щiльностi ймовiрностного попиту змiнюється в часi.

У реальних умовах випадок детермiнованого статичного попиту зу-
стрiчається рiдко. Такий випадок є найпростiшим. (Приклад хлiба i
продукти масового вжитку: попит на них мало змiнюється i тому не
враховуємо на них витрати).

Набiльш точно характер попиту може бути описаний ймовiрно-
стним нестацiонарним розподiлом. Це модель досить складна, якщо
перiод часу збiльшується.

На малюнку iллюструється зростання математичної складностi мо-
делi керування запасами при переходi вiд детермiнованого статичного
попиту до ймовiрнiстного нестацiонарного попиту. Ця класифiкацiя є
рiзним рiвнем абстракцiї опису попиту.
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На першому рiвнi вважається, що розподiл ймовiрностей попиту
стацiонарний в часi. Це означає, що для опису попиту на протязi всiх
перiодiв часу використовується одна i та функцiя розподiлу ймовiрно-
стей. При таких умовах вплив сезонних коливань попиту в моделi не
враховується.

На другому рiвнi абстракцiї враховується змiна попиту вiд одного
перiоду до другого. Однак при цьому функцiя розподiлу не використо-
вується, а потреба в кожному перiодi описується як середня величина
попиту. Це спрощення означає, що елемент ризику в керуваннi запа-
сами не враховується. Але воно дозволяє дослiдити сезоннi коливання
попиту, якi внаслiдок аналiтичних i обчислювальних трудощiв враху-
вати неможливо. Iншими словами, тут виникає певний компромiс: з
однiєї сторони можна використовувати стацiонарнi розподiли ймовiр-
ностi, а з другої – змiнну, але вiдому функцiю попиту при припущеннi
«визначеностi».

На третьому рiвнi спрощення виключається як елемент ризику, так
i змiна попиту. Тобто попит на протязi довiльного перiоду вважається
рiвним середньому значенню вiдомого попиту на протязi всього пе-
рiоду. При такому спрощеннi попит можна оцiнити його постiйною
iнтенсивнiстю.

Хоча характер попиту є одним з основних факторiв при побудовi
моделi керування запасами, є i iншi чинники, що впливають на вибiр
моделi. До них вiносяться:

1. Запiзнення поставок або термiнiв виконання замовлень. Пiсля роз-
мiщення замовлення воно може бути поставлене вiдразу або через
деякий промiжок часу. Iнтервал часу мiж моментом розмiщення
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замовлення i його поставкою називається запiзненням поставки,
або строком виконання замовлення. Ця величина може бути де-
термiнованою або випадковою.

2. Поповнення запасу. Хоча система керування запасами може фун-
кцiонувати при запiзненнi поставок, процес поповнення запасу мо-
же здiйснюватися миттєво або рiвномiрно в часi. Миттєве попов-
нення запасу може вiдбуватися при умовi, коли замовлення по-
ступають вiд зовнiшнього постачальника. Рiвномiрне поповнення
може бути тодi, коли продукцiя виготовляється самою органiза-
цiєю (продукцiя, що запасається). У загальному випадку система
може функцiонувати при запiзненнi поставок i при рiвномiрному
поповненнi запасу.

3. Перiод часу визначає iнтервал, на протязi якого вiдбувається ре-
гулювання рiвня запасу. У залежностi вiд вiдрiзку часу, на якому
можна надiйно прогнозувати перiод, що розглядається, може бути
скiнченим або нескiнченим.

4. Число пунктiв накопичення запасу. У систему керування запаса-
ми може входити декiлька пунктiв зберiгання запасу. У деяких ви-
падках цi пункти органiзованi так, що однi є постачальниками для
iнших. Ця схема iнодi реалiзується на рiзних рiвнях, так що пункт-
споживач одного рiвня може стати пунктом-постачальником на
другому. У такому випадку говорять про систему керування за-
пасами з розгалуженою структурою.

5. Кiлькiсть видiв продукцiї. У системi керування запасами можуть
бути присутнi богато видiв продукцiї. Цей чинник враховується
при умовi наявностi деякої залежностi мiж рiзними видами про-
дукцiї. Так, для рiзних виробiв може використовуватись одне i те
складське примiщення або ж їх виробницство може здiйснюватись
при обмеженнях на загальнi виробничi фонди.
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9.2 Детермiнованi моделi
Досить важко побудувати узагальнену модель керування запасами,

яка б враховувала усi рiзновиди умов, що спостерiгаються в реальних
системах. Але якщо б i вдалось побудувати достатньо унiверсальну
модель, то малоймовiрно, що її можна було б розв’язати аналiтично.

Далi ми будемо розглядати декiлька постановок задач керування
запасами. Основна вiдмiннiсть мiж моделями визначається припущен-
ням про характер попиту (статичний або динамiчний). Важливу роль
при формулюваннi i розв’язуваннi задач є також вигляд функцiї ви-
трат.

9.2.1 Однопродуктова статична модель

Модель керування запасами простого типу харатеризується постiй-
ним в часi попитом, митт’євим поповненням запасу i вiдсутнiстю де-
фiциту. Таку модель можна застосувати у таких типових ситуацiях:

1) використання освiтлювальних ламп у будiвлях;

2) використання канцелярських товарiв;

3) використання деяких промислових виробiв (гайки, болти);

4) споживання основник продуктiв (хлiб, молоко i iншi).

На рис. 1 показано змiну запасу в часi. Вважається, що iнтенсив-
нiсть попиту (в одиницю часу) дорiвнює 𝛽. Найбiльшого рiвня запас
досягає у момент поставки замовлення розмiром 𝑦. (Вважається, що
запiзнення поставки є постiйна величина). Рiвень запасу досягає нуля
через 𝑦/𝛽 одиниць часу пiсля отримання замовлення розмiром 𝑦.

Рис. 1
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Чим менший розмiр замовлення 𝑦, тим частiше потрiбно розмiщу-
вати новi замовлення. При цьому середнiй рiвень запасу буде змен-
шуватися. З iншого боку, зi збiльшенням розмiру замовлення рiвень
запасу збiльшується, але замовлення розмiщуються не часто. Так як
витрати залежать вiд частоти розмiщення замовлення i об’єму товару,
що зберiгається, то величина 𝑦 обирається з умови забезпечення зба-
лансованостi мiж цими двома витратами. Це лежить в основi побудови
вiдповiдної моделi керування запасами.

Нехай 𝐾 – витрати на оформлення замовлення, якi виникають ко-
жен раз при його розмiщеннi i при умовi, що витрати на зберiгання
одиницi замовлення в одиницю часу дорiвнюють ℎ. Отже, сумарнi ви-
трати в одиницю часу як функцiю вiд 𝑦 можна представити у виглядi

𝐹 (𝑦) =
𝐾

𝑦/𝛽
+ ℎ · 𝑦

2
,

де 𝐾
𝑦/𝛽 – витрати на оформлення замовлення в одиницю часу, ℎ · 𝑦

2–
витрати на зберiгання запасiв в одиницю часу. Як видно з рис.1 довжи-
на циклу руху замовлення дорiвнює 𝑡0 = 𝑦/𝛽 i середнiй рiвень запасу
дорiвнює 𝑦/2.

Оптимальне значення 𝑦 отримуємо в результатi мiнiмiзацiї функцiї
𝐹 (𝑦). Якщо вважати, що 𝑦 неперервна величина, то маємо

d𝐹 (𝑦)

d𝑦
= −𝐾𝛽

𝑦2
+

ℎ

2
,

d𝐹 (𝑦)

d𝑦
= 0 ⇔ −𝐾𝛽

𝑦2
+

ℎ

2
= 0,

звiдки оптимальне значення розмiру замовлення визначається виразом

𝑦* =

√︂
2𝐾𝛽

ℎ
. (9.2.1)

Знаходимо
d2𝐹

d𝑦2
=

2𝐾𝛽

𝑦3
.

Так як
d2𝐹 (𝑦*)

d𝑦2
=

ℎ3/2

√
2𝐾𝛽

> 0,

то функцiя 𝐹 (𝑦) у точцi 𝑦* =
√︁

2𝐾𝛽
ℎ досягає свого мiнiмуму.
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Формулу (9.2.1) називають формулою економiчного розмiру замов-
лення Уiлсона.

Оптимальна стратегiя моделi передбачає замовлення 𝑦* одиниць
продукцiї через кожнi 𝑡*0 = 𝑦*/𝛽 одиниць часу. Оптимальнi витрати
у такому випадку 𝐹 (𝑦*) (пiсля пiдстановки 𝑦* у формулу для 𝐹 (𝑦))
дорiвнюють

√
2𝐾𝛽ℎ.

Оптимальний розмiр партiї, розрахований за формулою Уiлсона,
має таку властивiсть: розмiр партiї 𝑦 оптимальний тодi i тiльки то-
дi, коли витрати на зберiгання за час циклу дорiвнюють накладним
витратам 𝐾.

Використовуючи формулу Уiлсона можна отримати ряд розрахун-
кових характеристик роботи складу в оптимальному режимi:

оптимальний середнiй рiвень запасу

𝑦опт =
𝑦опт

2
=

√︂
𝐾𝛽

2ℎ
;

оптимальна перiодичнiсть поповнення запасу

𝑇 опт =
𝑦опт

𝛽
=

√︃
2𝐾

𝛽ℎ
;

оптимальнi середнi витрати зберiгання запасiв в одиницю часу

𝐻 = 𝑦опт
ℎ

2
=

√︂
𝐾𝛽ℎ

2
.

Для бiльшостi реальних ситуацiй iснує строк виконання замовлен-
ня (часове запiзнення) 𝐿 вiд моменту розмiщення замовлення до йо-
го дiйсної поставки. Стратегiя розмiщення замовлення у розглянутiй
моделi повинна визначати точку вiдновлення замовлення. На рис. 2
(див. нижче) розглядається випадок, коли точка вiдновлення замов-
лення повинна випереджувавти на 𝐿 одиниць часу поставку очiкува-
ну. У практичних цiлях цю iнформацiю можна просто перетворити,
визначивши точку вiдновлення замовлення через рiвень запасу, що
вiдповiдає моменту вiдновлення. На практицi це реалiзується шляхом
неперервного контролю рiвня запасу до моменту досягнення точки вiд-
новлення замовлення. Можливо, по цiй причинi модель економiчного
розмiру замовлення iнколи називають моделлю неперевного контролю
стану замовлення.
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Вiдмiтимо, що з точки зору аналiзу в умовах стабiлiзацiї системи
строк виконання замовлення 𝐿 можна завжди вважати меншим дов-
жини циклу 𝑡*0.

Приклад 9.1. Денний попит на деякий товар дорiвнює 100 одиниць.
Витрати на розмiщення кожного запасу постiйнi i дорiвнюють 100 грн.
Деннi витрати на зберiгання одиницi запасу складають 0,02 грн. Не-
обхiдно визначити економiчний розмiр партiї i точку замовлення при
строковi виконання замовлення у 12 днiв.

З отриманих вище формул для економiчного розмiру партiї отри-
маємо

𝑦* =

√︂
2𝐾𝛽

ℎ
=

√︂
2 · 100 · 100

0,02
= 1000 (од.).

Вiдповiдна оптимальна довжина циклу складає

𝑡*0 = 𝑦*/𝛽 = 1000/100 = 10 (днiв).

Так як строк виконання замовлення дорiвнює 12 днiв, а довжина ци-
клу складає 10 днiв, вiдновлення замовлення вiдбувається, коли рiвень
запасу достатнiй для задоволення попиту на два днi (12− 10). Таким
чином, замовлення розмiром 𝑦* = 1000 од. розмiщується, коли рiвень
запасу досягає 2× 100 = 200 (од.).

Слiд зазначити, що «ефективний» строк виконання замовлення до-
рiвнює 2, а не 12 дням. Це пояснюється тим, що цей строк бiльший за
𝑡*0. Однак пiсля стабiлiзацiї системи (в цьому прикладi вона досягає-
ться за два цикли) можна вважати, що строк виконання замовлення
𝐿− 𝑡*0, якщо 𝐿 > 𝑡*0.

Прийнятi у розглянутiй вище моделi припущення можуть не вiдпо-
вiдати деяким реальним умовам внаслiдок ймовiрнiстного характеру
попиту. На практицi отримав розповсюдження наближений метод, збе-
рiгаючий простоту моделi економiчного розмiру замовлення i в той же
час у якiйсь мiрi враховує ймовiрносний характер попиту. Iдея методу
дуже проста. Вона передбачає утворення деякого постiйного буфер-
ного запасу на високому горизонтi планування. Розмiр резерву визна-
чається таким чином, щоб ймовiрнiсть виснаження запасу на протязi
перiоду виконання замовлення 𝐿 не перевищувала наперед заданої ве-
личини. Нехай 𝑓(𝑥) – щiльнiсть (густина) розподiлу ймовiрностi попи-
ту на протязi цього строку. Далi нехай ймовiрнiсть виснаження запасу
на протязi перiоду 𝐿 не повинна перебiльшувати 𝛼. Тодi розмiр резерв-
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ного запасу 𝐵 визначається з умови

𝑃{𝑥 ⩾ 𝐵 + 𝐿𝛽} ⩽ 𝛼,

де 𝐿𝛽 є споживання на протязi часу 𝐿. Змiну запасу при наявностi
резерву показано на рис. 2.

Рис. 2

Приклад 9.2. Нехай попит у прикладi 1 в дiйсностi є випадковим, при
цьому денний попит розподiлений нормально з середнiм 𝜇 = 100 i сере-
днiм квадратичним вiдхиленням 𝜎 = 10. Визначимо розмiр резервного
запасу таким чином, щоб ймовiрнiсть запасу на протязi строку вико-
нання замовлення не перевищувала 0,05.

В прикладi 9.1 цей строк дорiвнює 2 днi. Так як денний попит роз-
подiлений нормально, запiзнення 𝑥𝐿 також має нормальний розподiл
з середнiм 𝜇𝐿 = 2× 100 = 200 (од.) i середнiм квадратичним вiдхиле-
нням 𝜎𝐿 =

√
2 · 102 = 14,14.

Таким чином, маємо

𝑃{𝑥𝐿 ⩾ 𝜇𝐿 +𝐵} ⩽ 𝛼,

𝑃

{︂
𝑥𝐿 − 𝜇𝐿

𝜎𝐿
⩾

𝐵

𝜎𝐿

}︂
⩽ 𝛼,

𝑃

{︂
𝑥𝐿 − 𝜇𝐿

𝜎𝐿
⩾

𝐵

14,14

}︂
⩽ 0,05.
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З таблиць нормального розподiлу отримуємо

𝐵

14,14
⩾ 1,64 або 𝐵 ⩾ 23,2.

Не має причин вважати, що загальний результат використання про-
цедур визначення 𝐵 i економiчної величини замовлення обов’язково
оптимальний чи близький до оптимального. Вiдхилення вiд оптимуму
пояснюється тим, що спочатку деяка сутт’єва iнформацiя не врахову-
ється, а потiм використовується зовсiм незалежно на останьому етапi
обчислень. По сутi, витрати на зберiгання резерва 𝐵 можна розглядати
як деяку «цiну» за те, що вся iнформацiя у процесi аналiзу одночасно
не використовується.

Рiзнi види моделей економiчного розмiру замовлення припускають
можливiсть дефiциту i рiвномiрного (а не митт’євого) поповнення за-
пасу. Останнiй випадок типiчний для виробничих систем, в яких iнтен-
сивнiсть поповнення запасу є функцiєю iнтенсивностi виробництва. У
цих ситуацiях в моделях керування запасами, як i ранiше, спiвставля-
ються витрати на зберiгання запасiв i оформлення замовлень. У фун-
кцiю сумарних витрат включаються також збитки вiд дефiциту, якщо
вiн має мiсце. У загальному випадку збитки вiд дефiциту вважаються
пропорцiйними середнiй величинi дефiциту.

9.2.2 Однопродуктова статична модель з «розривами» цiн

У попереднiх моделях на враховувались питомi витрати на при-
дбання товарiв, так як вони постiйнi i не впливають на рiвень запасу.
Однак нерiдко цiна одиницi продукцiї залежить вiд розмiрiв закупле-
ної партiї. У таких випадках цiни змiнюються скачкоподiбно або робля-
ться оптовi знижки. При цьому в моделi керування запасами необхiдно
враховувати витрати на придбання.

Розглянемо модель управлiння запасами з миттєвим поповненням
запасу при вiдсутностi дефiциту. Нехай цiна одиницi продукцiї дорiв-
нює 𝑐1 при 𝑦 < 𝑞 i дорiвнює 𝑐2 при 𝑦 ⩾ 𝑞, де 𝑞 — розмiр замовлення, при
перевищеннi якого робиться знижка. Тодi сумарнi витрати за цикл,
крiм витрат на оформлення замовлення i зберiгання запасу необхiдно
включити витрати на придбання.

Сумарнi витрати на одиницю часу при 𝑦 < 𝑞 дорiвнюють

𝐹1(𝑦) = 𝛽𝑐1 +
𝐾𝛽

𝑦
+

ℎ

2
𝑦.
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При 𝑦 ⩾ 𝑞 цi витрати складають

𝐹2(𝑦) = 𝛽𝑐2 +
𝐾𝛽

𝑦
+

ℎ

2
𝑦.

Графiки цих двох фнкцiй наведенi нижче на рис.3.

y

F2

F1

III

III

Рис. 3

Нехтуючи впливом зниження цiн, назначимо через 𝑦𝑚 розмiр за-
мовлення, при якому досягається мiнiмум величин 𝐹1(𝑦) i 𝐹2(𝑦). Тодi

𝑦𝑚 =
√︁

2𝐾𝛽
ℎ .

З виду функцiй витрат 𝐹1(𝑦) i 𝐹2(𝑦) отримаємо, що оптимальний
розмiр замовлення залежить вiд того, де, по вiдношенню до трьох зон
I, II i III, знаходиться точка розриву цiни 𝑞. Цi зони знаходяться в
результатi визначення 𝑞1(> 𝑦𝑚) з рiвняння

𝐹1(𝑦𝑚) = 𝐹2(𝑔1).

Так як значення 𝑦𝑚 вiдомо
(︂
𝑦𝑚 =

√︁
2𝐾𝛽
ℎ

)︂
, то розв’язок рiвняння дає

значення величини 𝑞1.
Тодi зони визначаються таким чином

зона I: 0 ⩽ 𝑞 < 𝑦𝑚,

зона II: 𝑦𝑚 ⩽ 𝑞 < 𝑞1,

зона III: 𝑞 ⩾ 𝑞1.

На рис. 2 представлено графiчний розв’язок рiвняння для рогляну-
того випадку, який залежить вiд того, де знаходиться 𝑞 по вiдношенню
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до зон I, II, III. Тодi оптимальний розмiр замовлення 𝑦* визначається
таким чином:

𝑦* =

⎧⎪⎨⎪⎩
𝑦𝑚 , якщо 0 ⩽ 𝑞 < 𝑦𝑚 (зона I),
𝑞 , якщо 𝑦𝑚 ⩽ 𝑞 < 𝑞1 (зона II),

𝑦𝑚 , якщо 𝑞 ⩾ 𝑞1 (зона III).

Алгоритм визначення 𝑦* можна представити у такому виглядi:

1. Визначити 𝑦𝑚 =
√︁

2𝐾𝛽
ℎ . Якщо 𝑞 < 𝑦𝑚 (зона I), то 𝑦* = 𝑦𝑚 i процес

закiнчено. В iншому випадку перейти до кроку 2.

2. Визначити 𝑞1 з рiвняння 𝐹1(𝑦) = 𝐹2(𝑦) i визначити, де, по вiдно-
шенню до зон II та III, знаходиться значення 𝑞:

а) якщо 𝑦𝑚 ⩽ 𝑞 < 𝑞1 (зона II), то 𝑦* = 𝑞;
б) якщо 𝑞 ⩾ 𝑞1 (зона III), то 𝑦* = 𝑦𝑚.

Приклад 9.3. Розглянемо модель керування запасами при таких по-
чаткових даних: 𝐾 = 10 гр, ℎ = 1 гр, 𝛽 = 5 од., 𝑐1 = 2 гр, 𝑐2 = 1 гр,
𝑞 = 15 од.

Спочатку обчислимо значення 𝑦𝑚:

𝑦𝑚 =

√︂
2𝐾𝛽

ℎ
=

√︂
2 · 10 · 5

1
= 10 (од.).

Так як 𝑞 = 15 > 𝑦𝑚 = 10, то необхiдно визначити, в якiй зонi
знаходиться 𝑞.

F

F

2

1

m 1
q y yq

(y)

(y)

min

Витрати

Рис. 4. Випадок 1.
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2

1

m 1
qy yq

(y)

(y)

min

Витрати

Рис. 5. Випадок 2.

F

F

2

1

m 1
qy yq

(y)

(y)

min

Витрати

Рис. 6. Випадок 3.

Значення 𝑞1 визначається з рiвняння 𝐹1(𝑦𝑚) = 𝐹2(𝑞1) або

𝑐1𝛽 +
𝐾𝛽

𝑦𝑚
+

ℎ𝑦𝑚
2

= 𝑐2𝛽 +
𝐾𝛽

𝑞1
+

ℎ𝑞1
2

,

2 · 5 + 10 · 5
10

+
1 · 10
2

= 1 · 5 + 10 · 5
𝑞1

+
1 · 𝑞1
2

,

𝑞21 − 30𝑞1 + 100 = 0.

Розв’язуючи квадратне рiвняння, отримаємо два значення 𝑞1 =
26.18 i 𝑞1 = 3.82. За означенням, у якостi 𝑞1 обирається бiльше значе-
ння. Так як 𝑦𝑚 < 𝑞 < 𝑞1, то велиина 𝑞 знаходиться в зонi II. Таким
чином, 𝑦* = 𝑞 = 15 од., а сумарнi витрати в одиницю часу:

𝐹1(𝑦
*) = 𝐹2(𝑦

*) = 𝐹2(15) = 𝑐2𝛽 +
𝐾𝛽

15
+

ℎ · 15
2

=

= 1 · 5 + 10 · 5
15

+
1 · 15
2

= 15.83 (гр/день.)
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9.2.3 Баготопродуктова статична модель з обмеженнями на
ємнiсть складських примiщень

Ця модель призначена для системи керування запасами, з 𝑛 вида-
ми продукцiї, яка зберiгається на одному складi обмеженої площi. Ця
умова визначає взаємозв’язок мiж рiзними видами продукцiї i може
бути включена до моделi як обмеження. Нехай 𝐴 – максимально при-
пустима площа складського примiщення для 𝑛 видiв продукцiї. Нехай
𝑎𝑖 – площа для зберiгання одиницi продукцiї 𝑖-го виду. Якщо 𝑦𝑖 – роз-
мiр замовлення на продукцiю 𝑖-го виду, то обмеження на потребу в
складському примiщеннi має вигляд:

𝑛∑︁
𝑖=1

𝑎𝑖𝑦𝑖 ⩽ 𝐴.

Нехай запас продукцiї кожного виду поповнюється миттєво i зниж-
ки цiн вiдсутнi. Далi нехай дефiцит не допускається. Вважаємо, що
𝛽𝑖, 𝐾𝑖 i ℎ𝑖 — iнтенсивнiсть попиту, витрати на оформлення замовлення
i витрати на зберiгання одиницi продукцiї в одиницю часу для 𝑖-го ви-
ду продукцiї вiдповiдно. Загальнi витрати по продукцiї кожного виду
будуть тими ж, що i в випадку еквiвалентної однопродуктової моделi.
Таким чином математична модель має вигляд

min𝐹 (𝑦1, . . . , 𝑦𝑛) =
𝑛∑︁

𝑖=1

(︂
𝐾𝑖𝛽𝑖
𝑦𝑖

+
ℎ𝑖𝑦𝑖
2

)︂
,

𝑛∑︁
𝑖=1

𝑎𝑖𝑦𝑖 ⩽ 𝐴, 𝑦𝑖 > 0, 𝑖 = 1,𝑛.

Розв’язок цiєї задачi знаходиться методом множникiв Лагранжа.
Перш нiж застосувати цей метод, необхiдно установити, чи дiє обмеже-
ння, перевiривши виконання обмеження на площу складу для розв’язку

𝑦*𝑖 =

√︂
2𝐾𝑖𝛽𝑖
ℎ𝑖

необмеженої задачi. Якщо обмеження виконується, то воно надлишко-
ве i його можна не враховувати.

Обмеження дiє, якщо воно не виконується для значень 𝑦*𝑖 . У цьому
випадку необхiдно знайти нове оптимальне значення 𝑦𝑖, яке задоволь-
няє обмеженню на площу складу у виглядi рiностi. Будуємо функцiю
Лагранжа
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𝐿(𝜆, 𝑦1, . . . , 𝑦𝑛) = 𝐹 (𝑦1, . . . , 𝑦𝑛)− 𝜆

(︃
𝑛∑︁

𝑖=1

𝑎𝑖𝑦𝑖 − 𝐴

)︃
=

=
𝑛∑︁

𝑖=1

(︂
𝐾𝑖𝛽𝑖
𝑦𝑖

+
ℎ𝑖𝑦𝑖
2

)︂
− 𝜆

(︃
𝑛∑︁

𝑖=1

𝑎𝑖𝑦𝑖 − 𝐴

)︃
(𝜆 < 0).

Далi застосовуємо правило множникiв Лагранжа

𝜕𝐿

𝜕𝑦𝑖
= −𝐾𝑖𝛽𝑖

𝑦2𝑖
+

ℎ𝑖

2
− 𝜆𝑎𝑖 = 0,

𝜕𝐿

𝜕𝛽𝑖
= −

𝑛∑︁
𝑖=1

𝑎𝑖𝑦𝑖 + 𝐴 = 0.

З другого рiвняння маємо, що значення 𝑦*𝑖 повинно задовольняти
обмеженню на площу склада у виглядi рiвностi. З першого рiвняння
отримуємо, що

𝑦*𝑖 =

√︂
2𝐾𝑖𝛽𝑖

ℎ𝑖 − 2𝜆*𝑎𝑖
.

Зазначимо, що 𝑦*𝑖 залежить вiд оптимального значення 𝜆* множника
𝜆.

Значення 𝜆* можемо знайти методом статистичних проб i помилок.
Так як за означенням в поставленiй задачi 𝜆 < 0, то при послiдовнiй
перевiрцi вiд’ємних значень 𝜆 знайдене значення 𝜆* буде одночасно
визначати значення 𝑦*, яке задовольняє заданому обмеженню у ви-
глядi рiвностi. Таким чином, в результатi визначення 𝜆* автоматично
отримаємо 𝑦*𝑖 .

Приклад 9.4. Розглянемо задачу керування запасами для випадку
трьох видiв продукцiї (𝑛 = 3), початковi данi яких наведенi в таблицi

Вид продукцiї 𝑖 𝐾𝑖 , грн 𝛽𝑖 , од. ℎ𝑖 , грн 𝑎𝑖 , м2

1 10 2 0.3 1
2 5 4 0.1 1
3 15 4 0.2 1

Нехай загальна площа складського примiщення дорiвнює 𝐴 = 25 м2.
Виходячи з формули 𝑦*𝑖 =

√︁
2𝐾𝑖𝛽𝑖

ℎ𝑖−2𝜆*𝑎𝑖
, побудована така таблиця
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𝜆 𝑦1 𝑦2 𝑦3
3∑︀

𝑖=1

𝑎𝑖𝑦𝑖 − 𝐴

0 11.5 20.0 24.5 31
−0.05 10.0 14.1 17.3 16.4
−0.10 9.0 11.5 14.9 10.4
−0.15 8.2 10.0 13.4 6.6
−0.20 7.6 8.9 12.2 3.7
−0.25 7.1 8.2 11.3 1.6
−0.30 6.7 7.6 10.6 −0.1

При 𝐴 = 25 м2 обмеження на складськi примiщення задовольняє-
ться у винлядi рiвностi при 𝜆, яке лежить в промiжку (−0.30; −0.25).
Це i є 𝜆* i його можна визначити лiнiйною iнтерполяцiєю. Вiдповiднi
значення 𝑦𝑖 визначають 𝑦*𝑖 . Нехай 𝜆* = −0.30, тодi оптимальнi значе-
ння 𝑦*𝑖 приблизно дорiвнюють

𝑦*1 = 6.7; 𝑦*2 = 7.6; 𝑦*3 = 10.6.

9.2.4 Модель зi скiнченною iнтенсивнiстю надходження за-
мовлення

Нехай замовлена партiя надходить з iнтенсивнiстю 𝜆 одиниць в
одиницю часу. Очевидно, система може працювати без дефiциту, якщо
iнтенсивнiсть поставок 𝜆 перевищує iнтенсивнiсть споживання 𝛽. Та-
ким чином, розглядається система типу заводського складу, куди про-
дукцiя, вироблена одним цехом, поступає з певною iнтенсивнiстю i
використовується у виробництвi другого цеху. На протязi часу 𝜏1 за-
пас одночасно i поступає, i використовується, це час накопичення за-
пасу. На протязi 𝜏2 запас тiльки використовується. Довжина циклу
𝜏 = 𝜏1 + 𝜏2.

Оптимальнi параметри роботи системи мають такий вигляд (𝐾 -
витрати на оформлення замовлення, ℎ - витрати на зберiгання одиницi
замовлення в одиницю часу):
величина оптимального запасу (партiї)

𝑦* =

√︂
2𝐾𝛽

ℎ
· 1√︁

1− 𝛽
𝜆

;
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оптимальний перiод вiдновлення замовлення

𝜏 * =

√︃
2𝐾

ℎ𝛽
· 1√︁

1− 𝛽
𝜆

i його складовi

𝜏 *1 =
𝑦*

𝜆
, 𝜏 *2 =

√︃
2𝐾

ℎ𝛽
·
√︂

1− 𝛽

𝜆
;

мiнiмальнi сумарнi витрати в одиницю часу

𝐿* =
√︀
2𝐾ℎ𝛽 ·

√︂
1− 𝛽

𝜆
.

У випадку, коли iнтенсивнiсть поставки значно бiльше iнтенсивностi
споживання 𝛽

𝜆 → 0, то отримаємо звичайну модель з параметрами
Уiлсона.

9.2.5 Модель з урахуванням незадоволених вимог

У деяких випадках, коли втрати вiд дефiциту можна порiвняти з
втратами на зберiгання, дефiцит можливий. Нехай заявки, що посту-
пають у момент вiдсутностi запасу, беруться на облiк. Позначимо через
𝑝 максимальну величину заборгованого попиту. Максимальна величи-
на наявного запасу 𝑌 = 𝑦 − 𝑝 використається за час 𝜏1 (час iснуван-
ня наявного запасу), а потiм отриманi заявки ставляться на облiк на
протязi часу 𝜏2 (час дефiциту). При отриманi чергової партiї в пер-
шу чергу задовольняється заборгований попит, а потiм поповнюється
запас. Збитки, що пов’язанi з дефiцитом одиницi запасу в одиницю ча-
су, скаладають 𝑑. Витрати на зберiгання продукцiй пропорцiйнi сере-
днiй величинi запасу 𝑦−𝑝

2 i часу його iснування 𝑦−𝑝
𝛽 . Аналогiчно, збитки

вiд дефiциту пропорцiйнi середнiй величинi дефiциту 𝑝/2 i часу його
iснування 𝑝/𝛽. Середнi витрати роботи системи на протязi циклу, якi
включають витрати на розмiщення замовлення, утримання запасу i
втрат вiд дефiциту

𝐿𝑦 = 𝐾 + ℎ · 𝑦 − 𝑝

2
· 𝑦 − 𝑝

𝛽
+ 𝑑 · 𝑝

2
· 𝑝
𝛽
.
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Подiлимо витрати циклу на його довжину 𝜏 =
𝑦

𝛽
i отримаємо витрати

роботи системи в одиницю часу

𝐿 =
𝐾𝛽

𝑦
+ ℎ · (𝑦 − 𝑝)2

2𝑦
+ 𝑑 · 𝑝

2

2𝑦
.

Далi знаходимо оптимальнi параметри

𝑦* =

√︂
2𝐾𝛽

ℎ

√︂
1 +

ℎ

𝑑
, 𝑝* =

ℎ

𝑑

√︂
2𝐾𝛽

ℎ

1√︁
1 + ℎ

𝑑

,

𝐿* =
√︀
2𝐾ℎ𝛽 · 1√︁

1 + ℎ
𝑑

.

Iншi оптимальнi параметри

𝑌 * = 𝑦* − 𝑝* =

√︂
2𝐾𝛽

ℎ
· 1√︁

1 + ℎ
𝑑

, 𝜏 *1 =
𝑌 *

𝛽
=

√︃
2𝐾

ℎ𝛽
· 1√︁

1 + ℎ
𝑑

,

𝜏 *2 =
𝑝*

𝛽
=

ℎ

𝑑

√︃
2𝐾

ℎ𝛽
· 1√︁

1 + ℎ
𝑑

, 𝜏 * = 𝜏 *1 + 𝜏 *2 =
𝑦*

𝛽
=

√︃
2𝐾

ℎ𝛽
·
√︂

1 +
ℎ

𝑑
.

Треба мати на увазi, що
𝑌 *

𝑝*
=

𝜏 *2
𝜏 *1

=
ℎ

𝑑
.

Приклад 9.5. Рiчна потреба машинобудiвного заводу в малосортовiй
сталi (дрiт дiаметром 12 мм) складає 300 т. Вiдповiдно до технiчних
вимог, у випадку необхiдностi, дрiт дiаметром 12 мм можна замiнити
дротом 14 мм, цiна якого за тонну на 20 од. бiльше. Умовно-постiйнi
транспортнi витрати на одне замовлення дорiвнюють 21 од., витрати
на зберiгання 1 т. — 14 од. Визначити оптимальний розмiр партiї.
Розв’язання.

𝑦* =

√︂
2𝐾𝛽

ℎ

√︂
1 +

ℎ

𝑑
=

√︂
2 · 21 · 300

14

√︂
1 +

14

20
= 39 (т).
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9.2.6 Модель з визначенням точки замовлення

У реальних ситуацiях необхiдно враховувати час виконання замов-
лення 𝜃. Для забеспечення безперебiйного постачання замовлення по-
винно подаватися в момент, коли рiвень запасу достатнiй для задо-
волення потреб на час виконання замовлення. Цей рiвень називають
точкою вiдновлення замовлення i позначається 𝑟. Для систем, в яких
дефiцит не допускається, замовлення повинно розмiщуватися в мо-
мент, коли величина наявного запасу дорiвнює

𝑟 = 𝜃 · 𝛽 −
[︂
𝜃

𝑟*

]︂
𝑦*, де [·] - цiла частина.

Для забезпечення бездефiцитної роботи необхiдно мати мiнiмаль-
ний початковий запас 𝐼0, величина якого 𝐼0 = 𝜃𝛽. Нехай 𝐼 - фактичний
початковий запас. Для неперервної роботи необхiдно, щоб 𝐼 ⩾ 𝜃𝛽. Час

споживання початкового запасу дорiвнює
𝐼

𝛽
. Щоб замовлена партiя

була доставлена не пiзнiше певного початкового запасу, її необхiдно

розмiстити в момент 𝑡0 =
𝐼

𝛽
− 𝜃. У загальному випадку замовлення

потрiбно розмiщувати у моменти

𝑡𝑘 =

(︂
𝐼

𝛽
− 𝜃

)︂
+ 𝑘𝜏 *, 𝑘 = 0, 1, 2, . . .

У системi зi скiнченою iнтенсивнiстю надходження замовлення при
визначеннi оптимальної точки замовлення розглядаються два випад-
ки:

якщо 𝜃 −
[︂
𝜃

𝜏 *

]︂
𝜏 * < 𝜏 *2 , то 𝑟 = 𝜃𝛽 −

[︂
𝜃

𝜏 *

]︂
𝑦*;

якщо 𝜃−
[︂
𝜃

𝜏 *

]︂
𝜏 * > 𝜏 *2 , то 𝑟 = 𝜃 (𝛽 − 𝜆)+

(︂[︂
𝜃

𝜏 *

]︂
+ 1

)︂(︂
𝜆

𝛽
− 1

)︂
𝑦*.

Для системи з урахуванням незадоволених вимог точка замовлення
визначається за формулою

𝑟 = 𝜃𝛽 −
[︂
𝜃

𝜏 *

]︂
𝑦* − 𝑝*

i може бути вiд’ємною величиною. Це означає, що заявки на поповне-
ння запасу повиннi посилатися, коли дефiцит дорiвнює |𝑟|.
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9.3 Модель керування запасами на складi
Обираємо за одиничний iнтервал часу один день. Нехай до кiнця

дня 𝑡− 1 на складi знаходиться запас товару в об’ємi 𝑥𝑡−1 ⩾ 0. Склад
робить замовлення на поповнення запасу товара в об’ємi ℎ𝑡. Це попов-
нення поступає до початку наступного дня 𝑡, так що запас товару на
початку слiдуючого дня складає 𝑥𝑡−1 + ℎ𝑡. Нехай 𝑠𝑡 об’єм товару, що
запрошується споживачем в день 𝑡.

Якщо 𝑠𝑡 ⩽ 𝑥𝑡−1 + ℎ𝑡, то склад задовольняє заявку споживача пов-
нiстю, а залишки товару 𝑥𝑡 = 𝑥𝑡−1+ℎ𝑡− 𝑠𝑡 переносяться на слiдуючий
день 𝑡+ 1, при цьому витрати на зберiгання цього запасу пропорцiйнi
його об’єму i дорiвнюють

𝑐𝑥𝑡 = 𝑐(𝑥𝑡−1 + ℎ𝑡 − 𝑠𝑡).

Якщо об’єм заявки 𝑠𝑡 > 𝑥𝑡−1 + ℎ𝑡, то склад повнiстю вiддає свiй
запас, а за недопоставлений товар понесе збитки, пропорцiйнi об’ємовi
дефiциту i дорiвнюють

𝐾(𝑠𝑡 − 𝑥𝑡−1 − ℎ𝑡) = −𝐾(𝑥𝑡−1 + ℎ𝑡 − 𝑠𝑡).

Таким чином, повнi витрати 𝜙(𝑥𝑡−1, ℎ𝑡, 𝑠𝑡) складу можна записати у
виглядi

𝜙(𝑥𝑡−1, ℎ𝑡, 𝑠𝑡) = max{𝑐(𝑥𝑡−1 + ℎ𝑡 − 𝑠𝑡); −𝐾(𝑥𝑡−1 + ℎ𝑡 − 𝑠𝑡)} (9.3.1)

при цьому залишок товару 𝑥𝑡 = max{0; 𝑥𝑡−1 + ℎ𝑡 − 𝑠𝑡}.
З (9.3.1) маємо

якщо 𝑥𝑡 > 0, то 𝜙(𝑥𝑡) = 𝑐𝑥𝑡,

якщо 𝑥𝑡 < 0, то 𝜙(𝑥𝑡) = −𝐾𝑥𝑡,

якщо 𝑥𝑡 = 0, то 𝜙(𝑥𝑡) = 0.

У класичнiй постановцi задачi керування запасами припускається,
що сама величина попиту 𝑠𝑡 невiдома, однак вiдомо, що вона є незале-
жною випадковою величиною, що має заданий закон розподiлу. Нехай
розподiл ймовiрностей величини 𝑠𝑡 задається неперервною функцiєю
розподiлу 𝐹 (𝑥) з щiльнiстю розподiлу 𝑓(𝑥). Тодi середнi повнi витрати
Φ(𝑥𝑡−1 + ℎ𝑡) задаються формулою (М – математичне сподiвання)

Φ(𝑥𝑡−1 + ℎ𝑡) = 𝑀𝜙(𝑥𝑡−1, ℎ𝑡, 𝑠𝑡) =

+∞∫︁
−∞

𝜙(𝑥𝑡−1, ℎ𝑡, 𝑠𝑡)𝑑𝐹 (𝑠).
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Задача формулюється таким чином: визначити об’єм замовлення
на поповнення ℎ𝑡, який мiнiмiзує середнi повнi витрати, тобто

Φ(𝑥𝑡−1 + ℎ𝑡) → min, ℎ𝑡 ⩾ 0.

Розглянемо розв’язування класичної задачi керування товарними
запасами у статичнiй постановцi. Позначимо 𝑦 = (𝑥𝑡−1+ℎ𝑡) i опустимо
з огляду на те, що задача статична, iндекс 𝑡 у запису об’єму попиту i
поповнення. Розглянемо таку задачу

Φ(𝑦) =

+∞∫︁
−∞

max{𝑐(𝑦 − 𝑠); −𝐾(𝑦 − 𝑠)}𝑑𝐹 (𝑠) → min . (9.3.2)

Перепишемо функцiю Φ(𝑦) в такому виглядi

Φ(𝑦) = 𝑐

𝑦∫︁
−∞

(𝑦 − 𝑠)𝑑𝐹 (𝑠) +𝐾

+∞∫︁
𝑦

(𝑠− 𝑦)𝑑𝐹 (𝑠) (9.3.3)

i обчислимо її першу похiдну

Φ′(𝑦) = 𝑐𝐹 (𝑦)−𝐾(1− 𝐹 (𝑦)) = (𝑐+𝐾)𝐹 (𝑦)−𝐾. (9.3.4)

Друга похiдна цiєї функцiї невiд’ємна (тобто вона опукла)

Φ′′(𝑦) = (𝑐+𝐾)𝐹 ′(𝑦) = (𝑐+𝐾)𝑓(𝑦) ⩾ 0.

Прирiвнявши першу похiдну до нуля, отримаємо рiвняння для мiнiмi-
зуючого запасу 𝑦*

𝐹 (𝑦*) =
𝐾

𝑐+𝐾
. (9.3.5)

Розв’язок (9.3.5) задачi (9.3.2) визначає стратегiю оптимального по-
повнення запасiв. Величина поповнення запасiв ℎ*

𝑡 , що мiнiмiзує сере-
днi повнi витрати, задається слiдуючим чином

ℎ*
𝑡 =

⎧⎪⎨⎪⎩
0, якщо 𝑥𝑡−1 ⩾ 𝑦*,

𝑦* − 𝑥𝑡−1, якщо 𝑥𝑡−1 ⩽ 𝑦*.

(9.3.6)

Конкретнi числовi характеристики системи керування запасами за-
лежать вiд виду функцiї щiльностi розподiлу 𝑓(𝑥) випадкової величи-
ни попиту. У якостi прикладу розглянемо випадок симетричного «три-
кутникового» розподiлу попиту, при якому функцiя щiльностi розпо-
дiлу має графiк, представлений на рис. 1.
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Рис. 1

Очевидно, що цей графiк отримується паралельним переносом вправо
(замiною 𝑥 на 𝑥− 𝑎) графiка, зображеного на рис. 2 функцiї

𝑓(𝑥) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 при 𝑥 ⩽ −𝑏,

𝑥+ 𝑏

𝑏2
при − 𝑏 ⩽ 𝑥 ⩽ 0,

−𝑥+ 𝑏

𝑏2
при 0 ⩽ 𝑥 ⩽ 𝑏,

0 при 𝑥 ⩾ 𝑏.

(9.3.7)

Обчислимо числовi характеристики для функцiї щiльностi розподi-
лу, заданої в (9.3.7) (рис. 2). У цьому випадку функцiя розподiлу 𝐹 (𝑥)
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Рис. 2

визначається формулою

𝐹 (𝑥) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 для 𝑥 ⩽ −𝑏,

(𝑥+ 𝑏)2

2𝑏2
для − 𝑏 ⩽ 𝑥 ⩽ 0,

1− (𝑥+ 𝑏)2

2𝑏2
для 0 ⩽ 𝑥 ⩽ 𝑏,

1 для 𝑥 ⩾ 𝑏.

(9.3.8)

Випадкова величина попиту 𝑆 має такi числовi характеристики

𝑀(𝑆) = 0, 𝑀(𝑆2) =
𝑏2

6
, 𝐷(𝑆) =

𝑏2

6
, 𝜎(𝑆) =

𝑏√
6
.

Безпосереднє обчислення з використанням функцiї середнiх повних
витрат у виглядi (9.3.3) показує, що при 𝑥 ⩽ −𝑏

Φ(𝑥) = −𝐾

+∞∫︁
−∞

(𝑥− 𝑆)𝑓(𝑆)𝑑𝑆 = −𝐾𝑥

+∞∫︁
−∞

𝑓(𝑆)𝑑𝑆+
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+𝐾

+∞∫︁
−∞

𝑆𝑓(𝑆)𝑑𝑆 = −𝐾𝑥+ 𝑘𝑀(𝑆) = −𝐾𝑥. (9.3.9)

Використовуючи вираз для першої похiдної Φ′(𝑥) у виглядi (9.3.4)
i вираз (9.3.8) для функцiї розподiлу 𝐹 (𝑥), можна визначити, що для
−𝑏 ⩽ 𝑥 ⩽ 0 маємо

Φ(𝑥) = (𝑐+𝐾)
(𝑥+ 𝑏)3

6𝑏2
−𝐾𝑥+ 𝐶1. (9.3.10)

Тут константа 𝐶1 визначається шляхом прирiвняння виразiв (9.3.10)
i (9.3.9) при 𝑥 = −𝑏

𝐾𝑏 = 𝐾𝑏+ 𝐶1 ⇒ 𝐶1 = 0.

Аналогiчно для 0 ⩽ 𝑥 ⩽ 𝑏 отримаємо

Φ(𝑥) = −(𝑐+𝐾)
(𝑥+ 𝑏)3

6𝑏2
+ 𝑐𝑥, (9.3.11)

а для 𝑥 ⩾ 𝑏
Φ(𝑥) = 𝑐𝑥. (9.3.12)

Вирази (9.3.9)-(9.3.12) задають в рiзних iнтервалах шукану фун-
кцiю середнiх повних витрат. Замiнюючи в нiй 𝑥 на 𝑥− 𝑎, отримаємо
функцiю середнiх повних витрат, коли функцiя щiльностi розподiлу
попиту має вигляд рис. 1. Для iлюстрацiї графiк функцiї середнiх пов-
них витрат для такої функцiї попиту у випадку 𝐾 > 𝑐 представлено
на рис. 3, де оптимальний рiвень запасу 𝑦* = 𝑎+ 𝑏− 𝑏

√︁
2𝑐

𝑐+𝐾 .

У загальному виглядi для даної функцiї щiльностi розподiлу попи-
ту оптимальний рiвень запасу задається формулами

𝑦* =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑎− 𝑏+

√︂
2𝑘

𝑐+𝐾
+ 𝑏 , для 𝑐 > 𝐾,

𝑎, для 𝑐 = 𝐾,

𝑎+ 𝑏−
√︂

2𝑐

𝑐+𝐾
+ 𝑏, для 𝑐 < 𝐾,

(9.3.13)
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Рис. 3

а значення Φ* = Φ(𝑦*) мiнiмуму середнiх повних витрат має вигляд:

Φ* =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝑏𝐾

(︃
1− 2

3

√︂
2𝐾

𝑐+𝐾

)︃
, якщо 𝑐 > 𝐾,

𝑏 · 𝐾
3

= 𝑏 · 𝑐
3
, якщо 𝑐 = 𝐾,

𝑏𝑐

(︂
1− 2

3

√︂
2𝑐

𝑐+𝐾

)︂
, якщо 𝑐 < 𝐾.

(9.3.14)

З формул (9.3.13) i (9.3.14) для нашої моделi виходить, що оптималь-
ний рiвень запасу при 𝑐 ̸= 𝐾 i мiнiмум середнiх повних витрат при всiх
𝑐, 𝐾 лiнiйно залежать вiд величини 𝑏, тобто вiд довжини iнтервалу роз-
сiювання значень величини попиту на товар. Зазначимо, що стратегiя
оптимального поповнення запасiв задається формулою (9.3.6).

Приклад 9.6. Нехай деяка фiрма у вiдповiдностi до договору реалi-
зує зi складу по заявкам холодильники, причому денний попит є ви-
падковою величиною, функцiя щiльностi розподiлу якої представлена
графiчно на мал. 1 i коливається вiд 20 до 80 холодильникiв на день.
Середнi витрати зберiгання холодильника за день складають 8 грн., а
штраф за дефiцит (недопоставку) одного холодильника за день дорiв-
нює 17 грн. Необхiдно визначити стратегiю оптимального поповнення
запасу холодильникiв i мiнiмальнi середнi повнi витрати.
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Розв’язання. Розрахуємо: 𝑏 = (80 − 20)/2 = 30 (холодильникiв),
𝑎 = (20 + 80)/2 = 50 (холодильникiв), 𝑐 = 8 грн., 𝐾 = 17 грн. У
вiдповiдностi з формулою (9.3.13) оптимальний рiвень запасу (𝑐 < 𝐾)

складає 𝑦* = 50 + 30 −
√︂

2 · 8
8 + 17

· 30 = 56 (холодильникiв). Тодi ве-

личина ℎ*
𝑡 поповнення запасу холодильникiв фiрмою, при якiй середнi

повнi витрати будуть мiнiмальнi, задається згiдно з формулою (9.3.6)
так:

ℎ*
𝑡 =

{︂
0, якщо 𝑥𝑡−1 ⩾ 56,

56− 𝑥𝑡−1, якщо 𝑥𝑡−1 ⩽ 56,

де 𝑥𝑡−1 – запас холодильникiв на складi фiрми на кiнець попереднього
дня. Так, якщо на кiнець попереднього дня на складi фiрми було 60
холодильникiв, то поповнювати запас не потрiбно, а якщо на кiнець
попереднього дня на складi фiрми залишилось 25 холодильникiв, то
необхiдно подати заявку на поповнення запасу холодильникiв у кiль-
костi 56− 25 = 31.

Якщо дотримуватись цiєї стратегiї поповнення запасу холодильни-
кiв, то мiнiмальний рiвень середнiх повних витрат у розрахунку на
один день у вiдповiдностi з формулою (9.3.14) складе

Φ* = 30 · 8

(︃
1− 2

3

√︂
2 · 8
8 + 17

)︃
= 112 грн.

9.4 Запитання для самоконтролю
1. Якi основнi типи моделей керування запасами?

2. Якi основнi риси однопродуктової статичної моделi?

3. Якi основнi риси однопродуктової статичної моделi з «розривами»
цiн?

4. Як зрозумiти поняття дефiцит? Якi складовi загальної вартостi
продукту при вiдсутностi дефiциту? Якi складовi загальної варто-
стi продукту за наявнiстю дефiциту?

5. Якi основнi риси моделi зi скiнченною iнтенсивнiстю надходження
замовлення? Якi основнi риси моделi з урахуванням незадоволе-
них вимог?
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9.5 Завдання для самостiйної роботи
Нехай 𝑘 = 1, 2 – номер академiчної групи студентiв, 𝑖 – порядковий

номер студента у списку академiчної групи.
Вирiшити наступнi задачi.

1. Денний попит на товар дорiвнює (70+ 𝑖) одиниць. Витрати на роз-
мiщення кожного запасу постiйнi i дорiвнюють (60+ 𝑖) грн. Деннi
витрати на зберiгання одиницi запасу складають (0,2+𝑘) грн. Не-
обхiдно визначити економiчний розмiр партiї i точку замовлення
при строковi виконання замовлення (10 + 𝑘) днiв, оптимальний
середнiй рiвень запасу, оптимальнi середнi витрати зберiгання за-
пасiв в одиницю часу.

2. Нехай попит у прикладi 1 в дiйсностi є випадковим, при цьому
денний попит розподiлений нормально з середнiм 𝜇 = (70+ 𝑖) i се-
реднiм квадратичним вiдхиленням 𝜎 =

√
70 + 𝑖. Визначити розмiр

резервного запасу таким чином, щоб ймовiрнiсть запасу на протязi
строку виконання замовлення не перевищувала 𝑘 · 0,05.

3. Розглянути модель керування запасами при таких умовах: 𝐾 =
(11 + 𝑘) грн., ℎ = (1 + 0,1𝑖) грн., 𝛽 = (7+ 𝑘) од., 𝑐1 = (6+ 𝑘) грн.,
𝑐2 = (2 + 𝑘) грн., 𝑞 = (16 + 𝑘) одиниць.

4. Розглянемо задачу керування запасами для випадку трьох видiв
продукцiї (𝑛 = 3). Початковi данi наведенi в таблицi. Загальна
площа складських примiщень дорiвнює 30 + 𝑖 (м2). Визначити усi
параметри задачi 4 (див. лекцiї)

Вид

продукцiї 𝐾𝑖 (грн.) 𝛽𝑖 (од.) ℎ𝑖 (грн.) 𝑎𝑖 (м2)

1 8 + 𝑘 +

[︂
𝑖

3

]︂
3 + 𝑘 0,3 + 0,1𝑖 1 + 𝑘

2 8− 𝑘 +

[︂
𝑖

4

]︂
7− 𝑘 0,2 + 0,1𝑖 1 + 𝑘

3 10 + 2𝑘 +

[︂
𝑖

5

]︂
4 + 4 0,4 + 0,1𝑖 1 + 3
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5. Рiчна потреба машинобудiвного заводу в малосортовiй сталi (дрiт
дiаметром (12+𝑘) мм.) складає (200+𝑖) т. Вiдповiдно до технiчних
вимог у випадку необхiдностi дрiт дiаметром (12 + 𝑘) мм. можна
замiнити дротом (15 + 𝑘) мм., цiна якого за тону на (10 + 𝑖) од.
бiльша. Умовно-постiйнi витрати на оформлення одного замовле-
ння дорiвнюють (20+ 𝑘) од., на зберiгання 1 т. – (15+ 𝑘) одиниць.
Визначити оптимальнi параметри 𝑦*, 𝐿*, 𝑌 *.

6. Нехай фiрма у вiдповiдно до договору реалiзує зi складу по заяв-
кам холодильники, причому денний попит є випадковою величи-
ною, функцiя щiльностi розподiлу якої представлена графiчно на
мал. 1 (див. лекцiю) i коливається вiд (20+ 𝑖) до (80+ 𝑖) холодиль-
никiв на день. Середнi витрати зберiгання холодильника за день
складають (9+𝑘) грн., а штраф за непоставку одного холодильни-
ка за день становить (20 + 𝑘) грн. Необхiдно визначити стратегiю
оптимального поповнення запасу холодильникiв i мiнiмальнi сере-
днi повнi витрати.
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Тема 10. Моделi систем масового
обслуговування

Багато економiчних задач пов’язанi з системами масового обслуго-
вування (СМО), тобто такими системами, в яких, з доного боку, ви-
никають масовi запити на виконання яких-небудь послуг, з другого —
вiдбувається задоволення цих запитiв. СМО включає в собi такi еле-
менти: джерело вимог, вхiдний потiк вимог, черга, канали обслугову-
вання, вихiдний потiк вимог. Дослiдженням таких систем займається
теорiя масового обслуговування.

Методами теорiї масового обслуговування можна розв’язати бага-
то задач дослiдження процесiв, що вiдбуваються в економiцi. Напри-
клад, в органiзацiї торгiвлi цi методи дозволяють визначити оптималь-
ну кiлькiсть торгових точок певного профiлю, чисельнiсть продавцiв,
частоту завозу товарiв i iншi параметри. Другим прикладом систем
масового обслуговування можуть бути склади або бази постачально-
збутових органiзацiй, i задача теорiї масового обслуговування в да-
ному випадку зводиться до того, щоб встановити оптимальне спiввiд-
ношення мiж кiлькiстю отриманих базою вимог на обслуговування i
кiлькiстю обслуговуючих приладiв, при якому сумарнi витрати на об-
слуговування i збитки вiд простою транспорта були б мiнiмальними.
Згадану теорiю можна застосувати i при розрахунку площi складських
примiщень, при цьому складськi площi розглядаються як обслуговую-
чi пристрої, а прибуття транспортних засобiв пiд вигрузку — як вимо-
га.

Класифiкацiя СМО вiдбувається за декiлькома ознаками. Напри-
клад, очiкування вимоги початку обслуговування. За цiєю ознакою
СМО подiляються на такi види:
1) системи масового обслуговування з вiдмовами;

2) системи масового обслуговування з очiкуванням;

3) системи масового обслуговування з обмеженою довжиною черги;

4) системи масового обслуговування з обмеженим часом очiкування
в нiй.

Тобто, допускається черга, але з обмеженим строком перебування
кожної вимоги в нiй.
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По кiлькостi каналiв або приладiв системи дiляться на одноканаль-
нi i багатоканальнi.

Системи масового обслуговування, у яких вимоги, що надходять у
момент, коли усi прилади обслуговування зайнятi, отримують вiдмови
i губляться, називаються системами з втратами або вiдмовами.

Системи масового обслуговування, у яких можлива поява як зав-
годно довгої черги вимог до обслуговуючого приладу, називають си-
стемами з очiкуванням.

Системи масового обслуговування, що допускають чергу, але з обме-
женою кiлькiстю мiсць в нiй, називаються системи з обмеженою дов-
жиною черги.

Системи масового обслуговування, що допускають чергу, але з обме-
женим строком перебування кожної вимоги в нiй, називаються систе-
мами з обмеженим часом очiкування.

По мiсцi знаходження джерела вимог системи масового обслугову-
вання дiляться на розiмкнутi, коли джерело знаходиться поза систе-
мою, i замкненi, коли джерело знаходиться в самiй системi. До остан-
нього виду вiдносяться, наприклад, станочний участок, у якому станки
є джерелом несправностей, а отже, i вимог на їх обслуговування.

Методи i моделi, що застосовуються в теорiї масового обслуговува-
ння, можна умовно подiлити на аналiтичнi i iмiтацiйнi.

Аналiтичнi методи теорiї масового обслуговування дозволяють отри-
мати характеристики системи як деякi функцiї параметрiв її функцi-
ювання. Тому завжди є можливiсть проводити якiсний аналiз впли-
ву окремих факторiв на ефективнiсть роботи СМО. Iмiтацiйнi ме-
тоди заснованi на моделюваннi процесiв масового обслуговування на
комп’ютерах i застосовуються, якщо неможливо застосувати аналiти-
чнi моделi. Далi будемо розглядати аналiтичнi методи моделювання.

Теоретично найбiльш розробленi i зручнi у практичних застосува-
ннях методи розв’язування таких задач масового обслуговування, в
яких вхiдний потiк вимог є пуасонiвським.

Пуасонiвський потiк має три основнi властивостi: ординарнiсть,
стацiонарнiсть i вiдсутнiсть пiслядiї.

Ординарнiсть потоку означає практичну неможливiсть одночасно-
го надходження двох i бiльше вимог.

Стацiонарним називається потiк, для якого математичне очiкуван-
ня кiлькостi вимог, що надходять в систему за одиницю часу, не змiню-
ється в часi. Таким чином, ймовiрнiсть надходження в систему певної
кiлькостi вимог в заданий промiжок часу Δ𝑡 залежить вiд його вели-
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чини i не залежить вiд початку його вiдлiку на осi часу.
Вiдсутнiсть пiслядiї означає, що кiлькiсть вимог, що надходять до

системи до моменту 𝑡, не визначає того, скiльки вимог надходить до
системи за промiжок часу вiд 𝑡 до 𝑡+Δ𝑡.

Важливою характеристикою СМО є час обслуговування вимоги в
системi. Час обслуговування однiєї вимоги є, як правило, випадковою
величиною i тому може бути описаний законом розподiлу. Найбiльше
розповсюдження в теорiї i практичних дослiдженнях отримав експо-
ненцiальний закон розподiлу.

10.1 Показники ефективностi систем масового об-
слуговування

Показники ефективностi дiляться на показники, що характеризу-
ють якiсть i умови роботи обслуговуючої системи, i показники, що
вiдображають економiчнi особливостi системи.

Показники першої групи звичайно формують на основi отриманих
iз розрахункiв значень ймовiрностей станiв системи. Показники другої
групи розраховують на основi показникiв першої групи.

Серед показникiв першої групи можна видiлити наступнi.

1. Ймовiрнiсть того, що поступивша в систему вимога вiдмовиться
приєднуватися до черги i губиться (Pвiдм.). Цей показник для СМО
з вiдмовами дорiвнює ймовiрнiстi того, що в системi знаходиться
стiльки вимог, скiльки вона має приладiв (каналiв) обслуговуван-
ня:

𝑃вiдм. = 𝑃𝑚,

де 𝑚— кiлькiсть каналiв обслуговування.

Для системи з обмеженою довжиною черги Pвiдм. дорiвнює ймо-
вiрностi того, що в системi знаходиться 𝑚+ 𝑙 вимог:

𝑃вiдм. = 𝑃𝑚+𝑙,

де 𝑙 — припустима довжина черги.

Протилежним показником є ймовiрнiсть обслуговування вимоги

𝑃обсл. = 1− 𝑃вiдм..
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2. Середня кiлькiсть вимог, що чекає початок обслуговування

𝑀очiк. =
𝑚+𝑙∑︁

𝑛=𝑚+1

(𝑛−𝑚)𝑃𝑛,

де 𝑃𝑛 — ймовiрнiсть того, що в системi знаходиться 𝑛 вимог.
При умовi пуассонiвського потоку вимог i експоненцiального зако-
ну розподiлу часу обслуговування формули для 𝑀очiк. приймають
такий вигляд:

система з обмеженою довжиною черги

𝑀очiк. =
𝑃0𝜌

𝑚

𝑚!

𝑙∑︁
𝑛=1

𝑛
(︁ 𝜌

𝑚

)︁𝑛
,

де 𝜌 =
𝜆

𝜇
, 𝜆— iнтенсивнiсть вхiдного потоку вимог (середня кiль-

кiсть вимог, що надходять за одиницю часу), 𝜇— iнтенсивнiсть об-
слуговування (середня кiлькiсть вимог, що обслуженнi за одиницю
часу);

система з очiкуванням

𝑀очiк. =
𝑃0𝜌

𝑚+1

𝑚 ·𝑚!

1(︁
1− 𝜌

𝑚

)︁2 .
3. Вiдносна (𝑞) i абсолютна (𝐴) пропускнi можливостi системи. Цi

величини розраховуються так

𝑞 = 1− 𝑃вiдм., 𝐴 = 𝜆𝑞.

4. Середня кiлькiсть зайнятих обслуговуванням приборiв у випадку
експоненцiального характеру потока вимог i часу обслуговування

𝑚3 = 𝜌𝑞.

Для СМО з вiдмовами 𝑚3 знаходиться за формулою

𝑚3 =
𝑚∑︁

𝑛=1

𝑛 · 𝑃𝑛.
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5. Загальна кiлькiсть вимог, що знаходиться в системi —𝑀 . Ця ве-
личина визначається таким чином:

система масового обслуговування з вiдмовами

𝑀 = 𝑚3;

система масового обслуговування
з обмеженою довжиною черги i очiкування

𝑀 = 𝑚3 +𝑀очiк.

6. Середнiй час очiкування вимогою початку обслуговування 𝑇очiк.
при показниковому законi розподiлу вимог у вхiдному потоцi ви-
значається за формулою

𝑇очiк. =
𝑀очiк.

𝜆
.

Показники, що характеризують економiчнi особливостi, формую-
ться у вiдповiдностi з конкретним видом системи i її призначення.
Одним iз загальних економiчних показникiв є економiчна ефектив-
нiсть

𝐸 = 𝑃обсл.𝜆𝑐𝑇 −𝐺𝑛,

де 𝑐— середнiй економiчний ефект, отриманий при обслуговуваннi
однiєї вимоги, 𝑇 — iнтервал часу, 𝐺𝑛 — величина втрат у системi.
Величину втрат можна визначити за такими формулами:

система з вiдмовами

𝐺𝑛 = (𝑞𝑘𝑚3 + 𝑞3𝑃вiдм.𝜆+ 𝑞𝑛𝑘𝑚св.)𝑇,

де 𝑞𝑘 — вартiсть експлуатацiї одного приладу за одиницю часу, 𝑞3 —

вартiсть збиткiв у результатi вiдходу вимог з системи за одиницю
часу, 𝑞𝑛𝑘 — вартiсть одиницi часу простоя приладу системи, 𝑚св. =
𝑚−𝑚3;

система з очiкуванням

𝐺𝑛 = (𝑞очiк.𝑀очiк. + 𝑞𝑛𝑘𝑚св. + 𝑞𝑘𝑚3)𝑇,

де 𝑞очiк. — вартiсть втрат, пов’язаних з простоєм вимог в черзi за

одиницю часу;
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системи масового обслуговування з вiдмовами.

Ймовiрнiсть станiв визначаються за формулами

𝑃𝑖 =
𝜌𝑖

𝑖!
𝑃0 (𝑖 = 1, 2, . . . ,𝑚),

де 𝜌 =
𝜆

𝜇
, а ймовiрнiсть 𝑃0 знаходиться з виразу

𝑃0 =

[︃
𝑚∑︁
𝑖=0

𝜌𝑖

𝑖!

]︃−1

,

𝑃0 — ймовiрнiсть того, що усi прилади не зайнятi.

Приклад 10.1. У обчислювальний центр з трьома комп’ютерами над-
ходять замовлення на обчислювальнi роботи. Якщо працюють усi три
комп’ютери, то замовлення нове не приймається. Нехай середнiй час
роботи з одним замовленням становить 3 год. Iнтенсивнiсть потоку за-
мовлень 0,25 (1/год.). Знайти ймовiрнiсть вiдмови i середню кiлькiсть
зайнятих комп’ютерiв.

Розв’язання. Маємо: 𝑚 = 3, 𝜆 = 0,25 (1/год.), 𝑇 обсл. = 3 год. Знахо-
димо

𝜌 =
𝜆

𝜇
= 𝜆𝑇 обсл. = 3 · 0,25 = 0,75,

𝑃0 =

[︃
3∑︁

𝑖=0

𝜌𝑖

𝑖!

]︃−1

=

[︂
1 + 0,75 +

0,752

2!
+

0,753

3!

]︂−1

= [2,1]−1,

𝑃вiдм. =
𝜌𝑚

𝑚!
𝑃0 =

0,753

3!

1

2,1
= 0,033,

𝑚3 =
𝑚∑︁
𝑛=1

𝑛𝑃𝑛 = 𝑃0

𝑚∑︁
𝑛=1

𝜌𝑛

(𝑛− 1)!
=

1

2,1

[︂
0,75 + 0,752 +

0,753

2

]︂
≈ 0,72.

Таким чином, 𝑃вiдм. = 0,033, 𝑚3 = 0,72 (комп’ютери).
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10.2 Система масового обслуговування з обмеже-
ною довжиною черги

Розглядається багатоканальна система масового обслуговування,
що має 𝑚 каналiв з обмеженою чергою, кiлькiсть мiсть в якiй обме-
жена величиною 𝑏.

Ймовiрнiсть станiв 𝑠1, 𝑠2, . . . , 𝑠𝑚 знаходимо за формулою

𝑃𝑖 =
𝜌𝑖

𝑖!
𝑃0, (𝑖 = 1, 2, . . . ,𝑚).

Ймовiрнiсть станiв 𝑠𝑚+1, . . . , 𝑠𝑚+𝑙 визначається так

𝑃𝑖 =
𝜌𝑖

𝑚𝑖−𝑚𝑚!
𝑃0, (𝑖 = 𝑚+ 1, . . . ,𝑚+ 𝑙).

Ймовiрнiсть 𝑃0 розраховується за формулою

𝑃0 =

[︃
𝑚∑︁
𝑖=0

𝜌𝑖

𝑖!
+

𝑚+𝑙∑︁
𝑖=𝑚+1

𝜌𝑖

𝑚𝑖−𝑚𝑚!

]︃−1

.

У бiльшостi практичних задач вiдношення
𝜌

𝑚
< 1. Формула для 𝑃0

тодi використовується у виглядi

𝑃0 =

⎡⎢⎣ 𝑚∑︁
𝑖=0

𝜌𝑖

𝑖!
+

𝜌𝑚+1

𝑚 ·𝑚!

1−
(︁ 𝜌

𝑚

)︁𝑙
1− 𝜌

𝑚

⎤⎥⎦
−1

.

Приклад 10.2. На автозаправнiй станцiї є три колонки для видачi
бензину. Бiля станцiї знаходиться майданчик на три машини для очi-
кування в черзi. На станцiю прибуває в середньому двi машини за
хвилину. Середнiй час заправки однiєї машини 1 хвилина. Необхiдно
визначити ймовiрнiсть вiдмови i середню довжину черги.

Розв’язання. Отже, 𝑚 = 3, 𝑙 = 3, 𝜆 = 2 (1/хв.), 𝑇 обсл. = 1 хв.,

𝜇 =
1

𝑇 обсл.
= 1 (1/хв.). Далi знаходимо: 𝜌 =

𝜆

𝜇
=

2

1
= 2,

𝜌

𝑚
=

2

3
,

𝑃0 =

⎡⎢⎣ 𝑚∑︁
𝑖=0

𝜌𝑖

𝑖!
+

𝜌𝑚+1

𝑚 ·𝑚!

1−
(︁ 𝜌

𝑚

)︁𝑙
1− 𝜌

𝑚

⎤⎥⎦
−1

=
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=

⎡⎢⎢⎢⎣1 + 2 +
22

2!
+

23

3!
+

24

3 · 3!

1−
(︂
2

3

)︂3

1− 2

3

⎤⎥⎥⎥⎦
−1

≈ 0,122.

𝑃вiдм. = 𝑃𝑚+𝑙 =
𝜌𝑚+𝑙

𝑚𝑙𝑚!
𝑃0 =

(︁ 𝜌

𝑚

)︁𝑙 𝜌𝑚
𝑚!

𝑃0 =

(︂
2

3

)︂3
23

3!
0,122 = 0,048,

𝑀очiк. =
𝑃0𝜌

𝑚

𝑚!

𝑙∑︁
𝑛=1

𝑛
(︁ 𝜌

𝑚

)︁𝑛
=

=
0,122 · 23

3!

[︃
2

3
+ 2

(︂
2

3

)︂2

+ 3

(︂
2

3

)︂3
]︃
= 0,35.

Отримали, 𝑃вiдм. = 0,048, 𝑀очiк. = 0,35 машини.

10.3 Системи масового обслуговування з очiкува-
нням

СМО з очiкуванням аналогiчна системi з обмеженою довжиною
черги при умовi, що межа черги рухається в нескiнченiсть.

Тодi ймовiрностi станiв знаходимо за формулами

𝑃𝑖 =
𝜌𝑖

𝑖!
𝑃0, (𝑖 = 1, 2, . . . ,𝑚),

𝑃𝑖 =
𝜌𝑖

𝑚!𝑚𝑖−𝑚
𝑃0, (𝑖 = 𝑚+ 1, . . . ,𝑚+ 𝑘, . . .).

Якщо
𝜌

𝑚
< 1, то для визначення 𝑃0 використовують формулу

𝑃0 =

[︃
𝑚∑︁
𝑖=0

𝜌𝑖

𝑖!
+

𝜌𝑚+1

𝑚!(𝑚− 𝜌)

]︃−1

.

Приклад 10.3. У порту є два причали для розвантаження грузо-
вих суден. Iнтенсивнiсть потоку суден дорiвнює 0,8 (судна за добу).
Середнiй час розвантаження одного судна дорiвнює 2 доби. Черга на
розвантаження може бути необмеженою.

Знайти середню кiлькiсть зайнятих причалiв i середнiй час перебу-
вання судна в порту.
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Розв’язання. Маємо: 𝑚 = 2, 𝜆 = 0,8 (1/добу), 𝜇 = 1/𝑇 обсл. = 0,5

(1/добу), 𝜌 =
𝜆

𝜇
=

0,8

0,5
= 1,6. Знаходимо:

𝑃0 =

[︃
𝑚∑︁
𝑖=0

𝜌𝑖

𝑖!
+

𝜌𝑚+1

𝑚!/(𝑚− 𝜌)

]︃−1

=

=

[︂
1 +

1,6

1!
+

1,62

2!
+

1,63

2!(2− 1,6)

]︂−1

= 0,11,

𝑚3 = 𝜌𝑞, 𝑞 = 1, 𝑚3 = 1,6,

𝑀очiк. =
𝑃0𝜌

𝑚+1

𝑚 ·𝑚!

1(︁
1− 𝜌

𝑚

)︁2 =
0,11 · 1,63

2 · 2(1− 0,8)2
= 2,8,

𝑇 очiк. =
𝑀очiк.

𝜆
= 3,5.

Отже, 𝑚3 = 1,6 причала, 𝑇 очiк. = 3,5 (доби).

10.4 Система масового обслуговування з обмеже-
ним часом очiкування

У системах масового обслуговування з обмеженим часом очiкува-
ння час очiкування у черзi кожної вимоги обмежений випадковою ве-
личиною 𝑡очiк., середнє значення якого 𝑡очiк..

Величина, що обернена середньому часу очiкування, означає сере-
дню кiлькiсть вимог, що покидають чергу за одиницю часу, викликану

появою у черзi однiєї вимоги: 𝜈 =
1

𝑡очiк.
.

При наявностi у черзi 𝑘 вимог iнтенсивнiсть потока, що покидають
чергу вимог, складає 𝑘𝜈.

Формули для визначення ймовiрностей стану такої системи мають
вигляд:

𝑃𝑖 =
𝜌𝑖

𝑖!
𝑃0, (𝑖 = 1, 2, . . . ,𝑚),

𝑃𝑖 =
𝜌𝑚

𝑚!

𝜆𝑘∏︀𝑘
𝑗=1(𝑚𝜇+ 𝑗𝜈)

, (𝑖 = 𝑚+ 1, . . . ,𝑚+ 𝑘, . . .).
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Ймовiрнiсть 𝑃0 розраховуємо за формулою

𝑃0 =

[︃
𝑚∑︁
𝑖=0

𝜌𝑖

𝑖!
+

𝜌𝑚

𝑚!

∞∑︁
𝑘=1

𝜆𝑘∏︀𝑘
𝑗=1(𝑚𝜇+ 𝑗𝜈)

]︃−1

.

У практичних задачах суму нескiнченого ряду розрахувати досить
просто, так як члени ряду досить швидко зменшуються.

Приклад 10.4. У пунктi хiмчистки є три апарати для чистки. Iнтен-
сивнiсть потоку вiдвiдувачiв 𝜆 = 6 (в годину). Iнтенсивнiсть обслуго-
вування вiдвiдувачiв одним апаратом 𝜇 = 3 (вiдв. в годину). Середня
кiлькiсть вiдвiдувачiв, що покидають чергу, не дочекавшись обслуго-
вування, 𝜈 = 1 (вiдв. за годину). Знайти абсолютну пропускну спро-
можнiсть пункту.

Розв’язання. Маємо: 𝑚 = 3, 𝜆 = 6, 𝜇 = 3, 𝜈 = 1. Знаходимо:

𝜌 =
𝜆

𝜇
=

6

3
= 2,

𝑃0 =

[︂
1 +

2

1!
+

22

2!
+

23

3!
+

23

3!

(︂
6

3 · 3 + 1
+

62

(3 · 3 + 1)(3 · 3 + 2 · 1)

)︂]︂−1

=

= 0,13.

Ймовiрнiсть зайнятостi усiх апаратiв дорiвнює 𝑃зайн. = 1− 𝑃0 = 0,87.
Тодi абсолютна пропускна спроможнiсть дорiвнює: 𝐴 = 𝑚 · 𝑃зайн. =
3 · 0,87 = 2,61. Таким чином, 𝐴 = 2,61 (вiдвiдувача в годину).

10.5 Замкненi системи масового обслуговування
У замкнених системах масового обслуговування джерело вимог зна-

ходиться всерединi системи i iнтенсивнiсть потока вимог залежить вiд
стану самої системи. Частiше всього потоком вимог в такiй системi є
потiк несправностей вiд деякої групи працюючих приладiв. Нехай є 𝑚
працюючих приладiв, якi можуть вийти з ладу за рахунок несправно-
стей. Також є 𝑛 приладiв (каналiв) обслуговування цих вимог. У якостi
таких каналiв можуть бути i люди. Вважають, що 𝑛 < 𝑚.

Позначимо через 𝑠0 стан, при якому всi прилади працюють, а при-
лади обслуговування не зайнятi; 𝑠1 — стан, при якому один прилад ви-
йшов з ладу i обслуговується одним приладом обслуговування; 𝑠𝑛 —
𝑛 приладiв не працюють i всi прилади зайнятi обслуговуванням; 𝑠𝑚 —
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усi прилади не працюють, з них 𝑛 обслуговується i 𝑚 − 𝑛 чекають
обслуговування.

Ймовiрнiсть станiв замкненої системи визначаються таким чином:

𝑃𝑖 =

∏︀𝑖−1
𝑗=0(𝑚− 𝑗)

𝑖!
𝜌𝑖𝑃0, (𝑖 = 1, 2, . . . , 𝑛),

𝑃𝑖 =

∏︀𝑖−1
𝑗=0(𝑚− 𝑗)

𝑛!𝑛𝑖−𝑛
𝜌𝑖𝑃0, (𝑖 = 𝑛+ 1, 𝑛+ 2, . . . ,𝑚),

𝑃0 =

[︃
1 +

𝑛∑︁
𝑖=1

∏︀𝑖−1
𝑗=0(𝑚− 𝑗)

𝑖!
𝜌𝑖 +

𝑚∑︁
𝑖=𝑛+1

∏︀𝑖−1
𝑗=0(𝑚− 𝑗)

𝑛!𝑛𝑖−𝑛
𝜌𝑖

]︃−1

.

Приклад 10.5. Робiтник обслуговує групу з трьох верстатiв. Кожний
верстат зупиняється в середньому два рази за годину. Процес нала-
штування займає в середньому 10 хв. Визначити абсолютну пропускну
спроможнiсть налаштування робочих верстатiв.

Розв’язання. Маємо: 𝑛 = 1, 𝑚 = 3, 𝜆 = 2, 𝑇обсл. =
1

6
, 𝜇 = 6.

Знаходимо:

𝜌 =
𝜆

𝜇
=

1

3
, 𝑃0 =

[︂
1 +𝑚𝜌+

𝑚(𝑚− 1)

1!11
𝜌2 +

𝑚(𝑚− 1)(𝑚− 2)

1!12
𝜌3
]︂−1

=

=

[︃
1 + 3 · 1

3
+ 3 · 2 ·

(︂
1

3

)︂2

+ 3 · 2 · 1 ·
(︂
1

3

)︂3
]︃−1

= 0,346.

Визначимо ймовiрнiсть того, що робiтник буде зайнятий обслуговува-
нням:

𝑃3 = 1− 𝑃0 = 1− 0,346 = 0,654.

Якщо робiтник зайнятий обслуговуванням, то вiн обслуговує 6 верста-
тiв за годину. Отже, абсолютна спроможнiсть знаходиться так:

𝐴 = 𝜇𝑃3 = 6 · 0,654 = 4.

Таким чином, 𝐴 = 4 (верстати за годину).
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10.6 Запитання для самоконтролю
1. Що називається системою масового обслуговування?

2. Назвiть класифiкацiю систем масового обслуговування за рiзни-
ми ознаками. Опишiть кожну позицiю унiверсальної класифiкацiї
систем масового обслуговування.

3. В залежностi вiд типу системи масового обслуговування якi мо-
жуть застосовуватись показники їх ефективностi?

4. Охарактеризуйте одноканальну СМО з обмеженою довжиною чер-
ги.

5. Якi iснують характеристики ефективностi для багатоканальної СМО?

6. За якими формулами можна знайти граничнi ймовiрностi станiв
для одноканальної СМО з обмеженою чергою?

7. Якi iснують характеристики ефективностi для одноканальної СМО
з обмеженою чергою?

8. Охарактеризуйте одноканальну СМО з необмеженою чергою.

9. Охарактеризуйте багатоканальну СМО з обмеженим часом очiку-
вання.

10. Охарактеризуйте замкнену СМО.

11. За якими формулами обчислюються наступнi характеристики си-
стеми масового обслуговування: а) абсолютна пропускна спромо-
жнiсть системи;
б) вiдносна пропускна спроможнiсть системи;
в) ймовiрнiсть вiдмови в обслуговуваннi;
г) середнє число заявок в СМО;
д) середнє число заявок в черзi;
е) середнiй час перебування заявки в СМО;
ж) середнiй час перебування заявки в черзi;
з) середнє число зайнятих каналiв.
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10.7 Завдання для самостiйної роботи
1. У обчислювальний центр з (3 + 𝑘) комп’ютерами надходять за-

мовлення на обчислювальнi роботи. Якщо працюють усi (3 + 𝑘)
комп’ютерiв, то нове замовлення не приймається. Нехай середнiй
час роботи з одним замовленням становить (3 + 𝑘) годин. Iнтен-
сивнiсть потоку замовлень дорiвнює (0,25+0,02𝑖) (1/год.). Знайти
ймовiрнiсть вiдмови i середню кiлькiсть зайнятих комп’ютерiв.

2. На автозаправнiй станцiї є (3 + 𝑘) колонки для видачi бензину.
Бiля станцiї знаходиться майданчик на (3+ 𝑘) машини для очiку-
вання в черзi. На станцiю прибуває в середньому (2 + 𝑘) машини
за хвилину. Середнiй час заправки однiєї машини (1 + 0,02𝑖) хви-
лин. Необхiдно визначити ймовiрнiсть вiдмови i середню довжину
черги.

3. У порту є (2 + 𝑘) причали для розвантаження грузових суден.
Iнтенсивнiсть потоку суден дорiвнює (0,8 + 0,02𝑖) (судна за добу).
Середнiй час розвантаження одного судна дорiвнює (2 + 𝑘) доби.
Черга на розвантаження може бути необмеженою.

Знайти середню кiлькiсть зайнятих причалiв i середнiй час пере-
бування судна у порту.

4. У пунктi хiмчистки є (2 + 𝑘) апарати для чистки. Iнтенсивнiсть

потоку вiдвiдувачiв 𝜆 =

[︂
(6 + 𝑖)

7

]︂
(в годину). Iнтенсивнiсть об-

слуговування вiдвiдувачiв одним апаратом 𝜇 = (3 + 𝑘) (вiдв. у
годину). Середня кiлькiсть вiдвiдувачiв, що покидають чергу, не
дочекавшись обслуговування, 𝜈 = 1, якщо 1 ⩽ 𝑖 ⩽ 8; 𝜈 = 2, якщо
9 ⩽ 𝑖 ⩽ 18; 𝜈 = 3, якщо 19 ⩽ 𝑖 ⩽ 25. Знайти абсолютну пропускну
спроможнiсть пункту.

5. Робiтник обслуговує групу з (3 + 𝑘) верстатiв. Кожний верстат

зупиняється в середньому
(︂
2 + 𝑘 +

[︂
𝑖

8

]︂)︂
разiв за годину. Процес

налаштування займає в середньому (7 + 0,2𝑖) хвилин. Визначити
абсолютну пропускну спроможнiсть налаштування робочих вер-
статiв.
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Тема 11. Iмiтацiйне моделювання

Мета iмiтацiйного моделювання – вiдтворення поведiнки системи
на основi результатiв аналiзу найбiльш iстотних взаємозв’язкiв мiж її
елементами. Результати дослiдження iмiтацiйної моделi, як правило,
являють собою оцiнки значень операцiйних характеристик системи,
поведiнку якої iмiтують. При моделюваннi довiльної системи масово-
го обслуговування практичний iнтерес представляють такi показники:
середня тривалiсть обслуговування клiєнта, середня довжина черги,
час простою i iншi.

Iмiтацiйне моделювання – це статистичний експеримент. Вiн вiд-
рiзняється вiд лабораторного експерименту тим, що здiйснюється на
комп’ютерi. Описуючи взаємодiю складових частин системи за допо-
могою математичних спiввiдношень, можна отримати необхiдну iн-
формацiю про дослiджувану систему, не звертаючись до натуральних
експериментiв.

Iмiтацiйне моделювання використовується при розв’язуваннi задач
двох типiв.

1. Теоретичнi задачi математики, фiзики, хiмiї, бiологii, наприклад:

a) розрахунок площ фiгур, кратних iнтегралiв;

б) обернення матриць;

в) розрахунок констант;

г) розв’язування диференцiальних рiвняннь в часткових похiдних;

д) розв’язування систем лiнiйних рiвнянь.

2. Практичнi задачi управлiння:

a) управлiння запасами;

б) задачi планування, iнвестування;

в) задачi мiграцiї населення, групової поведiнки;

г) задачi кровообiгу, дiяльностi мозку;

д) задачi реалiзацiї воєнних тактик i стратегiй.

Для розв’язування перерахованих задач ранiше використовувався
метод Монте-Карло. Його основна iдея полягає у використаннi вибiрок
для отримання потрiбних оцiнок.
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Iмiтацiйне моделювання, подiбно до методу Монте-Карло, заснова-
не на використаннi вибiрок оцiнювання результатiв роботи системи. У
цьому вiдношеннi багато iдей, що виникли у зв’язку з методом Монте-
Карло, використовуються в iмiтацiйному моделюваннi, наприклад, ви-
користання випадкових чисел для отримання вибiрок.

11.1 Випадковi числа
Iмiтацiйне моделювання дозволяє аналiзувати характеристики си-

стеми на основi iнформацiї, що отримана за допомогою вибiрок.
У iмiтацiйних моделях вибiрка робиться з використанням випадко-

вих чисел iз сегменту [0, 1].
Випадковi числа задовольняють умовi:

1) всi числа належать сегменту [0, 1] i з’являються з однаковою ймо-
вiрнiстю;

2) всi числа незалежнi.

Для отримання випадкових чиел в iнтервалi [0, 1] застосовуються
арифметичнi методи. Цi числа визначенi ранiше, коли задано початко-
ве значення для алгоритму визначення випадкових чисел. Це вигiдно,
якщо потрiбно повторити вибiрку. Цi випадковi числа називають псев-
дочислами. Iстинно випадковi числа отримують iншими методами.

Приклад 11.1. (Гра з киданням монети)
Гравець А виграє 10 гривень у гравця B, якщо монета при киданнi

падає решкою (Р) i програє, якщо випадає герб (Г). Подiї (Р) i (Г)
мають мiсце у 50%, тобто, ймовiрнiсть появи подiї (Р) або подiї (Г)
дорiвнює 1

2 .
Так як усi випадковi числа за означенням рiвномiрно розподiленi

на iнтервалi [0, 1], то пропонуються наступнi правила гри.
Випадкове число позначимо через 𝑅 i, якщо 0 ⩽ 𝑅 ⩽ 0,5, то будемо

вважати, що має мiсце подiя (Р) (тобто монета впала решкою), а якщо
0,5 ⩽ 𝑅 ⩽ 1, то будемо вважати, що має мiсце подiя (Г) (випав герб).
Такий розподiл 𝑅 на [0, 1] еквiвалентний умовi однакової ймовiрностi
подiй (Р) та (Г).

Нехай гравцi А i В роблять 20 кидкiв. Це вiдповiдає отриманню 20
випадкових чисел в промiжку [0, 1].

Вiзьмемо двадцять перших випадкових чисел:
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0,058962 0,673284 0,479909 0,948578 0,613960 0,593277 0,934123
0,178239 0,347270 0,564395 0,220998 0,480379 0,480798 0,357985
0,652531 0,300419 0,725225 0,58382 0,709126 0,888953 0,764371
0,172286 0,774217 0,661127 0,239580 0,238133 0,368147 0,056012
0,234088 0,935472

Якi i будуть представляти кидання монети. Послiдовнi результати гри
будуть такi: Р, Г, Р, Г, Г, Г, Г, Р, Р, Г, Р, Р, Р, Р, Г, Р, Г, Г, Г, Г.
Отримали, що результат Р — 9 разiв, а Г — 11 разiв. Отже, гравець А
програв (11− 9) · 10 = 20 гривень.

Якщо збiльшувати кiлькiсть кидкiв, то можна очiкувати нiчийного
рузультату.

11.2 Метод Монте-Карло
Iмiтацiйне моделювання є статистичний експеримент, результати

якого повиннi iнтерпретуватися вiдповiдними статистичними метода-
ми. Результати iмiтацiйного моделювання досягають стацiонарних зна-
чень тiльки пiсля багаторазового повторення експеримента. Щоб про-
демонструвати iдею методу Монте-Карло, розглянемо приклад.

Приклад 11.2. Нехай маємо круг з 𝑟 = 5 (см) i центром у точцi (1, 2).
Рiвняння кола таке:

(𝑥− 1)2 + (𝑦 − 2)2 = 25,

i описаний навкола нього квадрат.
Точки квадрату задовольняють умовi:

−4 ⩽ 𝑥 ⩽ 6, −3 ⩽ 𝑦 ⩽ 7.

Усi точки в квадратi з’являються з однаковою ймовiрнiстю. Якщо
ми задаємо 𝑛 точок i з них 𝑚 попали в круг або на його границi, то
площа круга оцiнюється так:

𝑆 =
𝑚

𝑛
× (площа квадрата) .

Для кожного 𝑛 робимо декiлька прогонiв (обираємо iншi випадковi
числа) i розраховуємо дисперсiю 𝑆. Потiм збiльшуємо кiлькiсть точок
𝑛 i робимо декiлька прогонiв. Величина дисперсiй буде зменшуватися,
а математичне очiкування 𝑆 буде наближатися до 78,54 см2
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11.3 Експлуатацiя iмiтацiйної моделi
Для створення iмiтацiйної моделi спочатку необхiдно описати хара-

ктеристики основних подiй. Подiя визначається як точка в часi, в якiй
вiдбувається змiна характеристик системи. Як правило змiни вiдбува-
ються у тих випадках, коли закiнчується один процес i починається
iнший. Для отримання потрiбних результатiв моделювання достатньо
спостерiгати систему у моменти, коли вiдбуваються подiї.

Розглянемо систему масового обслуговування з одним вузлом об-
слуговування. Метою моделювання такої системи є оцiнка середнього
часу перебування клiєнта у черзi, середньої довжини черги i частки
часу простоя системи.

Операцiйнi характеристики процесу масового обслуговування мо-
жуть змiнювати свої значення або у момент надходження додаткової
вимоги на обслуговування, або при завершеннi обслуговування. До об-
слуговування чергового клiєнта можна приступати зразу, або зайняти
чергу. Пiсля завершення обслуговування система може приступати до
обслуговування наступного клiєнта. Якщо черга вiдсутня, то система
простоює.

Для експлуатацiї iмiтацiйної моделi необхiдно обрати одиницю часу.
У залежностi вiд системи такою одиницею може бути хвилина, мiсяць,
рiк i т.д.

Розглянемо експлуатацiю типової iмiтацiйної моделi. Модель моде-
лює роботу системи на протязi 𝑇 одиниць часу. Робота починається
з даними, що вiдносяться до нульового моменту часу i вiдмiчаються
вiдповiднi подiї на шкалi часу в хронологiчному порядку. Кожна подiя
супроводжується коректировкою протоколу, що вiдображає можливi
змiни у показниках функцiонування. На мал. 1 показано процес екс-
плуатацiї моделi. Кожна подiя на шкалi часу вiдмiчена знаком ∙.

подiя 1 подiя 2 подiя 3 подiя 4

0 0,17 0,34 0,65 T

Рис. 1

Рiзкi переходи, що здiйснює модель при переходi з однiєї подiї до
iншої, вказують, що процес вiдбувається в дискретному часi, i тому
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назва «дискретне моделювання».
У дискретному моделюваннi мiж реальним часом i часом роботи

моделi немає нiчого спiльного. Модель реалiзується на комп’ютерi i
тому її функцiонування значно менше реального.

Приклад 11.3. Моделюється система масового обслуговування над-
ходження вимог, що пiдпорядкованi пуасонiвському розподiлу з сере-
днiм 3 клiєнта в год., а час обслуговування дорiвнює 0,2 год з ймо-
вiрнiстю 0,5 або 0,6 год з ймовiрнiстю 0,5. Клiєнти обслуговуються
за правилом «перший прийшов — першим i обслуговуєшся». Довжина
черги i джерело надходження клiєнтiв не обмеженi. Нехай у початко-
вий момент клiєнти вiдсутнi.

Розв’язання. Дещо про пуасонiвський розподiл.
Якщо нас цiкавить час появи певної випадкової подiї за одиницю

часу, коли факт появи цiєї подiї у експериментi не залежить вiд то-
го, скiльки раз i у якi моменти часу вона вiдбувалася у минулому, i
не впливає на майбутнє, а випробування вiдбуваються у стацiонарних
умовах, то для опису розподiлу такої випадкової величини використо-
вується закон Пуасона (1837р).

Пуасонiвська випадкова величина використовується для опису кiль-
костi збоїв автоматичної лiнiї або кiлькостi вiдмов складної системи в
одиницю часу; кiлькостi вимог на обслуговування, що поступають у
систему в одиницю часу; статистичних закономiрностей нещасних ви-
падкiв i захворювань.

Для пуасонiвського вхiдного потоку з середньою iнтенсивнiстю клi-
єнтiв в годину промiжки часу мiж вимогами мають експоненцiальний
розподiл i отримуються за формулою

𝑃 = −1

𝜆
ln𝑅.

У нашому прикладi 𝜆 = 3 i тодi 𝑃 = −1
3 ln𝑅.

Так як час обслуговування дорiвнює 0,2 або 0,6 год. з однаковими
ймовiрностями, то час обслуговування визначимо так:

𝑞 =

⎧⎪⎨⎪⎩
0,2 год при 0 ⩽ 𝑅 ⩽ 0,5,

0,6 год при 0,5 ⩽ 𝑅 ⩽ 1.

У однофазнiй системi обслуговування можливi подiї двох типiв:
надходження клiєнтiв i їх вихiд.
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Дiї, що пов’язанi з цими подiями можна охарактеризувати таким
чином:

Дiя, що пов’язана з надходженням клiєнта

1. Генерацiя моменту часу, в який надходить чергова вимога на об-
слуговування, шляхом розрахунку промiжку часу мiж вимогами
𝑃 i додаванням його до поточного часу моделювання.

2. Перевiрка стану системи (простiй чи робота):

a) якщо система простоює, то почати обслуговування нового клi-
єнта, згенерувати час обслуговування 𝑞 i розрахувати час за-
кiнчення обслуговування (поточний час + 𝑞);
змiнити стан системи на робоче i скоригувати протокол про-
стою системи;

б) якщо система працює, то поставити нового клiєнта у чергу i
збiльшити її довжину на одиницю.

Подiя, що пов’язана з закiнченням обслуговування

Перевiрка стану черги (пуста чи нi):

1) якщо черга пуста, то об’явити простiй системи;

2) якщо непуста, то почати обслуговування першого на черзi клiєнта,
зменшити довжину черги на одиницю i скоригувати протокол часу
черги.
Отримати час обслуговування клiєнта 𝑞 i розрахувати час закiн-
чення обслуговування (поточний час + 𝑞) .

У нашому прикладi система починає роботу з пустою чергою. Пер-
ша заявка на обслуговування надiйшла через

𝑃1 = −1

3
ln 0,058962 = 0.94год.

Таким чином, модель переходить з 𝑡 = 0 в 𝑡 = 0,94. У момент
𝑡 = 0,94 вiдбувається подiя, що пов’язана з надходженням вимоги на
обслуговування. Для цього розраховуємо 𝑃 з другим випадковим чи-
слом з нашого ряду i отримаємо:

𝑡 = 0,94 +

(︂
−1

3

)︂
ln 0,673284 = 1,07.
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Йде обслуговування першого клiєнта, час його обслуговування за-
дається третiм випадковим числом 𝑅 = 0,479909 i дорiвнює 𝑞 = 0,2 год.
Тодi час закiнчення обслуговування буде такий:

𝑡 = 0,94 + 0,2 = 1,14.

Система працює, час простою такий: 𝑤 = 0 + 0,94 = 0,94 год.
Подiї вiдображенi на схемi:

0 0,94 1,07 1,14

надходження надход. кiнець обслуг.

t

Рис. 2

Наступна за часом подiя — надходження вимоги у момент 𝑡 = 1,07.
Так як система працює, вимога ставиться в чергу i довжина черги
коригується:

𝑄 = 0 + 1 = 1 (в момент 𝑡 = 1,07) .

Наступна вимога настає в момент часу

𝑡 = 1,07 +

(︂
−1

3

)︂
ln 0,948578 = 1,09.

Зазначимо, що усi подiї, якi вiдбулися у момент 𝑡 = 1,07 або ранiше,
вiдносяться до передiсторiї, i їх можна виключити з розгляду. Тобто,
зберiгати iнформацiю необхiдно тiльки про майбутнє.

Наступна подiя — надходження вимоги на обслуговування в момент
𝑡 = 1,09. Так як система ще у робочому станi, довжина черги коригу-
ється:

𝑄 = 1 + 1 = 2 ( у момент 𝑡 = 1,09) .

Наступна вимога надходить у момент

𝑡 = 1,09 +

(︂
−1

3

)︂
ln 0,61396 = 1,25.

У момент часу 𝑡 = 1,14 закiнчується обслуговування. Так як черга
непуста, то обслуговується перший у черзi клiєнт. Довжина черги:

𝑄 = 2− 1 = 1 ( у момент 𝑡 = 1,14) .
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Сумарний час очiкування дорiвнює:

𝑤 = 0 + (1,14− 1,07) = 0,07 год.

Використовуємо 𝑅 = 0,934123 i отримаємо час завершення обслу-
говування клiєнта:

𝑡 = 1,14 + 0,6 = 1,74 год.

Процедура повторюється до тих пiр, поки не пройдемо увесь перiод
моделювання 𝑇 .

Пiсля цього можна визначити рiзнi операцiйнi характеристики си-
стеми:

(Частка часу простоя системи, %) =
Сума часу простоя

Перiод моделювання 𝑇
× 100%,

(Cереднiй час очiкування клiєнтом обслуговування) =

=
Сумарний час очiкування 𝑤

Кiлькiсть клiєнтiв, що поступили
.

11.4 Запитання для самоконтролю
1. Сформулюйте задачi iмiтацiйне моделювання СМО.

2. З чого складається схема статистичного експерименту для вивче-
ння СМО?

3. Якiй умовi задовольняють випадковi числа? Якi випадковi числа
називають псевдо числами.

4. Основна iдея та принцип покладенi в основу методу Монте-Карло.

5. Для яких систем i в яких випадках застосовують метод Монте-
Карло.

6. Алгоритм методу Монте-Карло.

7. Переваги та недолiки методу Монте-Карло.
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11.5 Завдання для самостiйної роботи
Нехай 𝑖— номер групи, 𝑗 — порядковий номер ПIП студента у спи-

сковi групи.

1. Використовуючи 30 випадкових чисел оцiнити величину iнтеграла

𝐼 =

1∫︁
0

(︀
𝑥2 + 0,1 · 𝑖 · 𝑗

)︀
𝑑𝑥.

2. Промоделювати систему масового обслуговування надходження ви-
мог, що пiдпорядкованi пуасонiвському розподiлу з середнiм 𝑎 клi-
єнтiв в годину, а час обслуговування дорiвнює 𝑏 год. з ймовiрнiстю
0,5 або 𝑐 год. з ймовiрнiстю 0,5. Клiєнти обслуговуються: першим
прийшов — першим обслуговуєшся; довжина черги i джерело над-
ходжень клiєнтiв не обмеженi. У початковий момент моделювання
клiєнти вiдсутнi.

Розрахуйте долю часу простоя системи i середнiй час очiкування
клiєнтом при 𝑇 = 3.

№ 1 2 3 4 5 6 7 8 9 10 11 12 13
a 2 2 2 2 2 2 3 3 3 3 3 3 4
b 0,1 0,3 0,4 0,5 0,6 0,7 0,1 0,3 0,4 0,5 0,6 0,7 0,1
c 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

№ 14 15 16 17 18 19 20 21 22
a 4 4 4 4 4 5 5 5 5
b 0,3 0,4 0,5 0,6 0,7 0,1 0,3 0,4 0,5
c 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

Табл. 1. Перша група
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№ 1 2 3 4 5 6 7 8 9 10 11 12 13
a 2 2 2 2 2 2 3 3 3 3 3 3 3
b 0,1 0,2 0,3 0,5 0,6 0,7 0,1 0,2 0,3 0,5 0,6 0,7 0,1
c 0,3 0,3 0,3 0,3 0,3 0,3 0,3 0,3 0,3 0,3 0,4 0,4 0,4

№ 14 15 16 17 18 19 20 21 22
a 4 4 4 4 4 5 5 5 5
b 0,2 0,3 0,5 0,6 0,7 0,1 0,2 0,3 0,5
c 0,4 0,4 0,4 0,4 0,4 0,4 0,4 0,4 0,4

Табл. 2. Друга група
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