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Dear Colleagues, Dear Friends, 
 
The Sixth 2021 and the 

Tenth International School-Seminar "Decision Theory" takes place within the framework of the 2th 
International Scientific Symposium "Intelligent Solutions". This fact is symbolic, because 
computational intelligence technologies are used to solve problems of diagnostics, identification, 
forecasting, clustering, etc., and their results form the basis of both optimal and rational decisions 
making. 

The achievements of recent years, namely the creation of real-time translation systems, the 
reading of texts as human beings, the understanding of words in the motion of the lips, the 
recognition of visual images in the face of fading, and others became possible due to the 
development of methods of computational intelligence. On the queue is the task for the coming 
decades: the output of images of human imagination on the screen, the creation of technologies of 
full virtual reality, the development of nanorobots and nanofabrics, as well as the creation of artificial 
superintelligence. Pilot developments in these areas are based on ideas borrowed from nature, and 
adapted to the features of subject areas. Discussion of the results and problems in the indicated 
directions will be carried out at the conference. 

Almost 70 reports are presented at the satellite symposium this year, several dozen 
participants from different countries are planning to present their reports. 

The Program and Organizing Committees want the participants of the conference and school-
seminar of productive work and good rest! 

 

Professor Vitaliy Snytyuk   
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TAILORING DATA FLOW COVERAGE FOR TESTING CONSTRAINT 

REFINEMENTS 
 

-

 
Relying on the conventional data flow criteria in industrial projects, we were 

faced with the problem of weak analysis of possible refinements of constraints. Point is 
that existing criteria do not directly require a subpath in which a value assigned at the 
def-point will pass through a possible sequence of uses in conditions before a use-point 
associated with the def-use pair. A conditional statement in such sequence is the usage 
by itself, and therefore the corresponding def-use pair can be covered in stand-alone 
short test case. Such strategy, however, leads to a decrease in the ability to detect faults 

-point does not 
assume assigning of a constant (e.g., it is an input parameter with an arbitrary value). 
This work is aimed to extend data flow coverage criterion with chains of usages.  

Let G=(C, E, s, f) be a flow graph of a program, where C  set of vertices, E  
edges, s  initial vertex, f  final. Each variable occurrence is classified as being a 
definitional occurrence (i.e., where it assigned with a new value), or use occurrence (of 
whatever type  in right part of assignment, in parameter of output signal or in a 
predicate of condition). A path on the graph G is a finite sequence of vertices c0, 
c1 k, where for all i, (0<i<k), an edge (ci-1,ci) E. A complete path is a path where 
c0=s, ck=f. Let x be a variable and c C. Then defs/uses(c) denotes respectively set of 
all variables which are defined/used at c. A path (n,c1,...,ck -clear 
from vertex n to vertex m with respect to x if  x defs(ci  

Path p covers def-use pair [D:U]v if p={s,D,q,U,f}, where D,U C, v defs(D), 
v uses(U), and q is a def-clear path w.r.t. variable v. Test suite T satisfies all-uses [3] 
criterion if for every vertex c and every x defs(c), T includes a def-clear path w.r.t. x 
from c to all appropriate use-elements, meaning that each computation and condition 
affected by definition of x will be tested. 

 has 
a fault  
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reach division-by-zero exception. Fig.2 shows test suite generated by all-uses criterion: 
in order to cover all def-use pairs it is sufficient to include only two tests. 

 
 

 

 

 

 
 
 
 
 

-
coverage criterion. A path p covers k-use chain 
[D:U1:U2 k]v if it covers all def-use pairs [D:U1]v, [D:U2]v, 

k]v in the given order. A test suite satisfies the criterion 
if it includes paths covering each chain from the required set. 

Fig 3. describes a test suite with one additional test input leading to the 
exception. It was generated to cover 2-use chain [1:4:11]x. The problem of this 
approach is to identify the required set and length of such k-use chains. Number of 
possible chains grows rapidly, and may become infinite in case of loops. One way to 
manage its size is to restrict those lengths to some reasonable value. Another approach 
is to apply SAT-checking to see if iteratively applying sequent usage will indeed refine 

-usage, 
 

- -use chain has no 
redefinitions in-between and does not rely on control dependency between usages. 

We plan to explore in more detail the impact of the proposed criterion on test 
suite size and the ability to reveal defects. 

 
References: 

1. Volkov, V., et al. A survey of systematic methods for code-based test data generation. Artif. 
Intell. vol.2, pp.71 85. (2017).  

2. Kolchin A., Potiyenko S., Weigert T. Challenges for automated, model-based test scenario 
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4. Su, T., et al. A survey on data-flow testing. ACM Comput. Surv. 50, 5. (2017)    

# inputs outputs def-use pairs covered 
1 (1,1)  [1:2]x, [1:6]y, [1:11]x, [1:11]y 

2 (0,0)  [1:4]x, [1:8]y 
Figure 2. Test cases for all-uses criterion 

 1.  in(x, y); 

 2.  if(x != 0) 
  
 4.  else 

  
 6.  if(y != 0) 

  
 8.  else 

  

10.     return Error; 
11.  print (x/y + y/x); 

 

 

Figure 1. Program with 
Division By Zero fault 

# inputs outputs def-use pairs covered 
1 (1,1)  [1:2]x, [1:6]y, [1:11]x, 

[1:11]y 
2 (0,0)   [1:4]x, [1:8]y 

3 (0,1) Div-By-
Zero 

[1:4]x, [1:6]y, [1:11]x, 
[1:11]y 

Figure 3. Test cases for k-uses criterion 
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Y.V. Mironenko 
 

MACHINE LEARNING METHODS FOR ELECTRICAL INSULATION 
DIAGNOSTIC 

 
Diagnostic of high-voltage equipment is the priority area of the development of 

the energy branch. One of the vectors of this diagnostic approach development is aimed 
at automating and simplifying the process of determining the state of a considered 
object. 

We can say that technical diagnostics is one of the forms of the binary 
classification problem. There a study object depends on the initial data (measured and 
calculated values of diagnostic parameters) and belongs to one of two classes 
(serviceable/defective). According to [1] most effective machine learning methods for 
technical diagnostics are composite machine learning methods: bagging, boosting, and 
neural networks. 

It seems advisable, we can consider the possibility of using machine learning 
methods for solving a specific practical task. There is an issue of assessing the state of 
power transformers' oil insulation. The voltage of a transformer is 6/0.4 and 10/0.4 kV, 
transformer power is 600-800 kVA.  

We shall use integrated diagnostic parameters of partial discharges (PD) 
monitoring as the input data that describes the state of a considered object (data 

PD and PD ensembles, such as the intensity of the PD (PDI), the maximum measured 
value of PD apparent charge, the maximum repeated value of PD apparent charge, the 

of chromatographic a

A PD monitoring is an informative diagnostic tool, that can be used for goals of online 
diagnostic, but there are technical problems with expert interpretation of the PD data. 
Chromatographic analysis is one of the most accurate diagnostic methods, that, 

Therefore, we use data from the more accurate monitoring as a target in the time of the 
 

The total sample is formed in 2013-2014 on the basis of monitoring data, that were 
appertained to 104 oil transformers. The sample is not balanced because more than 70% 
object's insulation state is determined as normal. So, the sample is characterized by a 
relatively narrow distribution and a sufficiently high-level bias. The initial sample is 
randomly divided into two parts  the training set (75 % of the total) and the control set 
(25 % of the total). 

At the first stage, two methods of machine learning are considered: bagging and 
full advantage of 

the neural networks [4]. The advantage of bagging is good applicability for unbalanced 
classes and small samples. At the same time, boosting is more suited for classification 
that is characterized by a large bias. In view of the promising possibility of the training 
set is expanding we chose the busting technique as an apparatus for machine learning in 
the first stage. A distinctive feature of busting is sequential not independent 
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construction of models. It provides a significant reduction of the iterations number but 
creates the problem of a retraining model. 

At the next stage, we choose an algorithm for boosting. The classical GBM -
algorithm is characterized by a relatively complex and enigmatical setting of the 
algorithm parameters, therefore we used a more modern CatBoost algorithm, that has 

 
For the construction of the model, we analyze the influence of the parameters of 

the algorithm used in the library CatBoost on Python. There is tree depth, the number 
of trees; learning rate, etc. We have successively fixed parameters that provide the 
highest accuracy. At the first stage of selection, the greatest impact on accuracy was 
promised by the tree depth. We fixed the depth value with the highest accuracy of the 
model and at the second stage, the best number of base models was identified as the 
next parameter of accuracy. At the third stage, the value of the learning rate was 
chosen. The final accuracy of the model is presented at this stage, at the same time it 

 

 
Fig.1. The first iteration  A impact of tree 

depth 
Fig.2. The second iteration -A choice of 

number of base models 

 
Fig.3. The last iteration  a dependence between learning rate and accuracy 

 

The results of the model operation at various iterations are shown in Fig. 1 - 3. 
The highest achieved accuracy is 0.688506335, with an initial value of 0.546879221. 
Thus, further use of gradient boosting in the interpretation of PD monitoring is 
possible. We can achieve greater accuracy by using a more balanced and volume 
training sample. 

 

References: 
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SOLVING THE PROBLEM OF GUARANTEED FUNCTIONING OF THE 
CYBER-PHYSICAL SYSTEM 

 

Abstract This article proposes the application of the Internet of Things (IoT) 
architecture and the knowledge base formation to solve the problem of guaranteed 
functioning of cyber-physical systems. The architecture of the Internet of Things is 
applied as a technological basis for cyber-physical systems. The knowledge base is 
formed as a source of states and behavior of the system in regular and emergency 
situations, considering multi-factor risks. This allows to apply the proposed solution to 
ensure the guaranteed functioning of a similar cyber-physical. 

Keywords: cyber-physical systems, the Internet of Things, system analysis, 
multi-factor risks, knowledge base. 

Introduction 
The Cyber Physical System (CPS) is a complex distributed system controlled and 

managed by computer systems, tightly integrated with the Internet and its users. The 
main principle of CPS is the deep interconnection between its physical and 
computational elements for making decisions regarding the maintenance of the 
functioning of real objects. 

The Internet of Things is defined as an approach in which objects equipped with 
sensors interact with each other to achieve a set goal. Currently, there is no single 
solution for the architecture of the Internet of Things because its peculiarity is due to 
the task that must be solved, and the factors that must be taken into account. 

Regardless of the problem being solved, in the process of building the 
architecture of modern IoT systems, one of the main elements is the knowledge base. It 
allows to collect the accumulated knowledge about the possible states of the system, to 
determine the dependencies between its components, as well as to understand its 
behavior in possible normal and emergency situations. Another advantage of the 
knowledge base is the possibility of using it for a number of similar systems as 
accumulated data. 

IoT architecture 
A variety of IoT solutions and their application in different areas are presented in 

articles [1,2,3]. Researchers offer their own models of architecture depending on the 
system for which the problem is being solved. At the base of any Internet of Things 
architecture, there are 3 main layers: 

The device layer is the physical layer that contains sensors for collecting 
information about the system, as well as mechanisms for influencing its operation. 

The application layer is responsible for solving the set goals for specific systems. 
The gateway layer is responsible for transferring and processing data between the 

layers above.  
Researchers extend the architecture with layers for security, data storage and 

preprocessing, monitoring and control to define the correct solution.  
The paper proposes an IoT architecture that meets modern requirements and 

characteristics of IoT systems and can be applicable to the most business cases. [4] This 
architecture includes such layers as data processing and analytic layers. They provide 
IoT with the ability to prepare data and to form a knowledge base for further analysis 
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and self-learning. All computational methods for predicting the system state take place 
at these stages. Moreover, this architecture can be customized easily if the set goal 
requires.  

Knowledge base 
With the rapid development of IoT technology, there is a growing need for 

accurate extraction of domain knowledge. A complete knowledge base facilitates the 
exchange of knowledge between systems. The concept of cyber-physical systems 
creates a consistent exchange of data across open and global information networks with 
a bi-directional flow of information. Through the integration of knowledge bases, data 
collected during production is transformed into knowledge for improvement, which is 
structured for reuse ontologies. [5] 

Knowledge bases in IoT are built on the basis of specific facts and logical rules 
for the functioning of the system. The states of the elements of the system, the entire 
system or a set of systems are used as facts. Based on the programmed system functions 

functioning, the knowledge base can be filled, thus self-teaching with the found 
dependencies and states. A set of normal and abnormal conditions is also provided 
based on expert knowledge and previous experience. This confirms the need to carry 
out semantic information processing. But this does not exclude that in the course of 
operation, states may arise that were not laid down in the knowledge base, and 
therefore should be identified and transferred to an expert for further analysis and 
decision-making to support of guaranteed functioning of the cyber-physical system. 

Conclusion 
As a result of this work, the creation and application of a knowledge base in the 

developed IoT architecture for solving the problem of guaranteed survivability of a 
cyber-physical system is described. Regardless of the problem being solved, the 
approach to the formation and interaction with the accumulated knowledge remains 
unchanged. Since knowledge bases contain not only factual information, but also 
inference rules, this allows making automatic inferences about existing or emerging 
states. 

Moreover, the knowledge accumulated during the functioning of the system can 
be reused to maintain the functioning of such a system. In other words, if we consider a 
lot of monotonous subsystems that work not only as separate components, but also as 
two-interacting systems, then the revealed knowledge about one system will allow us to 
apply them to other systems and reduce the risk of an emergency. 
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INVESTIGATION OF HYBRID NEO-FUZZY NEURAL NETWORKS IN THE 

PROBLEM OF PANDEMIC FORECASTING 
 
1 .Introduction 

The global problem of the beginning of the XXI century is the spread of the 
infectious disease COVID-19. COVID-19 affects not only human life and health, but 
also the global economy as a whole. In order to take the necessary measures to curb the 
development of a pandemic and to preserve the life and health of the population, it is 
extremely important to develop and apply effective models and methods for predicting 
the development and spread of a pandemic.  

Forecasting pandemic processes is a difficult task. There are many factors that 
affect the course of the disease: the density and population of the country, the age of the 
nation, the state of immunity, the environment, the time of year, the social status of the 
individual. Information on the spread of coronavirus in Ukraine and around the world is 
presented at the website of the World Data Center "Geoinformatics and Sustainable 
Development" [1]. The dynamics of mortality, the number of confirmed cases, 
suspected, dead, recovered are presented. 

new class of deep learning networks- hybrid neuro-fuzzy networks [2] 
and hybrid neo-fuzzy neural networks [3] were developed and investigated for solution 
of various problems: forecasting in macroeconomy and financial sphere, pattern 
recognition, etc. They are based on self-organization method GMDH and unlike 
conventional neural networks enable to train not only weights, but the network structure 
as well.   

 The goal of this paper is to investigate the hybrid neo-fuzzy networks for short-
term forecasting of pandemic indicators in Ukraine, estimate their efficiency and 
compare with alternating method  neural network Back Propagation. 

 
2. Software and initial data description 

The programming language Python was chosen on the basis of the following 
criteria: ease of performing mathematical calculations, prevalence, cross-platform and 
purity of syntax.  

As a result, the PyCharm environment was chosen [4]. Scikit learn was chosen as a 
library for machine learning [5]. It is the most common for machine learning problems.  

The SciKit-Fuzzy library [6], which is essentially a set of algorithms, was chosen 
to work with fuzzy logic. The benefit of this library is that with its use it is possible to 
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use a set of common membership functions, to introduce fuzzy, to perform operations 
of clarity. 

The program consists of three main modules: 
1. Module for working with data sets and auxiliary functions 
2. Module for working with GMDH neo fuzzy 
3. Module for working with Back Propagation 
Data from the National Security and Defense Council of Ukraine were used to 

train neural networks. Using API [7], the daily increase and absolute values of COVID-
19 indicators rates for each day in Ukraine for the period from March 3, 2020 to March 
20, 2021 were obtained: the number of confirmed cases; number of recovered; number 
of deaths. Data were obtained for 374 days 

Based on the information obtained, two data sets were created for training.  
The first set contains the values of daily growth of COVID 19 in Ukraine (Fig. 1). 
 

 
Fig. 1. Daily growth of indicators of COVID 19 level in Ukraine 

 In the second set absolute cumulative values of indicators of Covid-19 evolution 
in Ukraine at every day are presented. 

 
 
3. Experimental investigations of hybrid neo-fuzzy network 

   To obtain the most accurate prediction, the optimal neural network parameters 
were determined, at which the MAPE values were the best. 

 For this goal the following parameters were successively changed: membership 
function (bell-shaped, Gaussian, sigmoid, triangular), number of inputs (3, 4, 5, 6) and 
short-term forecast period (5, 6, 7, 8).  

Determination of optimal parameters was performed for absolute values and daily 
growth of indicators. 

In the first experiment the influence of membership functions on prediction 
accuracy was explored. As it follows the best value of MAPE was found when using the 
Gaussian function (1). Bell-shaped and sigmoidal functions showed almost identical 
results. 

In the next series of experiments the investigations of optimal inputs number for 
forecasting covid-19 indicators were performed.  The results of experiments- 
dependence MAPE values on inputs number for absolute number of confirmed cases, 
number of deaths and recovered are presented in the table 1.  

 



____________________________________________________________________21 

 -  

Table 1. The value of MAPE when changing the number of inputs in predicting 
the absolute number of confirmed cases, deaths and recovered 

Number of 
inputs 

MAPE 
number of 

confirmed cases 

MAPE for 
number of deaths 

MAPE 
for number of 

recovered 
3 2.37 8.12 4.84 
4 2.35 7.84 4.57 
5 4.16 7.67 3.72 
6 4.27 7.26 3.41 

 
The MAPE criterion turned to be the best for 6 inputs when forecasting the 

absolute values of the number of recovered and deaths. 
After experiments with  daily indicators set it was found for daily increase in 

number of confirmed cases, deaths and recovered optimal inputs  number is also 6. 
In the subsequent experiments the forecasting period (interval) was investigated for 

absolute and daily indicators of covid-19.   
As it follows from presented results to predict the absolute values of the confirmed 

cases and number of deaths the optimal period was 5 days while for number of 
recovered the optimal period was 6 days, but the accuracy for all periods was 
approximately the same.  

The predicted values of the daily increase in the number of recovered were more 
accurate for the period of 5 days.  

 
4. Comparison of forecasting results of hybrid NFN and Back 

Propagation 
For of forecasting efficiency estimation the comparison of the  forecasting results 

by hybrid neo-fuzzy neural network and NN Back Propagation  were carried out and the 
results are  presented in the  Table 2. 

 
Table 2. Comparison of GMDH neo fuzzy and Back Propagation forecasting results 

COVID-19 
Indicators 

Period 
(forecasting 

interval) 

Sliding 
window 

size 

MAPE 

GMDH-neo-fuzzy 
Back 

Propagation 

Absolute 
values 

Confirmed 5 4 2.35 2.75 

Recovered 6 6 2.41 2.27 

Died 5 6 3.26 3.86 

Daily 
increase 

Confirmed 5 4 22.13 27.58 

Recovered 5 6 21.67 18.69 

Died 5 6 59.87 28.33 
 

Analyzing the results of Table 2 the following conclusions are made. 
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Hybrid neo-fuzzy network appears to be better than NN BP when forecasting 
absolute (integral) values of covid indicators while NN Back propagation is better for 
forecasting daily increase in covid-19 indicators. 

A significant difference is observed for MAPE in predicting the absolute and daily 
values of the number of died. 

If to pay attention to the size of the sliding window, one may conclude that its 
smaller value ensures greater accuracy in the case of forecasting using GMDH- neo 
fuzzy network. 

5. Conclusions 
In this paper the problem of short-term covid-19 forecasting is considered and 

investigated. For its solution a new class of NN  hybrid neo-fuzzy network based on 
self- organization is suggested.  

The experimental investigations of hybrid NFN were carried out. In the results of 
experiments the optimal parameters of hybrid network were found: membership 
functions, number of inputs and forecasting interval.  

Optimal structure of hybrid neo-fuzzy network was constructed using GMDH. 
 The experimental investigations of hybrid NFN in short-term forecasting covid-19 

indicators, incl. confirmed cases, number of recovered and died -were performed and 
forecasting efficiency was estimated.  

The forecasting accuracy of hybrid NFN was compared with NN Back 
Propagation. 

   As a whole hybrid neo-fuzzy neural network appeared to be the efficient 
tools for short-term pandemic indicators forecasting. 
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AUTOMATIC TECHNICAL CONDITION CONTROL OF ON-BOARD 
SYSTEMS 

 

Introduction. Experts believe that the reduction in the number of accidents and 
catastrophes in maritime transport, 85% of which occurred due to the human factor, can 
be achieved only through automation of control processes (creation of DSS, ergatic 
systems [4], use of automatic control modules in automated systems [5-8], etc.). In 
article [1] there was considered the autonomous control concept of the automatic 
spacecraft survivability for remote sensing of the Earth in anomalous situations, in 
article [2] there were considered the issues of engine failures diagnostics of the 
International Space Station, in article [3] the issues of aircraft control system synthesis 
correct to failures based on the use of neural networks was considered, etc. 
Autonomous control of the technical condition of onboard systems has not been used 
on vessel so far, despite the large number of accidents and catastrophes caused by the 
failure of navigation equipment. All this indicates the relevance of this area of research.  

Research results. To solve this problem, it is proposed to use software modules 
for automatic control of the technical condition of the vessel's onboard systems in the 
onboard computer. The mathematical support of these modules is based on the use of a 
mathematical model of the vessel and Leuenberger's observation device to estimate the 
linear and angular motion of the vessel under the action of the created controls. The 
deviations vector of the estimates parameters from their measured values wm XXX  
is fed to the unit for failure diagnostics and adaptation, the simplified operation of 
which is described by the system (1) 

.0,12

);,(),(0

;0),(1

;1,1

;1

;0;0,0

0

max

max

jjj

j

j

jjjj
b

j
j

jjjj

jjj

FalMSfalEDk

jLjLFalMS

jLFalMS

kkFalMS
n

n

nnXX

knFalMS

    (1) 

At each base interval bn , the value of the counter j - sensor is increased by one 

1jj nn  in case of detection of unacceptable deviations max
jj XX . If the relative 

number of inadmissible deviations of the j-sensor during the base interval exceeds the 
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maximum max
j

b

j
j n

n
, a sign of failure of the j-sensor is formed 1jFalMS  and the j-

column of the matrix L of the observation device, which contains the gain of the j - 
sensor signal jX , is reset to disconnect the j - sensor from the observation device and 
preventing its influence on the estimates of the state vector parameters. Further 
estimates of the state vector parameters wX  is performed only on the information of 
the substitution sensor (information from the failed sensor is replaced by information of 
another sensor of the same measurement channel that measures the integral or 
differential component of the state vector). If simultaneously or sequentially, after a 
short time, the diagnostic unit detects the failure of both sensors in the same 
measurement channel 2jk , it is regarded not as a failure of the sensors 0jFalMS , but 
as a failure in the control circuit 1jfalED . The efficiency and effectiveness of 
mathematical software is tested in the MATLAB environment in a closed loop with a 
complete mathematical model of the vessel. 

Conclusions. There was developed the mathematical support of the autonomous 
technical condition control of the vessel's on-board systems, which allows to 
simultaneously control the technical condition of the measurement and control circuits 
and to adapt them in case of failure. 
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QUICK-SEYFORD MEDIUM NEAR SEARCH METHOD IN THE PROBLEM 

OF DETERMINING THE RESULTING OBJECTIVES 
 
The task of arranging a set of objects according to the degree of manifestation of 

some properties is one of the most common tasks of expert evaluation. To increase the 
objectivity of the ranking of objects, this procedure is carried out by a group of experts 
or by various methods, and in this case there is a problem of agreeing on the opinions 
of experts or finding a collective ranking of objects. The expert group often includes 
specialists in various fields, which provides the opportunity for a comprehensive 
analysis of objects. The collective judgment of experts is considered more reasonable 
than the individual. 

Examples of ranking problems for different subject areas: 
 loading and unloading of vehicles when solving problems of transport logistics; 
 solving a set of warehousing logistics problems; 
 survey of students in determining the best teachers of the department, faculty, 

etc.; 
 formation of offers at work of online store; 
 generating a recommended list of references in the library; 
 preparation of a list of sources when searching the site; 
 ranking of search results in the search engine; 
 determining the priority of information security measures of the organizational 

system [1]. 
Let k  the experts set the order on many n  objects with multiple indexes 

nLl ,...,1 . 

Significantly through ),...,( 1
i

n
ii rrR   rankings, won from the i th expert. 

calculating the median given rankings. The task of a person who is also important is the 
ranking of the objects, as if the senses are the most suitable for the tasks. Such a 
decision in the theory of choice and acceptance of the solution was given the name of 
the algebraic approach. At the same time, it is entered into a number of objects. The 
number of objects is steel. Zminyuvati can be deprived of the position of the objects 
and in such a rank they approach the optimum. A group of methods for publicizing 
expert information the most reliable and mathematically rimmed. The assignment of 
tasks, which begin when the metric is determined and the criterion is determined by the 
medians assigned by the experts of the linear order. 
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Denote the set of all possible rankings n  of alternatives by R . The set of 
rankings given by experts and the binary relations corresponding to them will be 
denoted by AR . 

One of the common metrics used in problems in this class is to determine the 
distances between rankings by the rank mismatch metric, also called the Cook metric: 

n

l

j
l

i
l

jir rrRRd
1

),( .        (1) 

For Cook's metric when using the additive criterion are calculated: 
 Cook-Seyford median [2, 3]: 

Ll

lr

R

CSCS RRdArgR
R

,min ;       (2) 

 modified Cook-Seyford median [4, 5]: 
.,min

Ll

lr

RR
RRdArgR

A
       (3) 

The task of determining the median of given rankings in the space of all possible 
permutations of n  objects is NP-complex. Therefore, even with 10n  10n

species (1) in some studies, methods of branches and boundaries or schemes of 
sequential analysis of variants are used. 

Consider a new method of finding the median Cook-Seyford median in the 
problem of determining the resulting ranking of objects. In this case, it is logical to 
choose a modified Cook-Seyford median of the form (3) as the reference solution. 

Step 1. Calculate the minimum values of the additive criterion of the form (3) 
among all possible rankings of n  objects. 

Step 2. Generate 1n  rankings based on the Cook-Seyford median, followed by 
a pairwise change of object ranks. 

Let be ),...,( 00
1

0
nrrR   the vector of the ranks of the objects in the modified Cook-

Seyford median. 
We take ),...,( 00

1 naa  the ranking as a basis and look for all possible rankings that 

are at a distance of 2. The number of such rankings is equal 1n   that is, in this 

ranking alternately swap adjacent elements: )( 0
2

0
1 aa , then )( 0

3
0
2 aa  and so on, to 

)( 00
1 nn aa . 

That is, a cycle is organized by: nt ,...,1 : ),...,( 1
t

n
tt rrR , where 0

i
t

i rr  for a ,ti  

,1ti  but for, 0
1t

t
i rr , 01

t
t

i rr . 
After each such replacement, we check whether the ranking, which is at a distance 

of 2 from )( 0
2

0
1 aa  closer to all the rankings set by experts, than the one we took as a 

basis, that is ),...,( 00
1 naa . 

Determination of distances from the next formed ranking to the initial rankings set 
by experts. 
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Step 3. If we have improved the result, ie found a ranking that is better than the 
reference (that is the modified Cook-Seyford median), it becomes the reference and 
look further. 

Step 4. After finding new rankings, their distance to the given rankings is 
calculated alternately by experts according to the metrics of mismatch of ranks. Based 
on the distances found, the value of the additive criterion is calculated. If the value of 
the found additive criterion has improved - the ranking, from which it was obtained, 
becomes a new median. The algorithm continues until none of the newly generated 
rankings will give a better than the previous value of the additive criterion. 

Thus, an approach to the gradual improvement of the solution of the problem of 
determining the resulting ranking in the problem of group arrangement of objects is 
proposed. At the first stage, the reference median is determined, the complexity of the 
calculation of which is commensurate with the method of string sums. In the future, in 
the immediate vicinity of the reference median, the rankings are determined, which 
give the best value to the additive criterion of the form (2). 
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MODELING OF SYSTEM ADAPTATION OF INTERTARIFIFIC RELATIONS 

AT THE ENTERPRISE 
 
The global economic crisis is fully affecting the Ukrainian economy. Crisis 

phenomena cause a deterioration not only of the solvency of enterprises, but also a 
decrease in income of employees of these enterprises. The desire of politicians, who 
often make populist decisions, to reduce social tensions leads to the fact that the main 
financial burden is borne by enterprises. As a result, the government's desire to 
influence the increase of social justice often leads to the opposite results. 

In particular, this applies to the situation of regular increase of the minimum wage 
in Ukraine, which is mandatory for enterprises of all forms of ownership. In order to 
significantly influence the work of state-owned enterprises, sectoral and intersectoral 
agreements are concluded, which heuristically regulate the notion of social justice and 
have the status of bylaws. And at the enterprises of other forms of ownership for 
structuring of labor collectives and the systematic approach to definition of a salary of 
various categories of workers internal documents regulating inter-tariff coefficients are 
created. 

The purpose of this work is to describe the scheme of building a decision support 
system in the problems of system adaptation, which is created to restore the pay ratio of 
different categories of employees of the organization, disturbed under the influence of 
the external environment. This allows you to solve several problems simultaneously: 

 increase the manageability of the workforce; 
 increase the company's profit; 
 to improve the corporate culture of the organization; 
 increase the company's profit; 
 increase the loyalty, involvement and motivation of employees. 

Systematic adaptation of inter-tariff relations in the organization will be called a 
purposeful compromise change of inter-tariff relations in order to restore or improve 
social justice within the resources that are currently available in the organization and 
allocated specifically to achieve this goal. 

We describe the mathematical model of the organization for which there is a need 
for systematic adaptation of inter-tariff relations. 

Let the organization determine n  the ranks: nrrr ,...,, 21  by which all the staff of 
the organization is distributed. Moreover, the first ranks are assigned to the highest 
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positions, and the rank nr   the lowest. Without reducing the generality, we also 
introduce heuristics. 

Heuristics H1. The level of wages of the lowest-ranking employees is equal to 

gzan min , where minz   defined by law, the minimum wage in the country, g  a 

fixed number 0g , that expresses the company's policy on the relationship between 
the minimum wage in the country and the tariff grid, which is a management tool for a 
particular company. 

The functional dependence that reflects the "ideal" inter-tariff coefficients will be 
denoted by 

),...( 1
00

naaff , where naa ,...1   the levels of wages of employees who belong, 

respectively, to the ranks nrr ,...1 . 
Moreover, we will assume that there are the following ratios between the levels of 

wages of workers of different ranks: 
The function that describes the 

circumstances inter-tariff coefficients, we denote by 

),...( 1 n
tt aaff , ,...2,1t  

The number of employees who are classified nrr ,...1 , will be denoted by nbb ,...1 . 

Thus, the total number of staff at the enterprise is equal to 

n

i
ibB

1

.  The salary fund 

of the enterprise in this case is 

n

i
iibaD

1

.  

In real situations, salaries in enterprises may be included in some range of values. 
In addition, there may be ranges of variable wages. To model such situations, it is 
necessary to use the apparatus of fuzzy sets, which is not the subject of this work. 

When modeling the system adaptation of inter-tariff relations in the organization 
should also take into account and use to increase the certainty of the problem some 
additional heuristics. 

Heuristics H2. The controllability of the company's employees in the personnel 
management system increases as the -tariff ratios approach the 

 
Heuristics H3. The manageability of employees in the personnel management 

system further increases in the formation of income of employees with a fixed and 
variable part of wages. 

Heuristics H4. With an increase in the variable part of wages increases the 
manageability of employees. 

Moreover, there is a limit to the level of bonuses: at low levels of bonuses, control 
is lost, levers in the board are lost and can even lead to the opposite effect  
demotivation. 
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Heuristics H5. The motivation of the company's staff increases with the 
application of the following influences: 

 salary increase is carried out in absolute terms; 
 salary increase is carried out at the expense of a variable part; 
 inter-tariff ratios in salaries and wages are observed. 

Note that when the manageability of staff decreases, the observance of 
confidentiality of information on the level of wages does not increase productivity of 
employees. 

Heuristics H6. Deformation of the established relations between the ranks both in 
the direction of increase and in the direction of decrease, leads to demotivation of the 
personnel. 

It is obvious and repeatedly proved in practice that leveling leads to significant 
demotivation of staff. 

The main factors that affect the quality of the personnel management system of the 
organization are staff motivation, management of departments and certain categories of 
employees, the budget for the organization's personnel. 

-
should ensure the solution of the multicriteria optimization problem in the following 
form: 

min,),( 0ff t
 

min,1 tt DD  

where ),( 0ff t
 

structure of inter-tariff agreements; 
1, tt DD  accordingly, the current and calculated as a result of solving the 

optimization problem of the salary fund of the enterprise. 
The approaches described in [1-3] can be used to manage the preferences of the 

decision maker. 
The system developed by the authors will provide the organization's management 

with alternatives for choosing the distribution of wages for each category of employees 
and calculate the corresponding costs for each of the alternatives. Thus, the decision 
maker will be able to receive recommendations from the system in the form of 
alternatives and choose the one that will be most appropriate for the organization. 
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APPROACH FOR ESTIMATING OF AUDIENCE SETS OVERLAPS IN THE 

SOCIAL MEDIA 
 

With growing number of users in recent years, social media platforms have 
become not only the prime place for public discourse, but also a main source of news 
for many people. This massive development increased a need of their analysis on 
structural and content levels. Every level has its own state of the art tools and methods 
of research. But in many cases, understating of influence on social media requires 

ordinary users serving as their audiences. To map social media influencers to their 
audiences we explore a general approach for building Audience overlap networks 
(AONs). AONs can be used for multitude of applied problems e.g., detecting groups of 
users spreading disinformation, coordinated messaging campaigns, general community 
detection, etc. AONs can be built for most of modern social media platforms (e.g., 
Facebook, Twitter, or YouTube), the only condition we require for these platforms is to 
have a follower-follower connections structure.  

In this paper, our aim is to provide a general definition of the AON, data 
processing steps needed for creating AON and the challenges faced when building 
AONs for social media platforms with minimal amount of public data available. 

To demonstrate challenges faced while working with limited input data we first 
use Twitter to provide a baseline AONs which can be used for any out-of-sample 
testing. Our first pick was Twitter because not only Twitter holds the position of one of 
the most popular social networks but also Twitter was designed in way that all 
interaction between users remain visible to everyone else. Twitter also has a flexible 
public application programming interface (API). 

We will follow definitions in [1], where audience overlaps were computed by link 
and cross-link similarity. 

Data processing. In this section there are describe the topics and data we picked to 
feed our algorithms and outline our audience and content overlaps algorithms. 

- Topics and influencers 
We consider four topics and influencer groups: 
T1 Democratic primaries. Conversations about the 2020 Democratic Party 

presidential primaries. Influencers are selected from the top presidential contenders. 
T2 Airline geeks. Conversation related to the airline industry and business air 

travel. Influencers include reviewers of frequent flyer programs, travel experience 
bloggers and industry insiders. 

T3 Global issues. Conversations about reporting, analysis and opinions on global 
environmental, climate and energy issues.  
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T4 Technology investment. Conversations on technology investment, emerging 
technologies and entrepreneur-ship.  Influencers include prominent venture capitalists 
and industry publications. 

Influencers were selected for both relevance and focus on a topic and ability to 
generate engagements with their content. Table 1 lists selected influencers for every 
topic in alphabetical order for entities and last name for individuals. 

ble 1 
ID Name Influencers 

T1 Democratic 
primaries 

Joe Biden, Mike Bloomberg, Pete Buttigieg, Kamala Harris, 
Amy Klobuchar, Bernie Sanders 

T2 Airline geeks Boarding Area, French Painter, One Mile at a Time, Runway 
Girl, Secret Flying, Wander Me 

T3 Global issues Inside Climate, Ro Khanna, Sierra Club, The Economist, 
World Bank, Yale E360, Chris J. Zullo 

T4 Technology investors Adam Scrabble, Epsilon Theory, Eric R. Weinstein, Fast 
Company, Naval, Nick Timiraos 

Influencers were selected for both relevance and focus on a topic and ability to 
generate engagements with their content. Table 1 lists selected influencers for every 
topic in alphabetical order for entities and last name for individuals. 

In most of the cases the analysis of social networks is more effective when applied 
to specific subset of conversation (posts) and authors (users). 

We define social media topic as all authors and conversations which mention 
specific keywords. In our case keyword can represent a name or multiple spellings of 
author as well as some general expressions related to the area of interest.  

Audience overlaps network. We define AON as graph with influencers as vertices, 
where the weight of the edge between vertices (influencers) defined as the number of 
shared followers between them (audience overlap). Let we have identified influencers A 
and B and some followers. We calculate the audience overlap between A and B as 

O(A, B) = 
||

||

A

BA

F

FF
, 

where AF  and BF  denote sets of followers of A and B respectively. After downloading 
all followers for each influencer, we built the AON for every topic. 

We defined a function for comparing similarity of two influencers based on the 
features produced by Bag-of-Words method [2]. We identified the role of Audience 
overlap networks as a powerful tool for analysis of social media. We described a 
general approach for building AONs while having full understating of follower-
follower relations. Using four topics, we showed that it is possible to build an 
approximation of AON using only minimal amount of input data. We are also certain 
that by applying better content similarity measures it is possible to improve process of 
building AONs and remove the need in knowing full structure of the followers. 
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DEVELOPMENT OF A INFORMATIONAL MODEL OF INFLUENCE THE 
  TO ERGATIC MARITIME SYSTEM  

 
In the course of development, on the basis of practical and experimental data, 

sources of factors were collected with which the navigators (cadets) operates to make 
decisions [1-4]. Having identified the main significant factors affecting the ergatic 
navigation system, it became possible to build a generalized model of the influence of 

 1). 
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Fig. 
systems 

Conclusions. The use of the navigation safety control system significantly 
influenced the stabilization of the vessel trajectory in situations when the navigator 
could not make an adequate decision for the situation, and the captain did not have time 
to strengthen. At the same time, in contrast to switching to fully automated vessel 
control [5-9], a combination of decision-making under conditions of optimal separation 
of control functions between the captain and the automated system was selected in this 
study. 
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PROSPECTS OF APPLYING COMPUTATIONAL INTELLIGENCE IN THE 
STUDY OF REACTION SINTERING OF HETEROGENEOUS SYSTEMS IN 

POWDER METALLURGY 
 

The rapid development of modern technology requires material scientists to 
develop new alloys with improved or unique properties. The traditional foundry-based 
metallurgy fails quite often to meet these increasing demands. In particular, the melting 
points and the density of the components of the created alloy may vary significantly, 
which makes it impossible to obtain a homogeneous material. A possible solution could 
be fabricating alloys of complex composition using powder metallurgy methods. These 
methods involve mixing the components of the alloy in the form of finely dispersed 
powders, followed by pressure molding and further sintering. If the mixture contains at 
least two strongly interacting components, then the so-called reaction sintering occurs. 
The alloys obtained by reaction sintering are distinguished by good performance 
characteristics; in many cases, they can be used for products operating under extreme 
conditions, for example, for the manufacturing of heat-shielding structures of reusable 
spacecraft [1].  

When finding the optimal conditions for the reaction sintering process, whether an 
experimental approach or a theoretical approach is used, significant difficulties arise. In 
a heterogeneous reaction system, the process can be initiated at any point of contact of 
two interacting finely divided particles. In addition, the initiation of the reaction can 
begin simultaneously at several different points in the volume of the workpiece, and the 
resulting several reaction fronts can collide with each other, enhancing or weakening 
the interaction, like waves colliding in one or opposite phases. The consequences of 
such interaction were recorded experimentally in many reaction-sintered systems [2]. 
At the same time, given the specifics of the processes under study (complexity, cost, 
long duration and significant danger of experiments), theoretical research should play a 
special role. 

Unfortunately, the currently used "traditional" methods of theoretical research, 
first of all, mathematical modeling, do not always allow predicting with a high degree 
of accuracy the thermokinetic behavior of the studied powder systems during reaction 
sintering. A deterministic mathematical model often makes it possible to assess the 
nature of such behavior only in general terms. 

In particular, the authors of [3] focused on the study (using a differential 
derivatives model) of the thermal behavior of a powder system during its laser 
sintering; in [4], the processes occurring in powder systems during reaction sintering 
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were simplified in the form of competing dissolution processes, chemical 
transformation, crystallization with the corresponding competition of thermal effects of 
these processes, taking into account heat exchange with the environment. Although 
scientifically reliable conclusions were obtained in the mentioned works even based on 
the results of numerical experiments with the simplified mathematical description, it 
should be recognized that such models do not take into account all the nuances of real 
systems. It is known that the behavior of a real powder system in the process of 
reaction sintering is determined by the change in hundreds of different parameters, 
applicable separately to each of the Gaussian set of particles, as well as by many 
different directions of the reaction front movement, etc. The theoretical study of such 
complex objects requires the use of new approaches that differ from the traditional 
deterministic mathematical modeling. It is promising to predict of the thermokinetic 
behavior of reaction sintering processes using the methods of computational 
intelligence. In particular, a significant array of experimental data available was used to 
supervised learning of the artificial neural network. The dynamics of the reaction 
sintering process was described using the Hopfield neural network, as well as complex 
multilayer neural networks of the TensorFlow library [5]. 
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METHODOLOGY OF PRESENTATION AND PROCESSING OF FUZZY 
KNOWLEDGE 

 
Abstract. The problem of building a knowledge management system, the need, and the 
relevance of the presentation of fuzzy knowledge on the use of fuzzy sets is described. 
The stages of development of the methodology of presentation and processing of fuzzy 
knowledge are formalized. The advantages and disadvantages of presenting and 
processing fuzzy knowledge based on a methodological approach. 
Keywords: fuzzy knowledge, fuzzy set, membership function, expert assessment, 
decision-making. 
 

The use of information technology in various spheres of public life is associated 
with the use of clear and vague knowledge bases, including the construction of expert 
and intelligent systems. Data-driven innovations are already bringing benefits to 
citizens, improving their quality of life. An effective modeling tool in many cybernetics 
and artificial intelligence problems dealing with fuzzy is the fuzzy knowledge base, 
which is a collection of facts, linguistic variables, and related membership functions 
that are a valuable source for describing fuzzy concepts, extracting data, and making 
heterogeneous decisions in various fields of science, business, and production. Today, 
decision support systems are widely used that uses the knowledge gained from experts. 
The problem of multi-criteria evaluation of objects lies in the plane of selection tasks, 
which are an integral part of the tasks of decision support systems. 

During the design and development of an intelligent system, knowledge 
undergoes a similar transformation of data  from more generalized sets to narrower, 
specific to a given subject area. In the development of intelligent systems, knowledge 
about a particular subject area is very rarely complete and reliable. The use of accurate 
methods does not allow taking into account the verbal inaccuracy and subjectivity of 
expert information, which in turn imposes restrictions on the quality of knowledge for 
decision-making. 

Given the above, there is an urgent problem of building a knowledge 
management system. Knowledge management is a set of processes that control the 
creation, dissemination, processing and use of knowledge within the object of study. 
When developing knowledge management systems, we can identify a number of the 
following processes. 

1. Accumulation of information about the object of study and it's functioning. 
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2. Extraction as a process of knowledge extraction for expert systems. 
3. Structuring - the structure of information presentation. 
4. Formalization - structured information to describe data and knowledge. 
5. Maintenance - adjustment of formalized data and knowledge. 
Therefore, for various applications, taking into account any type of data, there is 

a need and relevance to present fuzzy knowledge on the application of fuzzy sets to 
build information models. Information modeling of the presentation of fuzzy 
knowledge will provide an opportunity to adequately approach the evaluation of 
alternative decisions while increasing the degree of validity of decision-making. 

The study of the presentation and processing of fuzzy knowledge is divided into 
three stages: 

1. Research and development of information models for the presentation of fuzzy 
knowledge on the example of various applied problems; 

2. Development of a conceptual model for the presentation of fuzzy knowledge, 
taking into account any type of data, and innovative software as a means of technical 
support for systems analysts and its implementation in the educational process; 

3. Approbation of the model of representation of fuzzy knowledge on applied 
problems of various spheres of application and testing of the software. 

In the context of the above, the development of a methodology for presenting and 
processing fuzzy knowledge can be divided into five stages: 

I. Carry out preparatory work on data sets, namely: identify research objects, 
collect data, process, classify, etc.; 

II. Define evaluation criteria (content); 
III. Determine the type, type, and number of membership variables. Here, you 

can use approaches to formalize qualitative and hybrid data; 
IV. Calculate the parameters of membership functions, using various known 

approaches to their definition; 
V. Construct a one-dimensional or multi-dimensional membership function, 

to formalize fuzzy input data. 
Building a methodology for presenting and processing fuzzy knowledge has a 

number of advantages, namely: accuracy, work with abstractions, transfer of 
information in a logically uniform way and increase the objectivity of expert and 
quantitative assessments, reveals the subjectivity of experts, quantifies informal tasks. 
The disadvantages of the methods, models, and tools of this approach include the use of 
different models of membership functions and the definition of their parameters, which 
can lead to ambiguity of the final results.     
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