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v

It is an honour to welcome this collection within the Palgrave/IAMCR 
series Global Transformations in Media and Communication Research. 
Over the years, the series has provided a forum for collective knowledge 
production and trans-disciplinary, global exchanges. It has been a space to 
rethink concepts and categories and to reflect upon challenges that emerge 
from ever-changing communication environments, all of which constitute 
the core of media and communication scholarship. This volume reflects 
both the rationale of the series and its continued interest in imagining 
media and communication for the benefit of communities and societies.

I am particularly grateful to the editors, as the topic of this collection is 
close to my personal history and experience as a socially engaged researcher. 
Ten years ago, the Palgrave/IAMCR series hosted its first edited volume, 
Communication Rights and Social Justice: Historical Accounts of 
Transnational Mobilizations. Back then, co-editor Andrew Calabrese and 
I aimed to trace the roots of mobilisations around communication prac-
tices and policies in their interplay with fundamental human rights. Today, 
severe threats and actual violations of communication rights continue. In 
this context, the present volume opens a new space for reflection, inviting 
close consideration of values such as freedom of expression, access to 
information, and knowledge sharing as core to democracy, in a historical 
moment of expanding and multi-dimensional inequalities.

This collection is powerful. Thanks to contributions from a number of 
well-known as well as younger scholars from all world’s regions and 
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cultural backgrounds, it gathers voices that together constitute a cogent 
dialogue that reflects the diversity of issues, concerns, and geographically 
articulated challenges while engaging with the same core issue: how to 
acknowledge and promote epistemic rights for the benefit of societies.

The collection is scientifically productive. By engaging with both theo-
retical concerns and concrete experiences—of regulatory arrangements, 
social mobilisations, and resistance to knowledge hierarchies and eco-
nomic hegemonies—it contributes to clarifying epistemic rights both as a 
concept and in relation to different actors’ responsibilities in different 
locales, thus, making clear that the promotion of epistemic rights requires 
the commitment of many institutions, including but not limited to 
the media.

Finally, the collection is prospective. Acknowledging that what’s 
required to be an informed citizen today is different from what was meant 
just ten years ago (see Hannu Nieminen’s chapter in this volume), the 
authors address pressing issues—related to digital disruption, biases, and 
divides, but also competence gaps and surveillance and censorship—that 
are crucial to assess the state of democracy across the world’s regions 
today, but also in the years to come.

I see this collection as a valuable attempt to press on previous conversa-
tions, reflecting epistemic rights in the trajectory of long-standing debates 
around communication and human rights. There is a decades-long history 
of mobilisations around these issues—from the 1970s through the early 
2000s to more recent debates. There never was a unified global move-
ment, but there have been occasions for different strands of activism, as 
well as institutional actors, to come together and consider paths for con-
sistently fostering media and communication with the principles enshrined 
in international charters and agreed-upon normative frameworks. This 
happened, for instance, on the occasion of the UN-promoted World 
Summit on the Information Society (WSIS) in 2003, where a World Forum 
on Communication Rights was organised by a collective of civil society 
organisations. Today, follow-ups to those debates can be found both 
within the formal spaces emanating from the WSIS process—like the 
annual Internet Governance Forum and the Internet Rights and Principles 
Dynamic Coalition therein—as well as beyond institutional venues, where 
transnational networks of advocates push on reframing issues and keeping 
them on the global agenda—one example being the Just Net Coalition 
established in 2014.
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By adopting a historically aware perspective but also a specific focus and 
language and addressing slightly different questions—how to revive and 
affirm knowledge-related rights and how to reassert democratic principles 
in a media and communication context that has undergone profound 
transformations over the last twenty years?—this volume opens spaces for 
dialogue with actors and locales where discussions around communication 
and fundamental rights are ongoing.

Editors and authors keep asking questions scholars may be familiar 
with, including if new rights should be recognised. Or can epistemic 
rights—the rights to information, data, knowledge, understanding, and 
participation—constitute an umbrella term to indicate the interdepen-
dency of existing rights pertaining to knowledge societies in the digital age?

At the same time, the epistemic rights framing of issues offers a new 
entry point to reflect on a variety of aspects, including the need to 
strengthen existing systems of rights protection; the role that state and 
non-state actors should play in this respect; the contribution that may/
should derive from public policies adoption; the possibility for epistemic 
rights to constitute a salient issue to support new mobilisations and 
imaginaries.

Thus, epistemic rights may be considered a discursive dispositive aimed 
at reinterpreting human rights in the digital ecosystem.

Furthermore, both the more theoretical reflections included in this col-
lection and contributions focused on case studies bring new light on per-
sisting communication problems—including oligopolistic powers, 
mis- and disinformation, and old and new communicative inequalities—
while highlighting new challenges faced by the plurality of subjects who 
are (supposed to be) entitled to epistemic rights: citizens, workers, women, 
minorities, communities.

Finally, the diversity of contemporary contextual conditions worldwide 
emerges prominently from the volume when national and regional cases 
are presented and discussed, including situations where legal instruments 
have been adopted. Still, implementation remains an issue, and there are 
many instances where authoritarian regimes join forces with commercial 
interests to reduce individual and collective spaces for the enjoyment of 
epistemic rights.

In the end, we are reminded of the unstable achievements in the recog-
nition and enforcement of rights and the need for supportive conditions 
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to make principles thrive and related regulations meaningful. This volume 
is a renewed call to different stakeholders to assume responsibility for cre-
ating a favourable environment where principles of equality, understand-
ing, and free expression are not only affirmed but realised. To this end, the 
maps—both conceptual and geo-political—resulting from the chapters are 
precious instruments for further discussions and for taking action.

Padova, Italy � Claudia Padovani
10 February 2023
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CHAPTER 1

Introduction: The Epistemic Turn

Alessandro D’Arma, Minna Aslama Horowitz, 
Katja Lehtisaari, and Hannu Nieminen

In today’s era of accelerating digital disruption, optimism about demo-
cratic dialogues, diversity, inclusion, and other such good things is hard to 
come by. As much as the recent global pandemic and geopolitical cri-
ses have demonstrated the fragility of the way we communicate and receive 
information, even without it, we would be weary, among other things, of 
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biases created by algorithms and other possible dangers of generative arti-
ficial intelligence, digital divides created by economic or competence gaps, 
digital surveillance, and the continuing increase in online disinformation 
and hatred. In many ways, digitalisation may empower us to connect and 
communicate, but it is also increasingly impeding our fundamental rights.

Although media and communication research has addressed the so-
called communication rights in seminal texts such as Communication 
Rights and Social Justice (Padovani & Calabrese, 2014) and has recently 
attempted to define and analyse those rights in the digital era (see, e.g., 
Aslama Horowitz et al., 2020), the complexity of the dilemmas and con-
texts warrants more scholarship. In this book, we argue that because of the 
multitude of challenges, it is not enough to speak about communication 
or digital rights. A more comprehensive term is needed to grasp the mul-
tifaceted challenges of the current situation to citizens, organisations, and 
democratic structures.

The starting point of this book is thus the claim of epistemic equality: 
in a functioning democracy, citizens should be equally capable of making 
informed choices about matters of societal importance. This claim includes 
the notion that citizens have equal access to all relevant information and 
knowledge necessary for informed will formation.

Discussions of epistemic justice have been vast and rich in philosophy. 
The focus on rights, however, is more recent, and the research around 
either has only recently entered the field of communication and media 
scholarship. Concerned voices have warned of an epistemic crisis in the 
public realm and public discussion caused by the avalanche of online con-
tent, often indiscriminate in terms of quality or veracity and the way we 
process that information (e.g., Dahlgren, 2018). In addition to the struc-
tural transformations to democratic debates and deliberation, digital plat-
forms and social media have challenged our ability for self-reflection and 
self-knowledge (Fisher, 2022): algorithmic digital media, by collecting 
our personal data and offering us certain content accordingly, feed us 
knowledge about ourselves without us participating in forming and reflect-
ing on this knowledge.

Calls for epistemic rights and justice regarding the digital media era 
have recently been expressed by scholars such as Shoshanna Zuboff (2019) 
regarding the so-called surveillance capitalism that monetises our data. As 
another example, philosopher Lani Watson (2021) has theorised the need 

  A. D’ARMA ET AL.
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for epistemic rights in her groundbreaking book The Right to Know: 
Epistemic Rights and Why We Need Them. Watson (2018) has specifically 
highlighted the case of journalism and Brexit, demonstrating how misin-
formation is a kind of violation of epistemic rights. Lately, digital rights 
activist organisations such as the Just Net Coalition and IT for Change 
(2020) have also argued for the epistemic rights of marginalised groups.

Today, we are witnessing a turn in media and communication-related 
research towards epistemic rights. However, the discussions remain some-
what fragmented. This book is intended as the first holistic response to an 
urgent need to address epistemic rights regarding communication as a 
central public policy issue, an academic analytical concept, and a crucial 
theme for informed public debates.

Epistemic rights concern people’s capability to understand information 
and knowledge offered by epistemic institutions (such as the media and 
the like) and, based on this understanding, their ability to act for their own 
interests and needs, as well as those of society as a whole. In a democratic 
society, epistemic rights presume, among others, equality in all aspects 
relating to the access to and the availability of information and knowledge, 
symmetric relations in public communication, equality in obtaining criti-
cal literacy in information and communication, and equal protection of 
personal privacy from any form of public intrusion. In the digital era, our 
epistemic rights are increasingly challenged in novel ways by state and 
commercial actors alike.

This edited volume showcases the history and diversity of current 
debates around communication rights and digital rights as precursors of 
the need for epistemic rights, both as a theoretical concept and as an 
empirically assessed benchmark. In the foundational chapter (Chap. 2), 
Hannu Nieminen introduces the concept of epistemic rights, building on 
the basic definition of democracy as the rule of the people, by the people, 
and for the people. According to him, epistemic rights refer to the require-
ment that in order to have equality in decision-making, society should 
guarantee that truthful information and knowledge are made available to 
all and that people have the competence to use these for their benefit and 
that of society as a whole. As a background, Nieminen offers a short review 
of the communication rights movement that has paved the way for the 
present discussion on epistemic rights.

1  INTRODUCTION: THE EPISTEMIC TURN 
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What follows is a section focusing on concepts and issues central to 
policies supporting media environments conducive to epistemic rights. 
Bart Cammaerts in Chap. 3 underlines the challenges of both liberal 
radical and socialist radical imaginaries that have empowered democratic 
public interventions in the context of media and communication and calls 
for their expansion and reinvention in the current conjuncture era of 
(digital) inequality, surveillance, mis- and disinformation, and oligopolis-
tic power. Philip M. Napoli in Chap. 4 provides a typology of informa-
tion inequalities ranging from digital divides and disparities in media 
ownership to news deserts, disinformation divides, and algorithmic bias. 
The chapter provides concepts for policymaking that support individual 
and collective epistemic rights. Tarlach McGonagle in Chap. 5 offers a 
detailed review of the European Convention of Human Rights from the 
viewpoint of epistemic rights. Analysing several European Court of 
Human Rights cases, he calls for more explicit attention on the epistemic 
dimension within the human rights framework. Terry Flew, in Chap. 6 
continues the critical inventory of the current conditions by outlining a 
prominent tension in tech policy between the digital rights of the indi-
vidual versus the idea of communications forming epistemic com-
mons.  Flew argues for an inclusive version of digital citizenship in 
policymaking that narrows the gap between technocratic decision-mak-
ing and politics. In Chap. 7, Maria Michalis and Alessandro D’Arma 
discuss one traditional tool for supporting epistemic rights—public ser-
vice media (PSM). The authors argue that notwithstanding the risks of 
marginalisation they are currently facing, PSM organisations, given their 
institutional mandates, have a major role to play in supporting epistemic 
rights and promoting epistemic justice. The chapter identifies the main 
conditions and governance implications for PSM organisations if they are 
to fulfil this role.

The second section of the book is dedicated to case studies that high-
light the complexities of epistemic rights in particular contexts. While 
discussing different countries and regions, the fundamental problems 
are shared in most parts of the globe: access, availability, participation 
and dialogicality, privacy, precarity, and veracity of knowledge. Anita 
Gurumurthy in Chap. 8, in her powerful account of what the platform 
economy may mean for women, illustrates the challenges with four sto-
ries from India. Tendai Chari in Chap. 10 highlights not only the 
global capitalist structures underlying the internet but also those of 
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national authoritarian power that may disrupt epistemic access. Similarly, 
Marius Dragomir and Minna Aslama Horowitz in Chap. 11 discuss 
how state and non-state actors become epistemic violators in Central 
and Eastern Europe when capturing legacy and online journalistic out-
lets. Reeta Pöyhtäri, Riku Neuvonen, Marko Ala-Fossi, Jockum 
Hildén, and Katja Lehtisaari in Chap. 12 explore challenges for epis-
temic rights in Nordic countries, where the developments regarding 
freedom of speech and dialogue have common roots but differing out-
comes. Fernando Oliveira Paulino and Luma Poletti Dutra in Chap. 
9 discuss approaches to guarantee a fundamental epistemic right—the 
right to information—in the information laws of Brazil and Mexico. 
Finally, Yik Chan Chin in Chap. 13 examines the academic debate on 
access to digital data in China and the Chinese state’s policy, demon-
strating the lack of consideration of epistemic rights in regulating access 
to digital data in China and the interplay of global tendencies and local 
particularities.

In the concluding section, Lani Watson and the editors in Chap. 14 
discuss the implications of the insights in the previous chapters. They 
reflect on both further theoretical and empirical research needs in the 
field of communication and media research, and national and global 
policy agendas: What should be known about epistemic rights, and 
how should they be factored into human rights and communications 
policies?

One thing is certain: there is a growing consensus about the necessity 
of epistemic rights. These rights are not only about the right to know but 
also, in our digital era of abundance of information, the right to have a 
voice and be heard. As Nick Couldry (2010) has posited, having a voice—
the ability to be heard as a valued contributor—is in today’s society as 
important as economic advantages, determining one’s social standing and 
opportunities. Moreover, Mathias Risse (2021) argues that we should 
understand epistemic rights as a new segment of human rights because 
democracy can only flourish if both individual citizens and groups and col-
lectives are protected as those who know and as those who are known. In 
these chapters, we make visible some of the challenges and opportunities 
for both.

This volume is partly based on the project ‘Communication Rights in 
the Age of Digital Disruption’ (CORDI, 2019–2022, grant number 
320891), which was funded by the Academy of Finland and has enabled 
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the open-access publication of the book. The book has also received sup-
port from the project ‘Democratic Epistemic Capacity in the Age of 
Algorithms (DECA)’, funded by the Strategic Research Council within 
the Research Council of Finland (grant number 352557). Special thanks 
to Elis Karell at the University of Helsinki, who has been instrumental in 
the book’s editing process.
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CHAPTER 2

Why We Need Epistemic Rights

Hannu Nieminen

Why We Need Epistemic Rights

This chapter proposes that to save democracy we need to radically enhance 
citizens’ knowledge and that to understand the challenges that the global 
community is currently facing, as well as the opportunities, we have to 
respond to them. The starting point is the deepening divisions within our 
societies, which derive from both external and internal forces. As democ-
racy is, by definition, the rule of the people, its basic requirement is equal-
ity in the act of ruling: in order to have equality in decision-making, 
people should share the same information and knowledge and under-
stand the value and significance of this knowledge. In this chapter, I 
introduce the concept of epistemic rights, which refers to this require-
ment, understood in the sense that society should guarantee that all its 
citizens will be given truthful information and knowledge and the com-
petence to use these for their own benefit and that of society as a whole. 
To illuminate the historical background of the concept, the chapter then 
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gives a short historical review of the communication rights movement, 
which can be seen as paving the way for epistemic rights. Third, some 
reflections based on this review are offered. In conclusion, the chapter 
articulates the need for the further investigation of epistemic institutions 
and their role in democracy.

Epistemic Rights: The Concept

The common conclusion of many reports, applying different indicators, 
is that democracy is in decline in Europe and globally. Even in countries 
with a long history of democratic development, neo-authoritarian ten-
dencies have increased (see V-Dem Institute, 2021; Freedom House, 
2022). This observation has been made in several countries worldwide 
where governments exert control over the media, restrict the movement 
of people, and even interfere with the autonomy of the independent judi-
ciary. These characteristics are seen in autocracies on all continents, but 
political forces that support and promote similar goals have gained 
increasing support even in countries not governed by an authoritarian 
regime. Their influence has led other parties to emulate their policies, as 
can be particularly seen in hardened negative attitudes to immigration 
around Europe.

The symptoms of this right-wing protest should not be confused with 
its sources. Anti-elitism and decreased trust in authorities are symptoms of 
much deeper social problems, not sources of populist protest. The use of 
social media to spread hate speech and disinformation is also a symptom, 
rather than a source, of racism and intolerance against minorities, although 
it obviously exacerbates the problem. Lessons drawn from around the 
world, not least from the United States under the Trump administration, 
have taught us that the fundamental basis of distrust and populist mobili-
sation is people’s deep sense of social injustice resulting from their experi-
ence of increasing inequality and deepening class divisions.

Modern neo-authoritarianism appears to be the result of two opposing 
forces. On the one hand, it is a product of right-wing populist movements 
that use liberal democracy to challenge the rule of the political, economic, 
and cultural elites, whom they see as their enemies. On the other hand, it 
is also the product of political and economic elites who see the populist 
challenge as threatening the systemic balance that works in their favour. 
Instead of addressing this problem, the elites attempt to contain populist 
protests. Even in the liberal democratic Nordic countries in Europe, 
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known as social welfare states, the elites do this by complying with some 
of the populist parties’ demands, such as introducing anti-immigration 
policies (Denmark), blocking populists’ path to power, often by forging 
coalitions against populist parties (Sweden), and restricting their public 
appearances, thereby minimising their media presence (Sweden) (Milne, 
2015; Berman, 2021; Peker, 2021).

There is widespread concern about the state of democracy today. 
Various analyses and proposals have approached this issue differently (e.g., 
Merke, 2014; Przeworski, 2019; Fitzi et al., 2020; Crouch, 2020; Kriesi, 
2020; Anderson & Rainie, 2020). When thinking of potential solutions to 
the malaise of democracy, it is helpful to remember that liberal democracy 
as a political system is always based on a paradox. In elections, people are 
free to award a majority to parties which promote illiberal and anti-
democratic policies. We must ask ourselves what is wrong with the 
European model of liberal democracy today. One possible answer lies in 
epistemic inequality, which concerns the widening gap in information, 
knowledge, and understanding between the elites and the majority of the 
population. This gap has produced two opposing regimes of information, 
knowledge, and truth: one that is owned and interpreted by the elites and 
the other that is labelled mis- and disinformation, fake news, and alterna-
tive truths, owned by disgruntled and disenfranchised members of society.

In contrast to the early optimism attached to the ‘digital revolution’, 
which appeared to promise virtual democracy and open access to informa-
tion and knowledge (e.g., Negroponte, 1995; Dertouzos & Gates, 1998), 
epistemic inequalities appear to be growing in more digitalised societies 
(Norris, 2001; McChesney, 2013; van Dijk, 2020). There are more infor-
mation channels than ever (including an assortment of television and radio 
channels and a growing number of social media platforms). Still, there is 
less control over the truthfulness and honesty of their offerings than there 
was over pre-digital media. With the advance of social media platforms 
comes ever less accountability for the content which is freely available on 
them. Despite the vast amount of information available through various 
media sources, the number of central information gatekeepers has 
decreased due to media and communication ownership concentration. 
The power of bottleneck controllers, who regulate our supply of daily 
information, knowledge, and truths, is greater than ever. For example, 
when Elon Musk bought Twitter in autumn 2022, he started immediately 
to change its terms of use to follow his free speech absolutism, that is, 
removing restrictions on disinformation and hate speech (Frenkel & 
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Conger, 2022; Glozer et al., 2022). The CEO and biggest shareholder of 
Meta (previously Facebook), Mark Zuckerberg, has been charged numer-
ous times over breaches of Facebook users’ privacy (see Rushe & Milmo, 
2022; Dataconomy, 2022). More examples of digital platforms’ misuse of 
their power and clearly illegal activities are easy to find.

What is required to be an informed and active member of society today 
is different from what was needed 20 or even 10 years ago. Through digi-
talisation and globalisation, our everyday environment has changed pro-
foundly. With mounting global problems—climate change, terrorism, 
political tensions between big countries, etc.—our lives have become more 
complex and unpredictable in many ways. The role of experts and special-
ists in interpreting and translating the world around us has increased enor-
mously (Nguyen, 2020; Hardwig, 1985; Kutrovátz, 2010). When making 
choices that affect our lives and the lives of other members of society, we 
must trust specialists on issues such as climate change, national and global 
economies, and domestic and international security. We usually do so 
without judging the truthfulness of their information and knowledge and 
the full consequences of our choices.

It thus follows that for democracy to adhere to its normative principles, 
citizens must have fundamental epistemic rights related to knowledge and 
understanding. These include:

•	 Equality in access to and availability of all relevant and truthful infor-
mation that concerns issues of will formation and decision-making,

•	 Equality in obtaining competence in critically assessing and applying 
knowledge for citizens’ own good as well as for the public good,

•	 Equality in public deliberation about will formation and decision-
making in matters of public interest,

•	 Equal freedom from external influence and pressure when mak-
ing choices.

As a concept, epistemic rights are not new. Social philosophers have 
traditionally applied them in relation to the justification of beliefs (see 
Dretske, 2000; Wenar, 2003; Watson, 2018, pp. 89–91). More recently, 
Zuboff (2019) adopted the concept of people’s right to privacy and per-
sonal information, and Risse proposed the concept of epistemic actorhood 
in the datafied society, which can only be realised through epistemic rights 
(Risse, 2021). In this chapter, epistemic rights are understood more 
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widely, following the definition given by Watson (2018, p. 91; see also 
2021, pp. 47–64):

As well as the right to an informed medical diagnosis, you have rights to 
information about the food you eat, the products you buy, your child’s edu-
cation, the conditions of your employment, your mortgage, your taxes, and 
so on. You have a right to know how much interest you are being charged 
on your credit card. You have a right to understand the details of any legal 
contract that you sign. You have the right not to incriminate yourself in a 
court of law and the right to remain silent. Talk of epistemic rights, while 
not in general talked of as epistemic rights, is commonplace.

Thus, epistemic rights are about knowledge—not only about being 
informed, but also about being informed truthfully, understanding the 
relevance of information, and acting on its basis for the benefit of oneself 
and society as a whole. The role of epistemic institutions is crucial: we have 
a right to assume that the primary providers of societal information—the 
media, the education system, public authorities—work for the public good 
and serve us with truthful information and knowledge. Although institu-
tions and practices of media and communication are not the only parts of 
our ‘epistemic ecosystem’, they are one of its most visible and significant 
parts. However, they must not hinder us from looking for the deep struc-
tures that create, sustain, and reproduce everything we understand as ‘the 
Truth’—everything that makes our social and cultural being.

The notion of epistemic rights, as developed here, is indebted to Jürgen 
Habermas’ (2006, 2009) work on deliberation and his discussion on its 
epistemic dimension, which is fundamental to democracy. In this respect, 
the notion is also broader: it covers more areas of social action than the 
more commonly adopted concept of communication rights, which often 
focuses narrowly on media and communication functions. I will discuss 
communication rights in the following section.

From Communication Rights to Epistemic Rights

The legitimacy of (liberal) democracy as a political system rests on the 
promise of its citizens being equal in their will formation and decision-
making, including equality in the availability of information and knowl-
edge. However, this premise is not enough in today’s increasingly complex 
world. There must also be equality in understanding the real consequences 
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of our choices, which, in practice, means asking questions such as the fol-
lowing: Were American voters conscious of the potential consequences of 
voting for Trump in 2016? Were voters in the United Kingdom fully aware 
of the possible implications of Brexit in 2016? Did the Hungarian elector-
ate understand the consequences of their actions when they voted for 
increased isolation from the rest of Europe in 2022?

It is important to note that although the role of the media in society is 
crucial, they do not comprise the only institution that provides us with 
knowledge, information, understanding, and truth. The primary sources 
for these are family, formal education and other forms of socialisation, and 
learning to cope in society and culture (Dehghan, 2011; Wiseman et al., 
2011; Karpov, 2016). The role of the media is to update us daily about the 
outside world, providing information, orientation, entertainment, social 
connections, and a platform for self-expression. Media can do this only 
when we have a valid reference basis offered by education and overall 
socialisation, which is necessary to understand any media content.

Traditionally, the requirements for epistemic rights in relation to the 
media, in particular, have been debated and campaigned for under banners 
such as the freedom of the press, communication rights, media education 
and media literacy, and cultural rights. These issues and campaigns are 
more or less directly based on the Universal Declaration of Human Rights 
(UDHR) of the United Nations XE "United Nations" (1948) and the 
numerous international agreements which followed from it. (For further 
elaboration, see also Communication Rights in Information Society 
(CRIS) Campaign (2005, pp. 41–43).)

As mentioned above, several campaigns and movements have pursued 
similar goals that we call epistemic rights. One of the most influential is the 
campaign for communication rights, which has been ongoing for more 
than 50 years. In the following sections, I will discuss its trajectory and 
reflect on it from the viewpoint of epistemic rights developed above.

Three Phases of the Communication 
Rights Movement

The history of the communication rights campaign has three phases: 
1970s–1980s, in connection with UNESCO’s New World Information 
and Communication Order (NWICO); 1990s–2000s, in connection with 
the World Summit on Information Society (WSIS); and 2010–present, a 
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period marked by regulatory challenges concerning the internet and 
global media platforms.

The New World Information and Communication Order

The contemporary academic discussion of communication rights started 
in the 1970s. At that time, the discourse was closely connected to the rise 
of the global anti-colonial movement, as several countries, mainly African 
and Asian, fought for their independence. An influential body in this cam-
paign was a group of non-aligned countries organised under the Non-
aligned Movement (NAM; Milan & Padovani, 2014; CRIS Campaign, 
2005). Many academic scholars sided with the group’s proposal to rectify 
the uneven distribution of global resources between the developed coun-
tries of the Global North and the developing countries of the Global 
South (Padovani & Nordenstreng, 2005). This asymmetry was felt 
strongly in the media and communication sector, which was dominated 
not only technically, but also culturally and professionally, by Western 
countries, particularly the United States. A significant milestone in this 
development was UNESCO’s 1980 resolution on the New World 
Information and Communication Order (NWICO), which was based on 
extensive preparatory work in the form of the so-called MacBride Report 
commissioned by UNESCO in 1977 (Padovani, 2015).

Although the resolution was unanimously adopted by UNESCO, in 
the Cold War environment two major Western countries—the United 
States and the United Kingdom—strongly resisted the idea of the 
NWICO. They saw it as ‘a potential threat to their cultural industries’ 
global opportunities, and an attack on the doctrine of the free flow of 
information, their basic normative reference’ (Padovani, 2015, p. 2).

Reflecting the realities of the Cold War era, the NWICO was adopted 
by the majority of UNESCO’s member countries as an instrument in the 
ideological and political battle between the Cold War blocs—the United 
States and the Soviet Union and their respective allies—much to the detri-
ment of the NAM countries. As Padovani (2015, p. 2) remarks, ‘the USSR 
took advantage of the situation to promote state control over information 
flows and reduce the capacity of communication satellites to interfere with 
Soviet-bloc media control’. This historical context rendered the NWICO 
relatively short-lived as a political and intellectual movement, although it 
continued for some years in conferences and publications.
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Considering the ideological and political atmosphere in the early 1980s, 
it might not be fair to say that one of the weaknesses of the NWICO was 
its limitation to the sphere of media and communication, leaving other 
aspects of epistemic rights to other areas. However, its fate illustrates the 
global power imbalance in media and communication even today, where 
only a few companies have a practical monopoly or semi-monopoly of the 
worldwide communication network.

Towards the World Summit on Information Society

During the 1980s and 1990s, the claim to communication rights found 
new ground, gaining impetus from grassroots movements rather than 
governments and international organisations. These movements origi-
nated from community media initiatives in several countries in both the 
Global South and North on behalf of groups and communities that were 
not otherwise heard through the mainstream media. A crucial connecting 
factor between these two fronts was the fight for gender equality in the 
media. Another common source of mobilisation was that these move-
ments were a reaction to neoliberal policy and the deregulation of media 
and communication.

The culmination of this renewed communication rights movement was 
the World Summit on Information Society (WSIS) in Geneva in 2003 and 
Tunis in 2005, organised not by UNESCO but by the ITU, reflecting the 
diminished international status of UNESCO. In addition to the two tradi-
tional stakeholders, governments and the private sector, civil society 
organisations were invited to the WSIS as the third main stakeholder. 
Participants at the Tunis summit included 1500 delegates from interna-
tional organisations, 6200 from civil society organisations, and 4800 from 
the private sector (UN General Assembly, 2006).

The first part of the WSIS, held in Geneva in 2003, focused on ques-
tions related to the implications of the digitalisation of information and 
communication. Unfortunately for the critical scholarly community, the 
event was hijacked by the combined forces of governments and the private 
sector, accentuated by the fact that several industry lobbying organisations 
secretly participated as civil society representatives and thus gained influ-
ence through two stakeholder platforms. The main issue discussed at the 
WSIS was internet governance. A compromise was achieved at the second 
WSIS conference in Tunis in 2005  in the Internet Governance Forum, 
which was formally established in 2006.
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Scholars observed a noticeable gap between the academic and activist 
generations of the NWICO and WSIS. Referring to NWICO, Padovani 
and Nordenstreng (2005, pp.  264–265) stated that ‘an awareness on 
[NWICO’s] relevance to contemporary communication debates is 
restricted to a narrow sphere of academia and some non-governmental 
organizations’, which led to the WSIS developing ‘in the absence of any 
historical perspective’.

However, the high mobilisation of civil society movements before and 
during the WSIS did not last long. The central framework for coordinat-
ing civil society networks was a loose organisation called the Communication 
Rights in Information Society (CRIS). After publishing a highly relevant 
document titled Assessing Communication Rights: A Handbook (CRIS 
Campaign, 2005), CRIS rapidly lost its dynamism, and it vanished in just 
a few years. A central global organisation that still exists and carries on the 
traditions of both the NWICO and WSIS is the Centre for Communication 
Rights, established and managed by the World Association of Christian 
Communication (WACC). (See also Indymedia, 2021; Kidd, 2011.)

From the viewpoint of epistemic rights, the problem with WSIS was 
that it narrowed the campaign both thematically and organisationally to 
pre-given frameworks and included embedded institutional power rela-
tions which civil society networks were not able to resist fully. Thus, 
despite the CRIS campaign presenting a well-developed analysis and pro-
gramme of action, which included many early elements paving the way for 
a conceptualisation of epistemic rights, the momentum was not yet there 
(see CRIS Campaign, 2005).

After the Geneva and Tunis Conferences

After the WSIS, the communication rights movement experienced a pro-
longed period of reflection. Activities were mainly restricted to local and 
regional campaigns and initiatives and academic reflections in the after-
math of WSIS. Around the same time, in the 2010s, the implications of 
the rapidly advancing digitalisation of media and communication started 
to gain wider international attention.

The changes brought about by digitalisation and the rise of the internet 
were already evident by 2010, when issues such as the right of access to 
computers, software, and networks, freedom of expression in online envi-
ronments, and protection of privacy arose in public discussion (Electronic 
Frontier Foundation, 2021). However, although the increasing power 
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and influence of the global media and communication intermediaries (the 
telecom industry and social media platforms) were recognised and 
accounted for, the extent of the transformation that has taken place in the 
global media and communication environment and its full effects were 
impossible to predict or prepare for.

In the aftermath of the Global Financial Crisis of 2008 and 2009, the 
rapid expansion of digital intermediaries profoundly transformed the 
global media and communication environment and ecosystem. Both civil 
society organisations and policymakers have subsequently debated various 
aspects of this evolution (see, e.g., Ambrose & Ausloos, 2013; EC, 2019; 
BEREC, 2022). However, many crucial questions remain only partially 
addressed. These include the democratic global regulation of the internet, 
the control of the algorithmisation of our everyday media and communi-
cation environment, increasing digital surveillance of citizens and targeted 
political and commercial advertising,; the increasing filtering of citizens’ 
voices through the software and platforms of the ‘Big Five’ tech compa-
nies (Google, Amazon, Facebook Apple, and Microsoft, or GAFAM), and 
the unchecked economic power of telecoms and platforms. Although 
often treated as separate political issues, these topics are central to the 
enactment of epistemic rights.

Digital Rights?

In response to the significant transformations discussed above, the demand 
for digital rights gained increasing attention in the mid-2010s (Karppinen 
& Puukko, 2020; Mathiesen, 2014; Maréchal, 2015; Soh et  al., 2018; 
Finck & Moscon, 2019; Digital Freedom Fund, 2021). Some commenta-
tors view the digital rights movement as a continuation of previous gen-
erations of communication rights movements (Soh et al., 2018). Others 
see an entirely new category of rights, representing the fourth generation 
of human rights, because of the significant changes brought about by digi-
talisation (Karppinen & Puukko, 2020). However, many digital rights 
protagonists do not see their activities as having any relation to previous 
rights movements but see themselves instead as pioneers of a new digital 
frontier.

On the basis of the declarations and policy documents of a number of 
global movements and organisations, Karppinen and Puukko (2020) dis-
tinguished four different discourses on digital rights: (1) digital rights as 
the protection of negative liberties. This discourse covers issues from 
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privacy and state surveillance to traditional free expression anti-censorship 
activism; (2) positive rights and state obligations. In this discourse, digital 
media are perceived as a potential instrument for the realisation and pro-
motion of human rights more generally, even to the point of asking if 
access to the internet should be seen as a human right in itself; (3) digital 
rights as a vehicle of ‘informational justice’. In this discourse, rights are 
broadly conceived as a vehicle of informational justice. Digital media are 
seen ‘as tools that enable the promotion of broader human rights-related 
goals’ (Karppinen & Puukko, 2020, p. 317); and (4) rights and business: 
affordances provided by platforms. Digital rights are here seen as ‘entitle-
ments provided by platforms or digital intermediaries, such as Facebook 
or Google’ (Karppinen & Puukko, 2020, p. 319).

On the basis of Karppinen and Puukko’s analysis, discourses on digital 
rights appear to be characterised by technological determinism. Broader 
issues about power in societies are seen through a narrow vantage point of 
digital technology and its social and cultural potential. Connections to 
previous movements on communication rights and the epistemic dimen-
sions that they offer are mostly missing.

Lessons Learned from Past Movements

Several lessons can be learned from the three generations of communica-
tion rights movements discussed above.

The first-generation movement for communication rights (NWICO) 
was shaped by two intertwining factors: the global power balance of the 
Cold War and the anti-colonial struggles of newly independent countries 
in the Global South. It was a state-centred movement formed under the 
umbrella of the UN and other intergovernmental organisations. It aimed 
to work and have influence within the established structures of communi-
cation and information policy and regulation. Although the fundamental 
ethos and critical analysis of the movement were valid at the time, it rep-
resented a top-down approach where the acting subjects were states and 
governments, not citizens and civil society actors. Its legacy faded when 
the Cold War ended and the Global South encountered new challenges, 
such as economic globalisation. However, in offering a global and theo-
retically developed platform for critically campaigning on issues related to 
epistemic rights, the NWICO was a vital predecessor of the epistemic 
rights campaign.
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The second-generation movement (WSIS) consisted of smaller local 
movements and a more comprehensive global network of activists who 
saw communication rights as a part of a broader mobilisation for social 
justice and collective and communal control of media and communica-
tion. The movement’s strength grew through grassroots civil society 
movements and their connecting networks that aimed to establish regional 
and global networks between local campaigns to raise the issues and claims 
of communication justice in political arenas. At the same time, the frag-
mented nature of the movement made it vulnerable, as the networks and 
local movements lacked solid institutional structures. Moreover, the WSIS 
made it apparent that the campaign, with its weak system, had become 
overwhelmed by the rapid development of new media powers—no longer 
states and governments, but global mono- and oligopolies (for a synthesis 
of these developments by the mid-2010s, see Padovani and Calabrese 
(2014)). However, from the viewpoint of epistemic rights, it seems that 
the whole legacy of the WSIS civil society movement has not been recog-
nised, as the still very topical communication rights handbook issued by 
the CRIS Campaign (2005) exemplifies.

Developments since the WSIS make it challenging to discuss the com-
munication rights movement as a single entity. Despite differences in 
emphasis between the first and second generations, the generations shared 
a common normative platform about the importance of democratic media 
policy and regulation and the state’s role in guaranteeing communication 
rights to all. However, the new generation of digital rights does not have 
a common allegiance. Instead, it seems to be divided between different 
normative platforms; some share the democratic ethos of previous genera-
tions, while others promote individual and libertarian positions against all 
collectivist forms of organisation. For them, digital rights are individual 
rights, covering demands from open software to the freedom of cyber-
space, where neither states nor private-sector intermediaries should have 
dominance (EDRi, 2021; Electronic Frontier Foundation, 2021; Internet 
Rights and Principles Coalition, 2021; for an analysis, see Milan & 
Padovani, 2014, p. 30).

Based on the analysis above, today’s communication rights movement 
might be overly fragmented, making it unlikely that enough common 
ground can be found to mount a coordinated campaign. The different 
factions of the communication rights movement emphasise various issues, 
including:

  H. NIEMINEN
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•	 How do we define the core rights that need to be protected and their 
subjects or claimants? Are the rights only individual, or do they 
belong to groups and communities?

•	 To whom should the claims for rights be addressed: governments, 
international organisations, private companies, or civil soci-
ety networks?

•	 How should media and communication be governed? What should 
be the relationship between law-based, self-regulatory, and co-
regulatory instruments? What role should global, regional, and 
national bodies play in relation to one another?

•	 A common question: how do we define the sources and reasons for 
inequalities in information and communication, blocking the actuali-
sation of communication rights? (For more, see Philip M. Napoli’s 
Chap. 4 in this volume).

By linking the problems of information and communication to a wider 
societal context and to the present predicaments of other epistemic insti-
tutions (education, public services, cultural institutions, etc.), the concept 
of epistemic rights might offer the common ground we lack and help in 
overcoming the divisions.

Conclusion

In this chapter, I have advocated the concept of epistemic rights as a rem-
edy for the condition of liberal democracy. I have argued that one of the 
main obstacles to democracy today is epistemic inequality. Citizens are not 
equally informed and do not share the same level of knowledge about the 
consequences of their choices. This fact can be seen in parliamentary or 
local elections. For example, during the Brexit referendum in the United 
Kingdom in 2016, so much mis- and disinformation was circulated that, 
for an average citizen, a fully informed choice was nearly impossible. The 
mainstream media played a large part in this campaign (Watson, 2018).

The question is whether we can develop social and cultural institutions 
in our everyday lives that support epistemic equality in today’s circum-
stances. Considering the current neo-authoritarian and anti-democratic 
trends analysed above, doing so appears to be an uphill battle. However, if 
we are serious about defending democracy and willing to make an effort 
to do so, the concept of epistemic rights offers a platform that addresses 
the core of liberal democracy: citizens’ equality in will formation and 
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decision-making. At its heart, democracy is about making choices between 
alternative ways of acting. Equality in will formation is possible only if citi-
zens have equal availability of truthful information and knowledge and 
equal opportunity to understand why a choice is necessary and what the 
potential alternatives, conditions, and consequences are.

Having reviewed the three generations of communication rights move-
ments, I concluded that it is not enough to speak about communication 
rights in today’s increasingly complex world and concentrate only on the 
media as the leading institution that should right the wrongs. Instead, all 
epistemic institutions—institutions dealing with knowledge, information, 
understanding, and truth—must be brought into the analysis. These 
include education systems, libraries, different cultural institutions (e.g., 
museums and theatres), and public services, all of which form, dissemi-
nate, and reproduce our daily normality and represent social and cultural 
continuity and stability.

The media, undoubtedly, are among the significant ‘influencers’ in our 
everyday life, acting as an ‘epistemic authority’ (Watson, 2018, p. 99) by 
regularly updating our daily connection to the world. The crucial discrep-
ancy is that the mainstream media (newspapers, television, radio) as a cul-
tural and social form have historically been tied to a nation-forming and 
nation-serving framework, wanting to speak both to and for a single 
national audience (or audiences). However, the world is no longer organ-
ised in this manner. The more complex the global political, economic, and 
cultural environment becomes, the more strenuously the mainstream 
media attempt to ensure their epistemic authority based on a national 
symbolic framework. Naturally, the authority of the mainstream media can 
only be ensured as long as their traditional business model remains viable. 
The problem is, what will follow if or when the epistemic authority of the 
mainstream media finally fails? The signs of a possible outcome are already 
apparent and far from promising.
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CHAPTER 3

On the Need to Revalue Old Radical 
Imaginaries to Assert Epistemic Media 

and Communication Rights Today

Bart Cammaerts

Introduction

From their inception, the production and the distribution of information 
and content through print, broadcasting, as well as communication infra-
structures such as postal services, the telegraph, telecommunication net-
works, long-distance cables, satellites, and today the Internet have always 
been the target of pro-active as well as re-active and direct as well as indirect 
regulatory interventions due to their positive but also potentially harmful 
impacts on the economy, society, and democracy. While many of these 
interventions were accompanied and influenced by moral panics or in ‘the 
national interest’, they were also co-shaped by radical imaginaries of hope, 
the public interest, and democratic values (Calabrese & Burgelman, 1999).
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These radical imaginaries with regard to media and communications, 
while supported and embodied by civil society, required state actors to 
intervene, to own, to enable, and/or to design robust institutions capable 
of regulating specific sectors, to vote laws to protect social and cultural 
objectives, to enforce standards, etc. However, as implied above, many 
states appropriated these imaginaries not only with a view of serving the 
public good but also to control and enhance the state security apparatus as 
well as promote (certain) moral virtues.1 When it came to media and com-
munication sectors, state interventions also arguably led to a paternalistic 
overstretch in many countries, which in turn fed the neoliberal push-back 
against any form of public intervention. Over time, it has come to be seen 
near-impossible to properly regulate and forcefully intervene in the media 
and communication industries (partly also because of the highly influential 
lobbying power these industries have). In order to turn this around, there 
is an urgent need to rejuvenate older—pre-neoliberal—radical imaginar-
ies, precisely because they still provide solid ethical justifications for eman-
cipatory and democratic public interventions in media and communication 
industries.

First, the notion of a radical imaginary will be unpacked. Subsequently, 
these will be applied to some of the media and communication policies 
deployed in Western countries prior to the neoliberal hegemony. In the 
conclusion, a reflection will be offered on the implications of these old 
radical imaginaries for democratic and social regulatory interventions in a 
digital age.

Liberal and Socialist Radical Social Imaginaries

The idea and concept of a social imaginary emerged as a reaction against 
an overbearing centrality of rationalism and the rigid Marxist distinction 
between objective and false consciousness when it comes to articulating 
ideology. The idea of the imaginary also foregrounded the importance of 
collective cognitive processes, of meta-narratives, the role of human cre-
ativity, and the formative and constitutive nature of the imaginary (Taylor, 
2003). Social imaginary significations, as Castoriadis (1987, p. 143) put it, 

1 This is, however, not the focus of this chapter, which is more on justifications for eman-
cipatory public interventions, rather than repressive and security concerns. It is, however, 
important to acknowledge that these reactionary imaginaries ran in parallel to the radical 
ones discussed in this chapter.
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should be understood as ‘the organizing patterns that are the conditions 
for the representability of everything that the society can give to itself ’. 
They are an ‘horizon [that] structures a field of intelligibility’ (Laclau, 
1990, p. 94).

The two main radical imaginaries that can be identified in the context 
of media and communication (but also beyond that) are a liberal and a 
socialist one.2 They each have different premises, meta-narratives, and 
value systems, but as we will see, at times they colluded vis-à-vis certain 
types of public interventions. In what follows, the socialist and liberal radi-
cal imaginary will be historicised first, after which a set of public interven-
tions inspired by both imaginaries will be analysed at the level of (1) 
ownership, (2) access, (3) media content, and (4) communication 
infrastructures.

The Liberal Radical Imaginary

From its very inception, liberalism was radical and revolutionary as it 
sought to curtail, erode, and ultimately overthrow the divine and ‘old’ 
power bases of both the clergy and nobility. Liberalism was, as Croce 
(1997, p. 28) ascertains, ‘a perpetual motion, an increasing growth and 
progress’ and thus inherently imperfect, always in flux. Liberalism’s origin 
is, for instance, distinct when we compare a continental to an Anglo-Saxon 
version of liberalism. Whereas in the latter, the idea of natural liberty and 
laissez-faire economic freedoms were advocated, in the former civic rights 
and liberties as well as the importance of a social and constitutional con-
tract were positioned more centrally. When it comes to printed media, the 
European civic republican conception, imbued with Enlightenment ideals 
and partly serving as inspiration for the French revolution of 1789, is as 
interesting to unpack as is the Adam Smith-inspired British tradition of 
procedural liberalism.

This is because, contrary to common belief, the individualism inherent 
to Anglo-Saxon economic liberalism was always counter-balanced by a 
narrative of societal—civic—duties, of social cohesion and above all guided 
by conceptions of social justice and ethical values, which were quintessen-
tial as they had to replace the divine justification of the absolute powers of 

2 In doing so, I am aware that I am in fact re-ideologising the imaginary, but ideologically 
inspired imaginaries do shape policies and inform the justifications given for them.
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king and church (Rosenblatt, 2018).3 The general welfare of the commu-
nity and civic participation was heralded as of primordial importance. 
Some twenty-five years before he published The Wealth of Nations, Adam 
Smith wrote that it is the duty of all citizens ‘to promote, by every means 
in his power, the welfare of the whole society of his fellow-citizens’ (Smith, 
1759, pp. vi, ii 3.3).4

Liberality, as in ‘acts of kindness to others’ (Hutcheson, 1747, p. 94), 
has traditionally been a central aspect of the radical liberal imaginary. This 
idea became most pronounced within French-inspired American ‘new’ 
liberalism, which stood for ‘liberality and generosity, especially of mind 
and character’ (Dewey, 1940, 252ff). Interventions by the State were, 
however, not only justified through social goals, ethical concerns, gener-
osity, or the public interest, but also by a ‘making capitalism work’ frame. 
This is an inherent tension within liberalism, as Adam Smith had a deep 
worry for the dangers of the concentration of wealth and rejected oligopo-
listic and anti-competitive behaviour (Boucoyannis, 2013).

In line with this, liberalism is also fundamentally pluralist. Rawls (1997, 
p. 52) argued that ‘liberalism assumes that it is a characteristic feature of a 
free democratic culture that a plurality of conflicting and incommensura-
ble conceptions of the good are affirmed by its citizens’. Central in this 
regard was an emphasis on tolerance, above all religious tolerance, and 
linked to this valuing minority positions and protecting against the tyr-
anny of the majority (Mill, 1859). However, as Habermas (1989) high-
lighted in his account of the transformation of the public sphere, 
disagreement and debate regarding these conflicting conceptions had to 
be conducted in a rational and civilised manner, and with respect towards 
other persuasions and points of views.5

This was tied to a strong emphasis on freedom of speech and of the 
press within liberal thought. While obviously interlinked, these two are 
not commensurate. Whereas freedom of speech is very much tied to an 
individual civic right, enshrined in all liberal constitutions, freedom of the 

3 Rosenblatt (2018) also exposes in exemplary fashion that besides a progressive side, lib-
eralism also had a dark side, which was very sexist, racist, pro-colonisation, classist, and in 
favour of competitive elitism.

4 Here too, it has to be clear that at that time ideas concerning full citizenship rights and 
the idea of representation and democracy were still very much the exclusive domain of land-
owning and tax-paying men.

5 Views expressed and deemed to be situated outside of the rational ‘marketplace of ideas’ 
were, however, excluded from the liberal public sphere.
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press aligns more with views regarding the functioning of liberal democ-
racy itself and was also linked to the idea of the separation of powers, as 
foregrounded by John Locke and later also by Montesquieu. Democracy 
requires checks and balances, whereby the main role of the press was seen 
to be the watchdog of the powers that be (Christians et al., 2009, p. 51).

Finally, while a deep-seated (competitive) elitism and the related fear of 
the irrational masses was central to liberal thinking, so was an emphasis on 
self-realisation, on education and embetterment, on the Enlightenment 
ideals. Inspired by the ideas of Montesquieu and Locke regarding the dif-
fusion of knowledge, Jefferson wrote in his Bill for the More General 
Diffusion of Knowledge (1779) that ‘the most effectual means of prevent-
ing [tyranny] would be, to illuminate, as far as practicable, the minds of 
the people at large’.

The Socialist Radical Imaginary

The socialist radical imaginary also has many strands and factions. Here I 
will focus on a more centralist statist imaginary and an anarchist federalist 
imaginary. Just as within liberalism, one of the main points of contention 
within the socialist radical imaginary is also related to the role of the state, 
but within the socialist radical imaginary this translates to a top-down/
hierarchical versus a bottom-up/horizontal disposition as shown in the 
conflict between Marx and Bakunin. At the same time, they are also not 
entirely juxtaposed to each other, as Marx’s end-game, so to speak, was a 
communist society, making the state obsolete (Schonfeld, 1971).

In both socialist traditions though the liberal sacrosanct of private 
property is contested. The collectivisation of the means of production and 
public ownership of land, property, and resources by local communities 
and/or the state were seen as a central tool to realise a more equal, fairer, 
and equitable alternative to absolutist as well as bourgeois capitalist rule. 
Nationalisation became an important tool to achieve this radical imaginary 
(Fawcett, 1883), but also local and often small-scale cooperatives, operat-
ing on the principles of mutual aid were deemed important (Kropotkin, 
1903). This can of course also be expanded to the idea of the commons or 
the various collective resources at the disposal of a community.

What centralists and autonomous socialists also agreed on is the need to 
expand social justice beyond ‘acts of kindness’ and the notion of ‘fairness’ 
in liberal articulations. While many Marxists were highly critical of Rawls’ 
theory of justice and rejected the notion of justice and rights as bourgeois 
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ideology (Peffer, 1990, p.  368), ideas of social and moral justice were 
central to socialist politics within democracies and served to justify redis-
tributive justice and the establishment of the welfare state (Esping-
Andersen, 1990).

Given the long exclusion of working-class people from the liberal dem-
ocratic process, it is unsurprising that the relationship between the socialist 
radical imaginary and liberal democracy is characterised by ambiguity. 
Marx and Engels saw ‘the transition to proletariat government as taking 
place under the democratic rule of the petty bourgeoisie’ (Schonfeld, 
1971, p. 368), and especially universal suffrage and the right to organise 
were highlighted as strategic tools that could be turned against the bour-
geoisie. Ultimately, some privileged a dictatorship, led by an enlightened 
vanguard, to the detriment of the deepening and entrenching of radical 
democratic values. This was very much lamented by Rosa Luxemburg 
(1922, p.  52), who kept holding onto the utopian ideals of socialist 
democracy, whereby socialist struggles had to be won with ‘the active par-
ticipation of the masses; it must be under their direct influence, subjected 
to the control of complete public activity; it must arise out of the growing 
political training of the mass of the people’. In line with Luxemburg’s 
plea, the idea of the dictatorship of the proletariat should thus not be 
approached in terms of our contemporary understanding of dictatorship, 
but rather as a radical democratic project implying ‘mass participation in 
the institutions that direct society’ and ‘an overwhelming democratization 
of the state apparatus’, which would at the same time make the repressive 
state apparatus obsolete (Levine, 1988, p. 204).

In order to achieve this, self-emancipation from below was central to 
Marxism and socialism more broadly; ‘the proletariat can and must eman-
cipate itself ’, Marx and Engels ([1845] 2000, p. 149) wrote. From their 
perspective, this emancipation inevitably has a very strong material basis, 
but we can also discern a cultural dimension within the socialist radical 
imaginary. Working-class people had to be made conscience of their power 
and their own class interests; the masses had to be trained, as Luxemburg 
put it. Education, dialogue, and free communication were thus deemed 
central tools to achieve this ‘conscientization’ of the working classes and 
the broader subaltern (Freire, 1970, p. 128).
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Public Interventions in Media and Communication 
Inspired by Radical Imaginaries

In this section, a series of public interventions relating to media as well as 
communication infrastructures which were inspired by the two radical 
imaginaries outlined above will be addressed in more detail. Four distinct, 
but also to some extent inter-related, areas of public intervention can be 
discerned: (1) ownership of media organisations as well as communication 
infrastructures; (2) access to services, infrastructures, information, and 
knowledge; (3) the production and regulation of media content; and (4) 
interventions specific to communication infrastructures.

Ownership

Whereas the socialist radical imaginary considered private ownership as 
inherently problematic and favoured public or community-based owner-
ship models, the liberal radical imaginary tended to eschew public inter-
ventions as much as possible and especially at the level of private ownership. 
However, the liberal imaginary also acknowledged that market failure 
could occur and that this might, in certain circumstances, warrant the 
need for the state to intervene in one way or another.

If we take the example of postal and later on telecommunication infra-
structures, they were initially only profitable within urban contexts and in 
terms of facilitating inter-city connections. Amongst others as a result of 
such market failures, postal and telecommunication services in many 
European countries were nationalised, very much in line with the radical 
socialist imaginary (Millward, 2005). State ownership made it possible to 
ensure that the necessary investments were made to roll these services out 
to all households, including in rural areas, and crucially at the same tariffs 
as in urban centres. The liberal radical imaginary also justified the regula-
tion of natural monopolies in the public interest (Arnold, 2009).

Private ownership of media companies as well as communication infra-
structures was, however, also heavily regulated and by no means laissez-
faire. In this regard, we could refer to the limits in many countries on the 
maximum market share that one actor could own within one media and 
communication sector and strict rules were also put in place to minimise 
or ban altogether the cross-ownership across media and communication 
sectors (Baker, 2007). Concerns regarding the concentration of media 
ownership led to the Hutchins Commission (1947), emphasising the 
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social responsibility of the press. Besides this, antitrust regulation and 
competition law was used to legally enforce competition, for example, to 
break up the American Telephone and Telegraph Company (AT&T) in 
the U.S. (Teske, 1990).

In the context of broadcasting, the public service model emerged, espe-
cially in Europe (Harrison & Woods, 2001). Being publicly owned, Public 
Service  Broadcasters  (PBSs) were very much aligned with the socialist 
radical imaginary, but it also resonated with the radical liberal imaginary’s 
emphasis on social responsibility, cohesion, and its support for quality 
‘watchdog’ journalism.6 The socialist radical imaginary—especially its 
more anarchist or federalist incarnation—also supported another not-for-
profit form of media organisation besides PSB, namely, alternative, bot-
tom-up, democratic media, owned by the community or by those that 
produce the media content through cooperatives (Bailey et al., 2008).

Access

As mentioned above, the liberal imaginary also justified public interven-
tions to achieve similar outcomes than public ownership, but through 
market regulation of natural monopolies. In the U.S., privately owned 
telecommunication networks felt compelled to develop universal service 
provisions by cross-subsidising loss-making activities with profit-making 
ones, not only to increase access to communication infrastructures, but 
also to justify their private monopoly (Mueller, 1997).

Within the radical liberal imaginary, regulatory agencies were also 
implicated in setting tariffs for communication services (Sappington & 
Weisman, 2010), but at the same time there is also ample evidence of 
regulatory capture in this regard (Melody, 1997). Compared to the liberal 
radical imaginaries, interventions at the level of tariffs were more inspired 
by the socialist radical imaginary and in tune with social redistributive 
justice. This was achieved through public ownership and price caps; 
means-tested social tariffs were also introduced to reduce the costs even 
further for certain disadvantaged groups (Mitchell & Vogelsang, 1991).

Access is not only relevant in the context of infrastructures and services, 
but also with regard to knowledge and information as well as learning, 
which is deemed to be important in democratic terms for both the liberal 

6 Although it has to be noted that certainly at their inception, journalists working for PSBs 
were not necessarily known for their critical attitude to the government, to put it mildly.
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and the socialist radical imaginaries. The space and institution through 
which this was initially achieved was the public library (Black et al., 2009). 
These public institutions did not come out of nowhere, however, they 
were the result of public policies making sure that its presence and acces-
sibility in all parts of a city and country was guaranteed and that the neces-
sary funding was provided to realise this.

Another notion relevant to access to knowledge and information and 
straddling both the liberal and the socialist radical imaginary is the very 
concept of copyright, which in the first instance enabled the commodifica-
tion of knowledge and information. This is juxtaposed to the commons 
where access to information and knowledge is free. Whereas from a radical 
liberal imaginary copyright legislation could be seen to protect (intellec-
tual) property, at the same time from a more socialist radical imaginary 
copyright legislation could also be seen to protect the commons by a num-
ber of limitations and exceptions, the most important being fair use and 
the firm and irrevocable time limit on the commercial exploitation of 
copyrights (Meng, 2007).

Media Content

When it comes to media content, the main concern, especially from a lib-
eral radical imaginary, has to do with media pluralism and diversity of 
content. These two are not necessarily the same; you can have a high 
degree of media pluralism, for example, without a diversity of content, 
values, and perspectives (Murdock, 1982, p. 120). In any case, the liberal 
radical imaginary of the public sphere justified specific public interventions 
such as the antitrust regulations mentioned above, but also liberal laws 
protecting freedom of organisation and of the press.

Media pluralism and the freedom of the press was also favoured by the 
socialist radical imaginary, as it implied the right of alternative and workers-
led media to exist and operate legally, providing a counter-weight to the 
liberal and establishment press (Negt & Kluge, 1993). In some countries 
this also led to the development of specific programmes supporting a 
diversity of alternative media initiatives. In the 1970s and 1980s, the Arts 
Council of Great Britain and the Greater London Council funded various 
poster collectives (Baines, 2015) and in France and South-Belgium, part 
of the taxes on the advertising revenues of commercial radio stations were 
redistributed to community radio stations (Cammaerts, 2009). This is 
very much in line with the socialist radical imaginary, but the liberal radical 
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imaginary also justified support for less commercially viable content 
through PSBs, or financial support for investigative journalism projects, 
which were seen as democratically important from the normative perspec-
tive of the watchdog role (Christians et al., 2009).

Another prevalent rationale when it comes to public interventions at 
the level of media content was supporting and protecting local cultural 
content production capabilities. This was especially the case in European 
countries and at the EU level, using cultural and media policy to protect 
local artists and content producers against U.S. cultural imperialism and to 
mitigate the dominance of Hollywood (Murschetz et  al., 2018). State 
support for the (co-)production of media content for television or cinema, 
either directly (through subsidies) or indirectly (via tax shelters), is a poi-
gnant example of this. Besides this, some countries also imposed quota, 
for example, for playing local artists on radio stations or broadcasting 
locally produced television content.

What is, however, more contentious are public interventions in the 
context of journalism and news production. There are distinct differences 
in this regard between broadcasting and the press. The press tends to self-
regulate itself through deontological codes and professional bodies (e.g., 
the Independent Press Standards Organisation in the UK), whereas broad-
casting in many countries is regulated by parastatal regulatory agencies 
(e.g., Ofcom in the UK). According to the liberal radical imaginary, jour-
nalists are supposed to be impartial, fair, and balanced in their reporting 
(Christians et al., 2009), but journalism has been regulated more when it 
comes to broadcasting compared to the written press.

In many countries, the media (press as well as broadcasting) are also 
subject to specific rules when it comes to the period of elections, ensuring 
fair and balanced coverage of the different parties and programmes, so 
that citizens can make an informed choice (Lange & Ward, 2004). This 
liberal idea of fairness and impartiality was also central to the so-called 
fairness doctrine in the U.S., requiring broadcasters to report on issues of 
public interest and to do so in a manner that presents opposing viewpoints 
and perspectives. It was revoked by the Federal Communications Commi
ssion (FCC) in 1987 during the Reagan administration (Pickard, 2014).

Communication Infrastructures

The final cluster of public interventions are linked to the regulation of 
communication infrastructures. This is a hugely complex and above all 
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often quite technical policy area, but also here we can discern yet again a 
set of normative principles and value systems that underpinned the various 
public interventions.

One of the most important public interventions when it comes to pri-
vate communication infrastructures is the protection of privacy which 
stems from the idea that there should be a clear separation between the 
private and public sphere and linked to this a civic right to opacity. Both 
are central to the liberal radical imaginary (Squires, 1994). The secrecy of 
correspondence goes back to the emergence of the postal service and is 
enshrined in many liberal constitutions (Turner, 1918). In the U.S. it is 
derived from the 4th Amendment and a 1977 ruling from the Supreme 
Court asserting that ‘[n]o law of Congress can place in the hands of offi-
cials connected with the Postal Service any authority to invade the secrecy 
of letters’.7 This was subsequently expanded to the protection of private 
conversations held on telecommunication infrastructures (Ruiz, 1997).

As implied above, the regulation of communication infrastructures also 
has a technical side to it. Historically speaking, technological innovation in 
the context of media and communication tended to produce closed sys-
tems whereby one actor controlled and exploited infrastructure, software 
as well as hardware and as a result made it very difficult for competitors to 
emerge or exist. One solution to deal with this ‘winner take all’ tendency 
was, as discussed above, state ownership, but if and when competition was 
favoured, competition needed to be ‘manufactured’ through antitrust 
regulation.

Interconnection and interoperability between different communication 
networks or operating systems also did not emerge naturally, it had to be 
enforced through regulation (Weiser, 2009). Likewise, when competition 
was introduced in the EU mobile telephone sector in the 1990s, number 
portability when switching from one operator to another was achieved 
through regulation (Buehler et al., 2006). This was all very much in tune 
with the liberal radical imaginary and a set of values that pertain to pro-
tecting consumer rights.

At a bit of a stretch, but still, the socialist radical imaginary definitely also 
has its place in the context of technical regulation of communication infra-
structure. Values such as equality, non-discrimination, collectivism, as well 
as an anarchist-inspired anti-hierarchical disposition, formed the very basis 
of how the Internet was conceived, how it operated, but also how it was 

7 See https://caselaw.findlaw.com/us-supreme-court/96/727.html#733

3  ON THE NEED TO REVALUE OLD RADICAL IMAGINARIES TO ASSERT… 

https://caselaw.findlaw.com/us-supreme-court/96/727.html#733


42

initially used, especially by countercultures (Flichy, 2001). One of the many 
ways this is exemplified is through the principle of net neutrality, which 
implies that every bit is (more or less8) equal on the Internet. This principle 
had to be fought for, especially in the U.S. where it was the target of tech 
lobbies for decades. They won the plight in 2017 when the FCC ‘passed 
the Orwellian-sounding Restoring Internet Freedom Order, which elimi-
nated core net neutrality protections’ (Pickard & Berman, 2019, p. 40).

Conclusion

We find ourselves today at a crossroads whereby it is becoming more and 
more obvious to more and more people that public values and interests as 
well as democratic principles and rights in the context of media and com-
munication need to be re-asserted more forcefully. At the same time, a 
variety of harms to these values, principles, and rights, such as digital 
divides, surveillance, the propagation of disinformation and populism, oli-
gopolistic power, etc., need to be addressed urgently through new public 
interventions. As shown in the analysis above, both the liberal and the 
socialist radical imaginaries provide a wide range of historical precedents 
and rationales to justify and enact such interventions.

Reviving these imaginaries is thus a crucial and necessary first step in 
order to create a new horizon of the possible with regard to the nexus 
media, communication, democracy in a post neoliberal age. Both imagi-
naries inform and provide solid arguments for the acute debates we need 
to have as a democratic society about the concentration of media owner-
ship, the lack of diversity in media content, the role and nature of public 
service in a digital post-broadcasting world, more stringent and effective 
privacy protections, the social responsibility of (social) media, as well as 
the equal and open access to information, knowledge, and communica-
tion infrastructures.

Of course, it is evident that the liberal and socialist radical imaginaries 
often contradict each other, but in the realm of media and communication 
they have also operated conjunctly and at times shared similar concerns. 
As argued elsewhere, which values, rationales, justifications should pre-
vail—the radical liberal imaginary, the socialist radical imaginary, or indeed 

8 Some degree of variation exists in this regard in view of crisis situations and due to ‘rea-
sonable’ traffic management on the Internet (e.g., a streaming bit might get some degree of 
priority compared to an email bit).
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as has often been the case historically a combination of both—should be 
the object of a radical democratic debate in society with regard to the 
normative roles media and communication infrastructures/services should 
play in a strong democracy (Cammaerts & Mansell, 2020). This debate is 
urgent and highly needed, as inaction is increasingly dangerous and prob-
lematic in terms of eroding democracy and democratic values.
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CHAPTER 4

Epistemic Rights, Information Inequalities, 
and Public Policy

Philip M. Napoli

Introduction

As Hannu Nieminen’s chapter 2 in this volume emphasises, epistemic 
rights are about knowledge. They are about being informed, understand-
ing the relevance of information, and acting on this information in a way 
that benefits the individual and society. As with all rights, epistemic rights 
are fundamentally concerned with equality, with, in this case, equality 
related to the core inputs for being knowledgeable and informed decision-
makers in the democratic process. However, as with so many aspects of 
economic and political life, the sphere of information is plagued by a wide 
range of structural inequalities, in which fundamental and established 
aspects of how the news and information ecosystem is structured and 
operates systematically undermine the position and opportunities for tra-
ditionally marginalised groups.
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Building upon this notion of structural inequalities, this chapter zeroes 
in on what I term here information inequalities (or, in the vocabulary of 
this volume, epistemic divides)—fundamental characteristics and dynamics 
of our news and information ecosystem that systematically disadvantage 
some categories of news and information seekers over others. This chapter 
seeks to provide an overview of the various categories of information 
inequalities and to consider how they sometimes intersect, reinforce, and 
exacerbate one another. This chapter explores this catalogue of informa-
tion inequalities as sites for potential or ongoing policy intervention and 
so will also discuss attempted and potential policy interventions to address 
these information inequalities. In this regard, this chapter operates from 
the (certainly arguable) position that the acknowledged democratic threats 
inherent in government interventions into the structure and behaviour of 
the news and information ecosystem are, to some degree, now being 
approximated (or perhaps eclipsed) by the democratic threats inherent in 
government inaction. Many of the examples drawn upon in this chapter 
come from the U.S. context, though certainly have broader generalisabil-
ity. That being said, in some specific contexts, international and global 
examples will be brought to bear as well.

The sections that follow seek to provide a brief overview of a wide 
range of core information inequalities. Some of the information inequali-
ties discussed in this chapter are long-standing, such as disparities in media 
ownership, disparate valuations of different audience segments by adver-
tisers (and thus media organisations), and the digital divide. Others are 
more recent developments, emerging from (or being dramatically exacer-
bated by) our rapidly evolving digital media ecosystem. These more 
recently developing information inequalities include the rise of journalism 
divides, in which some types of communities are provided with much 
more robust journalism than others; algorithmic bias, which tends to neg-
atively affect some types of digital media users more than others; and the 
emerging disinformation divide, in which we see certain communities tar-
geted more aggressively with disinformation than others. Of course, as the 
new information inequalities can compound the effects of the old, the 
news and information ecosystem becomes that much more incapacitated 
in terms of equitably serving the needs of the entirety of all people and 
contributing to the effective functioning of the democratic process.

  P. M. NAPOLI
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Advertiser Valuations of Audiences

The fundamental economics of the media and information industries have 
long contributed to ingrained, inherently structural, information inequali-
ties. We see this foremost in the extent to which the media and informa-
tion sectors have relied heavily upon advertising revenues for their viability. 
The needs and interests of advertisers have, therefore, long served as a 
driving force in the provision of news and information. While the promi-
nence of advertiser support has worked against more fundamental inequal-
ities associated with disparate abilities to pay for news and information, it 
remains the case that inequalities also arise from the fact that advertisers 
have traditionally valued some audience segments more than others.

The audience marketplace, as I have written about elsewhere (Napoli, 
2003), possesses a number of characteristics that distinguish it from other 
types of product markets. From the standpoint of information inequali-
ties, the most significant of these is advertisers’ tendency to assign differ-
ent values to different audience segments. Traditionally, this has taken the 
form of differential valuations based on demographic characteristics (age, 
gender, race, etc.). However, as the audience marketplace has evolved, and 
as media have become more inherently interactive, differential valuations 
have been able to take form along various behavioural lines (e.g., with 
more ‘engaged’ audiences worth more; see Napoli, 2011). Certainly, 
there can be correlations between the demographic and the behavioural 
dimensions of media audiences. The key point here, however, is that these 
differential evaluations have ripple effects that impact the nature of the 
content that advertiser-supported media produce, which can lead to the 
kind of information inequalities that may merit policy intervention.

For instance, in the early 2000s, the U.S.  Federal Communications 
Commission (FCC) investigated the possibility that certain radio audience 
segments (notably Black and Latino listeners) were being systematically 
undervalued by advertisers, due in part to the media and advertising 
industries operating under inaccurate stereotypes about these categories of 
listeners (Ofori, 2001). The ramifications of such undervaluation are that 
content that serves the needs and interests of Black and Hispanic listeners 
will then be underproduced, creating a fundamental information inequal-
ity, in that being a member of a minority community translates into having 
disproportionately less content produced that addresses your needs and 
interests or at least less investment in the quality of the content that 
addresses your needs and interests (Napoli, 2003).
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In this case, some tangible policy actions were taken, with the FCC 
ultimately deciding in 2008 to prohibit broadcast licensees from entering 
into advertising contracts that included ‘no urban’ or ‘no Hispanic’ dic-
tates—that is, contracts in which advertisers provide explicit direction that 
Black and/or Hispanic audiences be avoided (note: the term ‘urban’ is 
often used in the U.S. radio industry in relation to Black listeners, as 
‘Urban’ is a recognised radio format label, and refers to programming that 
traditionally attracts Black listeners).

A more recent manifestation of information inequalities borne of dif-
ferential advertising valuations can be found in the role that targeted 
advertising has come to play in the operation of social media platforms. 
The demographic and behavioural targeting facilitated by social media 
quickly led to outcomes that attracted the attention of policymakers. For 
instance, in 2019 Facebook was charged by the U.S.  Department of 
Housing and Urban Development with restricting access to housing-
related ads based on criteria such as national origin, familial status, gender, 
and disability, in violation of the Fair Housing Act (Paul & Rana, 2019). 
Facebook (since rebranded Meta) ultimately reached a settlement that 
included disabling certain aspects of its audience targeting functionality 
within the context of housing advertisements (Feiner, 2022).

In both of these examples, the information inequalities arise from the 
dynamics of advertiser demand for audiences that are to some extent 
grounded in persistent prejudice and, to some extent, grounded in the 
degree to which a correlation unfortunately persists in the U.S. between 
income and ethnicity. Ultimately, as Hamilton and Morgan (2018, 
p. 2833) note in their economic analysis of the factors that lead lower-
income media audiences to have access to lower-quality news and informa-
tion, ‘Poor people get poor information, because income inequality 
generates information inequality. People with low incomes are less likely 
to be sought out by many advertisers […] This translates into less content 
meant to aid their decisions or tell their stories’.

Media Ownership

A key long-standing structural inequality in the news and information eco-
system has been the distribution of the ownership of media outlets. 
Concerns about ownership concentration have long been a defining ele-
ment of media policy (Napoli, 2001). Within the context of this chapter, 
the particular concern is the extent to which many traditionally 
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marginalised groups are not even close to proportionately represented 
within the ranks of owners of media outlets. This pattern can have ripple 
effects into areas such as content production and employee diversity 
(Napoli, 2001, 2011). As a recent report from a consortium of public 
interest organisations noted, ‘People of color comprise roughly 40 percent 
of the U.S. population, yet remain acutely underrepresented in main-
stream newsrooms that, consequently, often under-report or overlook 
issues of importance to their communities’ (American Economic Liberties 
Project et al., 2022, p. 1). Such patterns are likely to persist when there is 
a lack of diversity in the ownership ranks.

Media ownership matters, in terms of providing economic opportunity 
and opportunities for self-expression, but also in terms of helping bring to 
bear a greater diversity of ideas and viewpoints, in pursuit of a robust mar-
ketplace of ideas (Baker, 2007; Napoli, 2001). From an information 
inequalities standpoint, those sectors of the population that are not ade-
quately represented amongst the ranks of media owners are not only being 
disproportionately denied expressive opportunities, but also are less likely 
to be provided with news and information that addresses their particular 
needs and interests (Baker, 2007; Napoli, 2001). Moreover, through con-
strictions on media ownership, the entirety of the media audience is denied 
access to diverse ideas and viewpoints, creating blind spots that can per-
petuate existing biases and help to maintain existing structural inequalities.

We are seeing increased recognition of how these patterns of exclusion 
in the media ownership realm have had long-term negative repercussions 
for traditionally marginalised groups. In the wake of the George Floyd 
murder and the broader conversation about race and structural inequality 
in the U.S. that emerged in its wake, the news media have initiated self-
assessments, with some news outlets acknowledging their failures to serve 
their communities of colour, a failure that they attribute in part to woe-
fully inadequate diversity in their ownership, management, and staffing 
ranks (Fannin, 2020; Lowery, 2022; ‘Our Reckoning with Racism’, 2020).

Such actions have been accompanied by calls for ‘media reparations’, 
which have included, among other proposals, plans for substantive federal 
investment in Black-owned and targeted media outlets. However, the pat-
tern in the U.S. from a regulation and policy standpoint over the past few 
decades has been one of scaling back, rather than ramping up, efforts to 
enhance the diversity of ownership of media outlets. Even the FCC’s 
(2022, p. 1) recently released strategic plan, which is situated within an 
explicit concern with gaining ‘a deeper understanding of how the agency’s 
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rules, policies, and programs may promote or inhibit advances in diversity, 
equity, inclusion, and accessibility’, does not articulate diversification of 
media ownership as a strategic goal.

Digital Divides

Another category of information inequality arises from disparities across 
groups in terms of access to information technologies and, relatedly, in 
terms of the baseline training that different groups bring to the table when 
provided with access to these technologies. This brings us into the com-
plex world of digital divides, a concept that began with a fairly simplistic 
conceptualisation (who does—and who does not—have access to the 
internet) and that has grown more nuanced over time.

The core notion of the digital divide is oriented around the concept of 
access—specifically, in regard to whether access to the internet (and, later, 
broadband internet access in particular) is a function of characteristics 
such as age, ethnicity, income, and geographic orientation (rural v. urban) 
(Greene, 2021). All of these criteria have been associated with the digital 
divide, and so, the connection with the notion of information inequalities 
becomes quite clear. As knowledge-seeking and effective participation in 
social, economic, and political life have become increasingly tied to the 
online realm, differential degrees of access across different population seg-
ments can have profound implications. This is why achieving equity in 
internet access has become a core concern amongst many nations around 
the globe, with the United Nations going so far in 2020 as to declare 
broadband access a fundamental human right (Salway, 2020).

However, the notion that technology access in and of itself can address 
the underlying inequities is, of course, a prime example of technological 
determinism. Moreover, there are nuances within the basic notion of 
access that can have significant ramifications. For instance, many develop-
ing countries (and funders and NGOs working in these countries) have 
pursued broadband deployment via mobile devices as their primary mech-
anism for addressing the digital divide. This is a strategy that invites the 
question—is someone with exclusively mobile device-based internet access 
on equal footing with someone who has PC or laptop-based access? I have 
argued in the past that the answer is no (Napoli & Obar, 2014). A mobile 
device—while certainly providing greater portability—also presents a 
number of relative constraints (in terms of screen size, keyboard size/ease 
of use, etc.) that have been found to restrict the range and depth of 
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activities that mobile users engage in relative to PC/laptop users. Such 
findings raise questions about the possible unintended consequences of 
policy approaches to addressing the technological aspect of the digital 
divide that rely on mobile internet access as a substitute for more tradi-
tional forms of internet access (Napoli & Obar, 2014).

All of this being said, it is also vital to recognise that any conceptualisa-
tion of the digital divide absolutely must extend beyond the degree of 
access and also take into consideration disparities in the experience and 
education that individuals bring to the online experience. A substantial 
body of research has demonstrated that once access is equalised, there 
remain inequalities in terms of the intensity and manner in which the 
internet is used across different demographic groups—a phenomenon 
researchers have termed the second-level digital divide (Hargittai, 2002). 
Further, researchers have articulated a third-level digital divide, which 
refers to disparities in the outcomes that arise across different demographic 
groups, even when controlling for differences in the intensity and manner 
of usage (van Deursen & Helsper, 2015).

The bottom line is that the same information tool put in the hands of 
people with different degrees of experience and training can certainly raise 
the overall baseline, but can also potentially contribute to the expansion of 
information inequalities, rather than the narrowing. From a public policy 
standpoint, this means that efforts to combat the technological dimension 
of the digital divide must be accompanied by educational efforts that can 
mitigate second- and third-order digital divides.

Journalism Divides

In the U.S. and many other countries, the topic of news deserts has been 
front and centre in discussions about the future of local journalism 
(Abernathy, 2020). The notion of news deserts refers to the growing phe-
nomenon in which a community lacks a functioning source of news and 
information, as a result of the increasingly precarious economics of jour-
nalism. In the work that me and my colleagues have conducted on this 
topic, we employed the terminology journalism divides (borrowing from 
the digital divide concept discussed above) to more explicitly address the 
extent to which the robustness of local journalism is a function of the 
demographic and/or geographic characteristics of individual communi-
ties, similar to the patterns we see on the digital divide front (Napoli et al., 
2018). So, for instance, our research found that the robustness of local 
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journalism declined as the Hispanic/Latino proportion of the population 
in a community increased. This is a finding that obviously connects with 
the audience valuation inequity discussed previously, as the lower adver-
tiser valuations of Hispanic/Latino audiences most likely play a role in 
undermining the economic viability of local journalism in communities 
with larger Hispanic/Latino populations. We also found that as the dis-
tance to a large media market decreased, so too did the robustness of that 
community’s local journalism (as it essentially gets strangled by the nearby 
large-market journalism) (Napoli et al., 2018). Subsequent research has 
provided further documentation of the extent to which the news desert 
phenomenon is distributed geographically in ways that raise concerns 
about information inequalities across categories such as age and income 
(with older and poorer communities more likely to become news deserts) 
(Abernathy, 2022). Here again, lower audience valuations in the advertis-
ing market likely play an important role in these patterns.

Research has documented a wide range of economic and political harms 
that befall a community as local news sources evaporate (Hayes & Lawless, 
2021; Sullivan, 2020). In this way, the journalism divides category of 
information inequality can exacerbate other forms of inequality across dif-
ferent community types. And, of course, at the core of this particular 
information inequality is the extent to which the critical information needs 
that can often be distinctive to individual communities are being effec-
tively met by local sources of news and information (Friedland et al., 2012).

It is also important to note that such journalism divides do not occur 
exclusively within the context of geographically defined communities. So, 
for instance, research has shown that Black Facebook users receive less 
exposure to accurate and reliable COVID-19-related news and informa-
tion than other demographic groups (Faife & Kerr, 2021). The exact rea-
sons for this inequity in the dissemination and subsequent exposure to 
accurate and reliable COVID-19 news and information remain unclear 
(Faife & Kerr, 2021). The key point here, however, is that the fundamen-
tal dynamics that characterise the journalism divides category of informa-
tion inequality can extend beyond the geographical context of local 
journalism and also take shape within a context such as ethnic communi-
ties on large digital platforms.

From a democratic theory standpoint, accurate news and information is 
essential to the process of self-governance. The implication here, of course, 
is that some types of communities (and often those that are already 
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experiencing greater vulnerabilities) are becoming less equipped than oth-
ers to effectively govern themselves (Usher, 2021).

Disinformation Divides

The digital divide terminology has been further appropriated to inform 
how we frame current information inequalities within the realm of disin-
formation. Disinformation has, in many ways, become the signature con-
cern in relation to the contemporary news and information ecosystem 
(Bernstein, 2021; Wu, 2020). Disinformation has been widely recognised 
as a global problem (Kaye, 2019), and documenting the prevalence, 
impact, and digital platform responses to disinformation has become a 
point of continued focus for both scholars and journalists (Napoli, 
2019, 2021).

Research on this front quickly identified an important information 
inequality—substantially more disinformation was being produced target-
ing conservative-leaning media users than was being produced targeting 
liberal-leaning media users, with research (much of it with a U.S. focus) 
also suggesting that conservative-leaning media users were significantly 
more susceptible to the intended effects of disinformation than liberal-
leaning media users (for a review of this body of literature on ideological 
asymmetries in disinformation, see Freelon et al., 2020).

When efforts to misinform the population are disproportionately tar-
geted at one sector of the population over the others, we once again find 
ourselves operating within the framework of an information inequality, 
particularly when we see that such targeting is leading to disproportional 
effects across different sectors of the political spectrum. To the extent that 
conservatives are greater targets of disinformation and more susceptible to 
disinformation’s effects, as a group they become relatively less equipped to 
effectively pursue their best interests through the democratic process, 
operating more as manipulatable political pawns than as autonomous and 
informed political actors. And to the extent that conservative news and 
information sources more frequently engage in the dissemination of mis/
disinformation than their liberal-leaning counterparts, such outlets are 
exploiting and exacerbating tendencies already inherent in their audi-
ence base.

However, recent research has begun to reveal how the disinformation 
divide operates along vectors other than the liberal–conservative continuum. 
Specifically, a growing body of evidence has come to light illustrating how 
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the dissemination, reach, and impact of disinformation are disproportion-
ately affecting communities of colour (Tesi, 2022). Research has found, for 
instance, that Russia’s Internet Research Agency (IRA) used troll accounts to 
disproportionately target Black Twitter (since rebranded X) users and that 
the IRA disinformation targeted at Black Twitter users generated levels of 
engagement on par with the engagement levels found within disinformation 
targeted at conservative Twitter users (Freelon et al., 2020).

Concerns about this racially oriented disinformation divide have 
spurred organised advocacy efforts (Changa, 2021; Lima, 2022), as well 
as Congressional hearings (A Growing Threat, 2022). Exactly what kind 
of (if any) policy interventions might materialise to address this disinfor-
mation divide remains to be seen. Given the extent to which the U.S.’s 
strong free speech tradition has extended into the realm of protecting 
disinformation (Goodyear, 2021), it seems unlikely that we will see mean-
ingful policy responses on this front.

Extrapolating this phenomenon globally, recent reporting derived from 
the documentation provided by Facebook/Meta whistleblower Frances 
Haugen has revealed how the company has allocated its content modera-
tion resources across the various countries in which it operates. These 
allocation patterns reveal enormous inequities that overwhelmingly priori-
tise and privilege Facebook users in some countries over others (see, e.g., 
Newton, 2021). For example, Facebook’s own data revealed that com-
pany employees collectively spent over 3.2 million hours combating false 
and misleading information on the platform; however only 13 percent of 
this time was spent on countries other than the U.S. (Scheck et al., 2021). 
When we consider that the U.S. accounts for roughly 8 percent of global 
Facebook users, the fact that the U.S. is the focus of 87 percent of the 
company’s misinformation mitigation resources provides a powerful sense 
of another important dimension of the disinformation divide.

Deeper dives into how Facebook has allocated its content moderation 
resources concluded that ‘many of these markets are in economically dis-
advantaged parts of the world, afflicted by the kind of ethnic tensions and 
political violence that are often amplified by social media’ (Simonite, 
2021). The platform provides service in many countries in which neither 
its automated nor human-conducted content moderation systems operate 
in the countries’ languages (Simonite, 2021).

The fact that platforms such as Facebook are able to launch in countries 
without having to demonstrate some baseline level of content moderation 
capacity is just one example of the harmful side effects that have arisen 
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from the absence of a genuinely global system of platform governance. It 
remains to be seen whether these troubling nation- and linguistic-level 
information inequalities related to the disinformation divide that were 
brought to light by Frances Haugen will be addressed by any systemic 
policy interventions.

Algorithmic Bias

Algorithmically driven automation has become a defining component of 
our news and information ecosystem (Crawford, 2021; Napoli, 2014). 
These algorithmic systems have been integrated into virtually every aspect 
of the production, distribution, and consumption of news and informa-
tion (Diakopoulos, 2019; Napoli, 2019). However, an expansive and con-
tinually growing body of literature has identified a variety of ways in which 
these algorithmic systems contain ingrained biases that disadvantage cer-
tain communities (see, e.g., Benjamin, 2019; Hao, 2022). In many cases, 
these algorithmic biases are a function of inherently biased data that serve 
as the decision-making inputs for these algorithms. These biases have also 
been shown to be a function of inherent biases and blind spots within the 
coders who construct the algorithms, who very seldom reflect the diversity 
of the communities that these algorithmic systems serve (Benjamin, 2019; 
Noble, 2018). These systems can also, unfortunately, learn bias over time 
via the aggregated behaviours of system end-users.

Algorithmic bias likely plays a role in some of the examples discussed 
above, such as Black Facebook users receiving lower levels of exposure to 
authoritative and reliable COVID-19 information (Faife & Kerr, 2021) 
and various categories of Facebook users not being exposed to housing 
advertising (Paul & Rana, 2019). Indeed, the biases that can be inherent 
in the dynamics of audience valuation described above can subsequently 
find their way into the algorithmic systems that increasingly dictate the 
placement of online advertising (Blass, 2019). So, for instance, algorith-
mic bias has been identified as a causal factor in women receiving less 
exposure than men to STEM-related job opportunities (Lambrecht & 
Tucker, 2018).

Search engines such as Google have been shown to exhibit racial biases 
in their search returns; in some cases exhibiting patterns that reflect bla-
tant racism (Noble, 2018). Specific and well-known examples include 
Google’s image-identification algorithm classifying Black people as goril-
las (Simonite, 2018); search returns involving Black and Asian girls 
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containing primarily hypersexualised and pornographic results; and search 
results for Black teens returning mugshots, with no mugshots amongst 
the results for a White teens search (Noble, 2018).

This form of information inequality not only affects the ability of his-
torically marginalised groups to meet their information needs; it affects all 
search users, who are exposed to biased representations of historically mar-
ginalised groups. Such dynamics can, of course, further reinforce and 
exacerbate existing racial biases and prejudices.

Within the context of news and information, we have begun to see 
some limited regulatory intervention (such as in the housing discrimina-
tion context described above). However, more expansive proposals, such 
as Noble’s (2018) call for the Federal Communications Commission and 
the Federal Trade Commission to more aggressively police algorithmic 
bias on search and social media platforms, or calls for more systematic 
auditing of algorithms to identify potential biases (Napoli, 2019) have yet 
to gain traction.

Conclusion

This chapter has sought to provide an overview of the various categories 
of information inequalities that need to be taken into consideration in 
pursuit of enhancing epistemic rights. This chapter has also sought to dis-
cuss each of these information inequalities in relation to policy interven-
tions (or the lack thereof) that have been implemented on their behalf.

This chapter has only scratched the surface in relation to each of these 
information inequalities and the policy interventions that have been—or 
could be—implemented on their behalf. Further, this catalogue of infor-
mation inequalities is not comprehensive; but hopefully it does adequately 
represent the broad range of information inequalities around which policy 
interventions can potentially be pursued. In this regard, this chapter can 
hopefully serve as a jumping off point for deeper and more expansive con-
versations about the various forms of information inequality that need to 
be factored into any policy efforts to enhance individual or collective epis-
temic rights.
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CHAPTER 5

(Re-)casting Epistemic Rights as Human 
Rights: Conceptual Conundrums 

for the Council of Europe

Tarlach McGonagle

Introduction

The Council of Europe is a 46-member intergovernmental organisation 
dedicated to the protection and promotion of human rights, democracy, 
and rule of law. Its system for the protection of human rights contains 
strong safeguards for the right to freedom of expression and robust public 
debate. Those safeguards have been developed by the European Court of 
Human Rights in its case-law interpreting the European Convention on 
Human Rights, the organisation’s flagship human rights treaty (CoE, 
1950). The Court sees freedom of expression and public debate as pre-
conditions for, and essential features of, democratic society. This is because 
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freedom of expression and public debate are vectors for the free flow of 
information, ideas, and opinions which inform individual and public 
opinion-forming and deliberative processes.

Although the rights to freedom of expression and participation in pub-
lic debate have clear epistemic underpinnings, the Court has yet to set out 
a comprehensive and coherent vision of this epistemic dimension. This 
chapter aims to identify selected epistemic values that help shape public 
debate and to explore the usefulness of re-casting them as human rights. 
In other words, the chapter examines whether the explication of epistemic 
rights in the context of human rights could enrich our understanding of 
the human rights that they already appear to inform.

The chapter’s main premise and central argument is that epistemic 
rights could indeed be strengthened within this human rights framework, 
if they were to be given more explicit attention and emphasis. A clearer 
conceptualisation of epistemic rights could be a catalyst for the develop-
ment of media and information literacy and education, equality of access 
to information and the media, deeper understanding of the workings of 
democracy, and better-informed citizen engagement in public debate.

The Council of Europe’s System for Freedom 
of Expression

The Council of Europe’s system for the protection of human rights com-
prises principles and rights, as enshrined in treaty law and developed in 
case-law; political and policymaking standards; and State reporting/moni-
toring mechanisms. Each of the instruments and mechanisms has its own 
objectives and emphases and/or mandates and working methods. Together 
they form a complex adaptive system of protection with overall ‘unity of 
purpose and operation’ (Emerson, 1970, p. 4). The system is complex due 
to its composition of instruments and actors and the interplay between 
them, and it is adaptive to ever-changing internal political priorities and 
external political and socio-cultural circumstances, at the national and 
international levels.

The European Convention on Human Rights (hereafter, ‘ECHR’ or 
‘the Convention’) is the most important instrument in this system. Article 
10 protects the right to freedom of expression. Its first paragraph sets out 
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the broad scope of the right, which comprises ‘the freedom to hold opin-
ions and to receive and impart information and ideas without interference 
by public authority and regardless of frontiers’. Its second paragraph clari-
fies that the right is subject to certain limitations, which must be provided 
for by law, pursue a legitimate aim, and are necessary in democratic soci-
ety. The permissible limitations are interpreted strictly by the European 
Court of Human Rights (hereafter, ‘the Court’).

Within the Council of Europe system, there is dynamic interplay 
between legally binding standards and political standard-setting texts. In 
this chapter, the main example of political standard-setting texts will be 
selected recommendations adopted by the Council of Europe’s Committee 
of Ministers on freedom of expression issues. The Committee of Ministers 
is the organisation’s statutory decision-making body. Its recommenda-
tions are addressed to the 46 Member States and they offer guidance on 
how to develop national laws, policies, and practice around their respec-
tive themes. Political and policymaking texts (hereafter ‘standard-setting 
texts’) ought to be grounded in the Convention and the Court’s case-law, 
but they can also influence the development of that case-law.

As standard-setting texts tend to focus on particular (human rights) 
issues or (emerging) situations with democratic or human rights implica-
tions, they can serve to supplement existing treaty provisions and case-law. 
They can do so by providing a level of detail lacking in treaty provisions or 
by anticipating new issues not yet dealt with in treaty provisions or case-
law. Whereas the Court must address the concrete facts as presented in 
specific cases, the Committee of Ministers has a mandate to engage in 
wider policymaking. It is noteworthy that the Court’s judgements refer, 
for example, to the Committee of Ministers’ standard-setting texts in an 
increasingly systematic and structured way.1 These standard-setting texts 
can also facilitate the interpretation of existing treaties by applying general 
principles to concrete situations or interpreting principles in a way that is 
in tune with the times.

1 For example, Recommendation No. R (97)20 of the Committee of Ministers to Member 
States on ‘hate speech’, October 30, 1997, is cited in the European Court of Human Rights’ 
judgements in Gündüz v. Turkey, no. 35071/97, § 22, ECtHR, 2003c-XI and Féret v. 
Belgium, no. 15615/07, § 44 and 72, July 16, 2009.
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A Central Emphasis on Democracy and Participation 
in Public Debate

The main rationales for the protection of freedom of expression put for-
ward in legal scholarship are numerous, rich, and varied (Barendt, 2005; 
Schauer, 1982). They could be summarised and essentialised as follows:

•	 self-fulfilment/individual autonomy;
•	 the advancement of knowledge/discovery of truth/avoidance  

of error;
•	 effective participation in democratic society; self-government;
•	 distrust of government/slippery slope arguments;
•	 societal stability and progress;
•	 tolerance and understanding/conflict prevention; and
•	 the enablement of other human rights.

These rationales co-exist, complement each other, and overlap in places. 
There is accordingly no need to choose between the various theories or to 
seek to ground freedom of expression in any single or ‘unitary principle’ 
(Schauer, 1983, p. 242). In fact, there are synergies between the different 
rationales and the totality of rationales is ‘stronger than the sum of its 
parts’ (Powe, 1991, p. 240).

The drafters of the European Convention on Human Rights were not 
wedded to any single or particular vision of freedom of expression. Nor is 
the Court: it frequently invokes the above rationales, with varying degrees 
of emphasis, across its jurisprudence. In the Court’s first—and seminal—
judgement dealing squarely with the right to freedom of expression, 
Handyside v. the United Kingdom, it held: ‘Freedom of expression consti-
tutes one of the essential foundations of [a democratic] society, one of the 
basic conditions for its progress and for the development of every man’ 
(ECtHR, 1976, par. 49). The Court thus affirmed the importance of free-
dom of expression for democracy, while also invoking individual auton-
omy and societal progress as justifications for the right to freedom of 
expression. This shows the congruence of the different rationales in the 
Court’s approach.

Although the Court embraces different rationales in its jurisprudence, 
it nevertheless gives pride of place to the argument from democracy. This 
argument is based on the importance of the free flow of information and 
ideas for the processes of opinion-forming and decision-making by the 
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public. Eric Barendt has sharpened this argument, re-shaping it into an 
argument ‘from citizen participation in a democracy’ (Barendt, 2005, 
pp. 18–21). In his refinement of the argument, Barendt doubles down on 
the agency of citizens. This version of the argument is consistent with the 
Court’s approach, which gives paramountcy to effective participation in 
public debate on matters of interest to society.

This reading of the right to freedom of expression as instrumental to 
public debate can be illustrated by a selection of references to relevant 
case-law. In its 2022 NIT S.R.L. v. Moldova judgement, the Grand 
Chamber of the Court held that ‘democracy thrives on freedom of expres-
sion’ (ECtHR, 2022, par. 185). In Bowman v. the United Kingdom, the 
Court held that ‘free elections and freedom of expression, particularly 
freedom of political debate, together form the bedrock of any democratic 
system’ (ECtHR, 1998a, par. 42). In Lingens v. Austria, it underlined that 
‘freedom of political debate is at the very core of the concept of a demo-
cratic society which prevails throughout the Convention’ (ECtHR, 1986, 
par. 42). The Court has consistently upheld and incrementally expanded 
this stance in its subsequent case-law. Political debate is nowadays gener-
ally taken to include debate on matters of public interest in a broader sense 
of the term (McGonagle, 2004).

Since its earliest judgements on the right to freedom of expression, the 
Court has progressively built a strong set of principles around participa-
tion in public debate. The Court sees the argument of participation in 
democratic society as a foundational value. States have a positive obliga-
tion to ensure a safe and favourable environment in which everyone can 
participate in public debate, including online, freely, and without fear, 
even when their opinions and ideas are contrary to those of State authori-
ties or of significant sections of public opinion (ECtHR, 2010, par. 137; 
McGonagle, 2015). Within public debate, journalists, the media, and 
other actors enjoy specific freedoms that are necessary for them to fulfil 
their public watchdog role in democratic society. That role entails spread-
ing information, ideas, and opinions widely; holding governmental 
authorities and other powerful actors in society to account; and providing 
shared fora or channels through which public debate can take place. The 
enjoyment of specific freedoms, such as editorial and presentational free-
dom, protection of confidential sources, etc., is subject to the proviso that 
the public watchdogs act in good faith, in accordance with (professional) 
ethics and that they seek to provide the public with information that is 
accurate and reliable.
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The Epistemic Underpinnings of Participation 
in Public Debate

The participatory rights discussed in the previous sections have firm epis-
temological underpinnings. However, the Court, which ‘generally eschews 
abstract theorising’ (Mowbray, 2005, p.  61), has not yet articulated a 
coherent approach to the epistemic underpinnings of public debate. Its 
recognition of epistemic rights is best described as ‘incidental’. This sec-
tion will re-cast the identified epistemic rights implicated in participation 
in public debate as human rights. The added value of this approach is to 
clarify the epistemic value of the rights in question and to further theorise 
the Court’s vision of participation in public debate.

The range of participatory rights under discussion here are also strongly 
discursive/communicative in nature. They are premised on a commitment 
to communication and rational democratic debate.

Onora O’Neill has identified three ‘generic technical requirements’ for 
communication to succeed (O’Neill, 2022, 3ff et seq.). Her three ‘presup-
positions of communication’ are accessibility, intelligibility, and assessabil-
ity. The accessibility of communicative content (i.e., the ability of all 
parties to a communicative activity to access each other’s messages) can be 
gauged in physical and technical terms. Intelligibility (i.e., the ability to 
understand a message due to a shared language, code, or frame of refer-
ence) and assessability (i.e., the ability to check or challenge the content, 
origin, or motivation of a message) have an epistemic character.

As public debate is essentially about the communication of information 
and ideas in a shared public context, O’Neill’s ‘presuppositions of com-
munication’ can also be seen as ‘presuppositions’ of public debate. As 
such, they also underpin the shared understanding of epistemic rights in 
this volume. As Hannu Nieminen posits in his chapter in this volume, in 
any democratic society, ‘citizens must have fundamental epistemic rights 
related to knowledge and understanding’, including:

•	 ‘equality in access to and availability of all relevant and truthful infor-
mation that concerns issues under will formation and decision- 
making,

•	 equality in obtaining competence in critically assessing and applying 
knowledge for their good as well as for the public good,
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•	 equality in public deliberation about will formation and decision-
making in matters of public interest,

•	 equal freedom from external influence and pressure when mak-
ing choices’.

Nieminen’s framing of these rights in terms of equality is a pertinent 
reminder that access to public debate, information, and knowledge are 
strongly shaped by the wider dynamics of power relations in society (Curry 
Jansen, 1991).

Having recalled the contours of epistemic rights, the analysis will next 
provide an overview of the Court’s incidental appreciation of epistemic 
rights, before considering each of the specific epistemic rights in the con-
text of the Court’s case-law.

The Court’s Incidental Appreciation 
of Epistemic Rights

The Court is not so much concerned with abstract notions of the Truth, 
as such. It is loathe to take on the role of the Arbiter of Truth or the 
Guardian of Knowledge. Instead, it has developed a pragmatic approach 
to a number of epistemic issues that are important for public debate in 
democratic society. Those issues include an informed public, facts, value 
judgements, historical facts, and the duties and responsibilities that govern 
the exercise of the right to freedom of expression, which include a com-
mitment to providing accurate and reliable information.

An Informed Public

The Court’s articulation of epistemic rights peaked early. In 1979, in its 
second major judgement on freedom of expression issues, Sunday Times v. 
the United Kingdom (no. 1), the Court found that the public has the right 
to be ‘properly informed’ (ECtHR, 1979a, par. 66). Ever since, this find-
ing has been prominent in the Court’s canon of freedom of expression 
principles. However, the adverb ‘properly’ has—by accident or design—
fallen by the wayside. The Court has only used the adverb on a few occa-
sions since, leaving the staple principle as the right to be informed tout 
court (McGonagle, 2021).

Despite pulling back from the initial formulation, the Court has teased 
out and consolidated the principle. Its essence is that the public has the 

5  (RE-)CASTING EPISTEMIC RIGHTS AS HUMAN RIGHTS: CONCEPTUAL… 



70

right to receive information and ideas and thus to be informed about mat-
ters of public interest and journalists and the media have the task of 
imparting such information and ideas (ECtHR, 1979a, par. 66). The pub-
lic interest extends to issues which may give rise to considerable contro-
versy, but it cannot be reduced to the public’s thirst for information about 
the private life of others or to an audience’s wish for sensationalism or 
voyeurism (ECtHR, 2017, par. 171). Politics, current affairs, human 
rights, justice, social welfare, health matters, religion, culture, history, cli-
mate and environmental issues are thus all examples of topics of public 
interest, whereas individuals’ strictly private relationships or family affairs 
are not.

States parties to the Convention have a positive obligation to guarantee 
pluralism in the audiovisual media sector, which logically implies that the 
public has a right to a pluralistic media offer (ECtHR, 1993). In the same 
vein, the Court has referred to the public’s right to ‘balanced and unbi-
ased coverage of matters of public interest in news programmes’ (ECtHR, 
2020, par. 39; 2022, par. 174).

These principles, individually and collectively, constitute important 
safeguards or stimuli for qualitative aspects of public debate, which the 
Committee of Ministers has developed further in its Recommendations on 
media pluralism and transparency of media ownership and promoting a 
favourable environment for quality journalism in the digital age (CoE, 
2018, 2022).

Facts and Value Judgements

Starting in its Lingens v. Austria judgement, the Court has sought to make 
a careful distinction between facts and opinions, holding that the require-
ment that the defendant prove the truth of an allegedly defamatory opin-
ion infringes their right to impart ideas as well as the public’s right to 
receive ideas, under Article 10 of the Convention (ECtHR, 1986). 
Whereas the existence of facts can be demonstrated, it is not possible to 
prove the truth of opinions or value judgements. A value judgement 
should, however, have adequate factual basis, as even a value judgement 
without any factual basis to support it may be excessive (ECtHR, 1995, 
par. 37). The adequacy of the factual basis for the value judgement is 
therefore an important consideration for the Court when assessing the 
necessity and proportionality of a measure interfering with the right to 
freedom of expression.
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Despite the Court’s best efforts to distinguish between them, there is 
not always a bright shining line separating facts and value judgements in 
practice. This calls for constant vigilance by the Court.

Historical Facts

Historical facts have acquired a particular significance in the Court’s case-
law. The Court has consistently held, as in Chauvy & Others v. France, for 
instance, that: ‘[…] it is an integral part of freedom of expression to seek 
historical truth and it is not the Court’s role to arbitrate the underlying 
historical issue, which is part of a continuing debate between historians 
that shapes opinion as to the events which took place and their interpreta-
tion’ (ECtHR, 2004, par. 69).

The case required the balancing of two competing interests, viz., the 
public interest in being informed of the circumstances in which Jean 
Moulin, a leading figure in the French Resistance against the Nazi occupa-
tion in the Second World War, was arrested and the need to protect the 
reputation of Mr. and Mrs. Aubrac, two other important members of the 
Resistance. It had been suggested in a book that the latter had been in 
some way responsible for the arrest, suffering, and death of Moulin. The 
public interest in this ongoing debate about historical facts was clear and 
thus clearly within the scope of the protection afforded by the right to 
freedom of expression.

By way of contrast, the Court consistently takes a strict line concerning 
‘the category of clearly established historical facts—such as the Holocaust’ 
(ECtHR, 2004, par. 69). This very specific and tightly delineated category 
of facts is not up for discussion or contestation. The negation or revision 
of those facts removes expression from the protection of Article 10; the 
expression then falls under Article 17—prohibition of abuse of rights. 
Article 17 is essentially a safety-valve designed to prevent anyone from try-
ing to invoke human rights in a way that goes against the letter or spirit of 
the Convention. This is a normative reflection to Hannah Arendt’s cau-
tionary reminder that ‘freedom of opinion is a farce unless factual informa-
tion is guaranteed and the facts themselves are not in dispute’ (cited in 
Post, 2012, p. 29).

There is a strong epistemic component in the Court’s elucidation of the 
rationales governing its approach to Holocaust denial in the Garaudy v. 
France judgement (ECtHR, 2003b):
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There can be no doubt that denying the reality of clearly established histori-
cal facts, such as the Holocaust, as the applicant does in his book, does not 
constitute historical research akin to a quest for the truth. The aim and the 
result of that approach are completely different, the real purpose being to 
rehabilitate the National-Socialist regime and, as a consequence, accuse the 
victims themselves of falsifying history. Denying crimes against humanity is 
therefore one of the most serious forms of racial defamation of Jews and of 
incitement to hatred of them. The denial or rewriting of this type of histori-
cal fact undermines the values on which the fight against racism and anti-
Semitism are based and constitutes a serious threat to public order. Such acts 
are incompatible with democracy and human rights because they infringe 
the rights of others. Its proponents indisputably have designs that fall into 
the category of aims prohibited by Article 17 of the Convention.

The strictness of the Court’s approach can be traced to and explained 
by the drafting history of the Convention and of Article 17 in particular. 
The drafters were resolved to ensure that the atrocities of the Second 
World War would not be repeated; an approach captured by popular slo-
gans such as ‘never again’ and ‘no liberty for the enemies of liberty’.

Duties and Responsibilities

Everyone who exercises the right to freedom of expression has certain 
duties and responsibilities, the scope of which varies in different contexts 
and depending on who is exercising the right and whether they have a 
particular function or role (e.g., a journalist, a politician, or a teacher) and 
on the technology they use (e.g., some media have wider reach and impact 
than others). Journalists and the media must not cross certain lines, in 
particular in respect of the reputation and rights of others. In principle, 
they must abide by the law and they are expected to act in good faith in 
order to provide accurate and reliable information to the public in accor-
dance with the ethics of journalism (ECtHR, 1999a, 1999b). This is 
another example of the Court underscoring the importance of quality 
information being provided to the public, without setting itself up as the 
Arbiter of Truth.

On a number of occasions, the Court has played down the significance 
of inaccuracies in media reporting when there has been an overriding pub-
lic interest in the bigger story. In such cases, the essential information 
being brought to light by a public watchdog can take precedence over the 
need for complete accuracy in all details (e.g., ECtHR, 1992, 2005a).
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In its Salov v. Ukraine judgement, the Court found that false informa-
tion is not a reason of itself to exclude the information from protection 
under Article 10, but it also hinted that there is an underlying assumption 
of commitment to rational public debate in order to avail protection 
(ECtHR, 2005b). The Court has also held that it is important that minor-
ity opinions are aired when they relate to a sphere in which there is a lack 
of certainty, even if the minority opinion ‘may appear to be devoid of 
merit’ (ECtHR, 1998b, par. 50). These tensions are very good illustra-
tions of the underexplored and underarticulated importance of the epis-
temic underpinnings of public debate.

Specific Epistemic Rights as Human Rights?
As a tentative first step towards identifying and explicating specific epis-
temic rights in the context of the Court’s case-law, each of the four epis-
temic rights elaborated by Hannu Nieminen and recalled above will now 
be explored in turn.

Equality in Access to and Availability of All Relevant 
and Truthful Information That Concerns Issues Under Will 

Formation and Decision-Making

The scope of this epistemic right largely mirrors how the Court has 
approached rights of access to the content of public debate in its case-law. 
If everyone is able to exercise their right to receive information effectively, 
then they will necessarily also enjoy equal access to available information 
and ideas on matters of interest to the public.

The reference to the availability of ‘all relevant information’ is premised 
at least in part on States honouring their positive obligation to ensure 
pluralism in the audiovisual sector. But pluralism only in the audiovisual 
sector is not enough in today’s multi-media ecosystem. True or effective 
pluralism today entails a pluralistic offer of information, ideas, and opin-
ions via a wide range of media. Such content must moreover be available, 
findable, and accessible. Within such a pluralistic offer there must also be 
due differentiation between the functionalities of different types of media: 
some media may be better suited for accessing particular types of content 
than others, which in turn influences users’ ability to find and access rele-
vant content (ECtHR, 2008). This is true for various groups in society 
who may have particular informational needs and/or interests, such as 
children or minority groups.
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The reference to ‘truthful information’ is covered broadly by the 
Court’s consistent emphasis on the importance of factual information, 
factual grounding for opinions, the duties and responsibilities of journal-
ists and other media actors to carry out their public watchdog role in good 
faith and in accordance with the ethics of the profession, including by 
striving to provide information that is accurate and reliable. Such empha-
ses concern the right of the public to be informed in the context of public 
debate. The public also has a right of access to official or State-held infor-
mation. The Court has generally been somewhat circumspect when trac-
ing the contours of this right. Although States do not have a hard, general, 
positive obligation to pro-actively inform the public under Article 10, 
whenever they do inform the public, especially in circumstances where 
they are obliged to do so, they must ensure that the information provided 
is accurate/reliable (ECtHR, 2016, 2021). The Court has held that the 
right of access to information would be rendered hollow if the informa-
tion provided by competent state authorities were to be insincere, inexact, 
or even insufficient (ECtHR, 2021, par. 108). Moreover, governments 
and state authorities should in any event refrain from engaging in the pro-
duction, dissemination, amplification, or endorsement of disinformation 
(Pentney, 2022).

Equality in Obtaining Competence in Critically Assessing 
and Applying Knowledge for Their Good as well 

as for the Public Good

Following O’Neill, (the content of) communication must be both acces-
sible and intelligible before it can be assessable. The same is true of knowl-
edge. Both depend on the accessibility of the forum or channel through 
which they are communicated or made available and on the intelligibility 
offered by a shared or understandable language within an (at least implic-
itly) agreed or understood societal frame of reference.

Prior levels of knowledge or information can also influence the ability 
to critically assess or apply new knowledge or information. In its Jersild v. 
Denmark judgement, the Court attached weight to the assumption that 
the target audience of the broadcast at the centre of the case was ‘well-
informed’ (ECtHR, 1994, par. 34). The impugned broadcast included 
racist and xenophobic remarks by interviewees; the interviewer and his 
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editor were convicted by the Danish courts for aiding and abetting in the 
dissemination of racist expression. In the broadcast, Mr. Jersild did not 
give explicit/strong pushback against the racist remarks. The Court in 
Strasbourg took into account that the journalist sought to contribute to 
public debate and that the audience of this serious news programme was 
‘well-informed’. The Court did not spell out what it meant with this find-
ing, but it seems to suggest that a ‘well-informed’ audience could be 
expected to exercise discernment and not to be susceptible to the racist 
views of the interviewees. Similarly, in Hertel v. Switzerland, the Court 
took into account the ‘specific’ nature of the readership of the journal in 
which controversial opinions about the health risks of using microwave 
ovens were published (ECtHR, 1998b, par. 49). While the Court’s con-
sideration of discrete audiences may have made sense in those specific 
cases, the fragmented and de-contextualised nature of today’s online envi-
ronment raises questions about the ability to pinpoint specific audiences 
and the continued relevance of the underlying logic of such an approach.

In an increasingly digitised information and communications environ-
ment, it is clear that new challenges and ‘information inequalities’ have 
emerged, as discussed in detail in Philip M. Napoli’s chapter in this vol-
ume. Concerns about intelligibility and assessability stem from low levels 
of digital, media, and information literacy (hereafter ‘MIL’), as well as 
within (some sections of) society. The Court has yet to engage frontally 
with these issues, but the Committee of Ministers has begun to grapple 
with them. In its Recommendation CM/Rec(2018)1 to Member States 
on media pluralism and transparency of media ownership, it has explained:

In light of the increased range of media and content, it is very important for 
individuals to develop the cognitive, technical and social skills and capacities 
that enable them to effectively access and critically analyse media content; to 
make informed decisions about which media they use and how to use them; 
to understand the ethical implications of media and new technologies, and 
to communicate effectively, including by creating content. (CoE, 2018)

MIL is thus essential for individuals to be able to participate effectively 
in public debate in the digital age. On such reasoning, it is only a small 
step to argue that the promotion of MIL falls squarely within States’ posi-
tive obligation to foster a favourable environment for participation in pub-
lic debate by everyone (ECtHR, 2010; McGonagle, 2015).
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Equality in Public Deliberation About Will Formation 
and Decision-Making in Matters of Public Interest

A guiding principle of the European Court of Human Rights is that the 
ECHR seeks to ‘guarantee not rights that are theoretical or illusory but 
rights that are practical and effective’ (ECtHR, 1979b, par. 24). Access 
can be a crucial factor in rendering the human right to freedom of expres-
sion effective in practice. If an individual does not have access to a forum 
or channel in or via which they can receive and impart information and 
ideas, then their expressive opportunities are curtailed and, consequently, 
their right to freedom of expression clearly is not effective in practice. 
Viewed from this perspective, access to the media is of great instrumental 
importance for the realisation of the right to freedom of expression in 
practice. The same is true—and increasingly so—of access to the internet 
(ECtHR, 2012).

Fora and channels for public debate can be physical spaces or places or 
the technical infrastructure on which different media depend for their 
operation. The right to freedom of expression, as protected by Article 10 
ECHR, does not (yet) guarantee individuals a right to freedom of forum, 
such as mandatory airtime on a particular broadcasting service, access to a 
privately owned shopping mall to petition for a cause, or an account on a 
specific social media platform. If, however, the denial of access to private 
property ‘has the effect of preventing any effective exercise of freedom of 
expression or it can be said that the essence of the right has been destroyed’, 
a State’s positive obligation to ensure the effective exercise of the right to 
freedom of expression may be triggered (ECtHR, 2003a, par. 47). 
Whether or not this is the case will depend on whether viable alternative 
fora/media are available. Such a scenario would require some proportion-
ate form of intervention by the State.

The Court has repeatedly underscored the need for public debate to be 
open to everyone and to be inclusive; there should be equality of oppor-
tunity to participate. Its firm reasoning is: ‘there exists a strong public 
interest in enabling […] groups and individuals outside the mainstream to 
contribute to the public debate by disseminating information and ideas on 
matters of general public interest’ (ECtHR, 2005a, par. 89).
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Equal Freedom from External Influence and Pressure When 
Making Choices

The ability to hold opinions, as guaranteed by Article 10 ECHR, presup-
poses the ability to form opinions; to seek and gather information, ideas, 
and opinions and to reflect freely on them, in order to develop one’s own 
ideas and opinions. These freedoms rest on the principle of individual 
autonomy, which includes the ability to select information and opinions in 
the seeking and gathering processes. In increasingly digitised societies, 
where online platforms and algorithmic recommender systems increas-
ingly determine the availability and prominence of content, probing ques-
tions need to be asked about whether our use of content is truly free and 
uninhibited.

Conclusion

The analysis in this chapter has been deliberately exploratory in nature. It 
has provided an initial, indicative sense of the swirl of epistemic issues 
touched on by the Court in its case-law dealing with freedom of expres-
sion and participation in public debate. The Court has recognised the 
importance for democratic society of a public that is informed by factual 
information, factually grounded opinions, and a pluralistic offer of infor-
mation that is accurate and reliable. These epistemic values and rights are 
key features of a favourable environment for participation in public debate, 
which Council of Europe Member States are obliged to ensure.

The next step in the process of re-conceptualising these epistemic val-
ues and rights as human rights will be to categorise them more clearly and 
comprehensively. A closer examination of the Committee of Ministers’ 
more structured engagement with epistemic issues than was possible 
within the confines of this short introduction could also prove instructive. 
A more explicit recognition of, and a deeper understanding of, the rela-
tionship between epistemic and human rights would likely strengthen the 
Council of Europe’s system of protection against the surge of threats to 
healthy public debate in the present ‘inforuptive times’ (McGonagle, 
2022). Interference with public opinion-forming processes in the run-up 
to elections and referenda, denialism of historically or scientifically proven 
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facts, and war-mongering disinformation and propaganda all threaten 
epistemic norms and public debate, but they can be offset by renewed and 
re-invigorated normative commitment to factual, accurate, and reliable 
information and other safeguards of public debate. It is hoped that the 
groundwork in this chapter will prove useful for that exercise.

References

Council of Europe (CoE)

CoE. (1950). Convention on the Protection of Human Rights and Fundamental 
Freedoms (ECHR), ETS No. 5, 4 November 1950 (entry into force: 3 
September 1953).

CoE. (1997). Recommendation No. R (97)20 of the Committee of Ministers to 
member states on ‘hate speech’, 30 October 1997.

CoE. (2018). Recommendation CM/Rec(2018)1 of the Committee of Ministers 
to member States on media pluralism and transparency of media ownership, 7 
March 2018.

CoE. (2022). Recommendation CM/Rec(2022)4 of the Committee of Ministers 
to member States on promoting a favourable environment for quality journal-
ism in the digital age, 17 March 2022.

European Court of Human Rights (ECtHR):

ECtHR. (1976). Handyside v. the United Kingdom, 7 December 1976, Series 
A no. 24.

ECtHR. (1979a). The Sunday Times v. the United Kingdom (no. 1), 26 April 
1979, Series A no. 30.

ECtHR. (1979b). Airey v. Ireland, 9 October 1979, Series A no. 32.
ECtHR. (1986). Lingens v. Austria, 8 July 1986, Series A no. 103.
ECtHR. (1992). Thorgeir Thorgeirson v. Iceland, 25 June 1992, Series A no. 239.
ECtHR. (1993). Informationsverein Lentia and Others v. Austria, 24 November 

1993, Series A no. 276.
ECtHR. (1994). Jersild v. Denmark, 23 September 1994, Series A no. 298.
ECtHR. (1995). Prager and Oberschlick v. Austria, 26 April 1995, Series A 

no. 313.
ECtHR. (1998a). Bowman v. the United Kingdom, 19 February 1998, Reports of 

Judgments and Decisions 1998-I.
ECtHR. (1998b). Hertel v. Switzerland, 25 August 1998, Reports of Judgments 

and Decisions 1998-VI.

  T. MCGONAGLE



79

ECtHR. (1999a). Fressoz and Roire v. France [GC], no. 29183/95, ECHR 1999-I.
ECtHR. (1999b). Bladet Tromsø and Stensaas v. Norway [GC], no. 21980/93, 

ECHR 1999‑III.
ECtHR. (2003a). Appleby and Others v. the United Kingdom, no. 44306/98, 

ECHR 2003-VI.
ECtHR. (2003b). Garaudy v. France (dec.), no. 65831/01, 24 June 2003.
ECtHR. (2003c). Gündüz v. Turkey, no. 35071/97, ECHR 2003-XI.
ECtHR. (2004). Chauvy and Others v. France, no. 64915/01, ECHR 2004-VI.
ECtHR. (2005a). Steel and Morris v. the United Kingdom, no. 68416/01, ECHR 

2005-II.
ECtHR. (2005b). Salov v. Ukraine, no. 65518/01, ECHR 2005-VIII (extracts).
ECtHR. (2008). Khurshid Mustafa and Tarzibachi v. Sweden, no. 23883/06, 16 

December 2008.
ECtHR. (2009). Féret v. Belgium, no. 15615/07, 16 July 2009.
ECtHR. (2010). Dink v. Turkey, nos. 2668/07 and 4 others, 14 September 2010.
ECtHR. (2012). Ahmet Yıldırım v. Turkey, no. 3111/10, ECHR 2012.
ECtHR. (2016). Magyar Helsinki Bizottság v. Hungary [GC], no. 18030/11, 8 

November 2016.
ECtHR. (2017). Satakunnan Markkinapörssi Oy and Satamedia Oy v. Finland 

[GC], no. 931/13, 27 June 2017.
ECtHR. (2020). ATV Zrt v. Hungary, no. 61178/14, 28 April 2020.
ECtHR. (2021). Association Burestop 55 and Others v. France, nos. 56176/18 and 

5 others, 1 July 2021.
ECtHR. (2022). NIT S.R.L. v. the Republic of Moldova [GC], no. 28470/12, 5 

April 2022.

Primary Sources

Barendt, E. (2005). Freedom of speech (2nd ed.). Oxford University Press.
Curry Jansen, S. (1991). Censorship: The knot that binds power and knowledge. 

Oxford University Press.
Emerson, T. I. (1970). The system of freedom of expression. Random House.
McGonagle, T. (2004). Workshop report: The changing hues of political expres-

sion in the media. In S. Nikoltchev (Ed.), IRIS special: Political debate and the 
role of the media—The fragility of free speech. European Audiovisual Observatory.

McGonagle, T. (2015). Positive obligations concerning freedom of expression: 
Mere potential or real power? In O. Andreotti (Ed.), Journalism at risk: Threats, 
challenges and perspectives (pp. 9–35). Council of Europe Publishing. https://
rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?d
ocumentId=0900001680706afe

5  (RE-)CASTING EPISTEMIC RIGHTS AS HUMAN RIGHTS: CONCEPTUAL… 

https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=0900001680706afe
https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=0900001680706afe
https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=0900001680706afe


80

McGonagle, T. (2021, August 30). Akdeniz v. Turkey (ECtHR, no. 41139/15)—
Academics get the short end of the stick in news reporting judgment. European 
Human Rights Cases Updates. https://www.ehrc-updates.nl/commentaar/ 
211626

McGonagle, T. (2022). Free speech in inforuptive times: Revitalizing values and 
rescuing rights. Inaugural Lecture, Leiden University, the Netherlands, 9 
May 2022.

Mowbray, M. (2005). The creativity of the European Court of human rights. 
Human Rights Law Review, 5(1), 57–79. https://doi.org/10.1093/hrl-
rev/ngi003

O’Neill, O. (2022). A philosopher looks at digital communication. Cambridge 
University Press.

Pentney, K. (2022). Tinker, Tailor, Twitter, lie: Government disinformation and 
freedom of expression in a post-truth era. Human Rights Law Review, 22(2). 
https://doi.org/10.1093/hrlr/ngac009

Post, R. C. (2012). Democracy, expertise, academic freedom: A first amendment 
jurisprudence for the modern state. Yale University Press.

Powe, L. A., Jr. (1991). The fourth estate and the constitution: Freedom of the press 
in America. University of California Press.

Schauer, F. (1982). Free speech: A philosophical enquiry. Cambridge University Press.
Schauer, F. (1983). Free speech and the argument from democracy. In J. R. Pennock 

& J.  W. Chapman (Eds.), Liberal democracy: Nomos XXV (pp.  241–256). 
New York University Press.

Open Access  This chapter is licensed under the terms of the Creative Commons 
Attribution 4.0 International License (http://creativecommons.org/licenses/
by/4.0/), which permits use, sharing, adaptation, distribution and reproduction 
in any medium or format, as long as you give appropriate credit to the original 
author(s) and the source, provide a link to the Creative Commons licence and 
indicate if changes were made.

The images or other third party material in this chapter are included in the 
chapter’s Creative Commons licence, unless indicated otherwise in a credit line to 
the material. If material is not included in the chapter’s Creative Commons licence 
and your intended use is not permitted by statutory regulation or exceeds the 
permitted use, you will need to obtain permission directly from the copy-
right holder.

  T. MCGONAGLE

https://www.ehrc-updates.nl/commentaar/211626
https://www.ehrc-updates.nl/commentaar/211626
https://doi.org/10.1093/hrlrev/ngi003
https://doi.org/10.1093/hrlrev/ngi003
https://doi.org/10.1093/hrlr/ngac009
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


81© The Author(s) 2024
M. Aslama Horowitz et al. (eds.), Epistemic Rights in the Era of 
Digital Disruption, Global Transformations in Media and 
Communication Research - A Palgrave and IAMCR Series, 
https://doi.org/10.1007/978-3-031-45976-4_6

CHAPTER 6

Epistemic Rights and Digital 
Communications Policies: Collective Rights 

and Digital Citizenship

Terry Flew

Introduction: Communication 
and Citizenship Revisited

The mass popularisation of the internet in the 1990s coincided with the 
heyday of civil society discourses, and the proposition that the internet is 
the product of the activity of heroic individuals, and exists primarily to 
empower civil society, remains a dominant leitmotif of digital technology 
politics. The focus of internet governance debates has frequently been 
about how best to minimise the power of the state and maximise the 
capacity of non-government organisations to engage in different forms of 
multi-stakeholder governance (Scholte 2017). The rise of the global inter-
net was seen by authors such as Joseph Nye as strengthening the soft 
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power resources of countries ‘whose dominant culture and ideas are closer 
to prevailing global norms (which now emphasise liberalism, pluralism, 
and autonomy)’, meaning that

the larger long-term trends are in America’s favour. To the extent that offi-
cial policies at home and abroad are consistent with democracy, human 
rights, openness, and respect for the opinions of others, the United States 
will benefit from the trends of this global information age. (Nye, 2002, 
pp. 70, 73)

More recently, the decentralising promise of Blockchain technologies—
and a Web3 movement that claims back the internet from the global digi-
tal platform giants—also points in the direction of reviving the civic 
potential of digital technologies of the ‘bottom up’ empowerment of citi-
zens in the face of corporate and state power (Siddarth et al., 2022).

It is important to note that this is only one way of thinking about the 
relationship between communications technologies and citizenship. A 
quite different tradition identifies the role of state organisations as being 
critical in promoting citizenship discourses and civil society in the face of 
monopolising forces in commercial media. Historically, as Krishan Kumar 
has observed, civil society was seen as synonymous with the state and 
‘political society’, generating the institutions that enable ‘civility’ and the 
engagement of citizens with public life, and it is only from the late eigh-
teenth century that it begins to be conceived of as a realm that is necessar-
ily autonomous of the state (Kumar, 1993). Political theorists who were 
strongly associated with the revival of civil society as a new animating 
political principle, such as John Keane, nonetheless saw the relationship 
between civil society and the state as mutually reinforcing, observing that 
‘without the protective, redistributive and conflict-mediating functions of 
the state, struggles to transform civil society will become ghettoized, 
divided and stagnant, or will spawn their own, new forms of inequality and 
unfreedom’ (Keane, 1988, p.  15). Arguing the importance of the role 
played by the nation-state in the production and circulation of culture, 
Tony Bennett concluded that ‘public spheres […] are brought into being 
not merely outside of and in opposition to the bureaucratic apparatuses of 
the state but also within those apparatuses or in varying degrees of quasi-
autonomous relations to state bureaucracies’ (Bennett, 1992, p. 235).

Developing the concept of media citizenship, Peter Golding and 
Graham Murdock drew upon T. H. Marshall’s three-fold typology of civil, 
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political, and social citizenship to propose an agenda for communications 
policies that foregrounded citizenship rights (Murdock & Golding, 1989). 
Golding and Murdock argued for an expansive conception of communica-
tion rights that included the following: (1) maximising access for individu-
als to information, advice, and analysis concerning their rights; (2) 
providing all sections of the community with access to the broadest range 
of sources of information, interpretation, and debate on issues that affect 
them; and (3) enabling people from all sections of society to recognise 
themselves in the representations offered in communications media and to 
be able to contribute to the development and shaping of these representa-
tions. The necessary conditions for communications and information sys-
tems to achieve these communication rights were maximum possible 
diversity of provision, mechanisms for user feedback and participation, and 
universal access to services regardless of income, place of residence, or 
other sources of social inequality.

This is a different conception of rights to that which prevails in the early 
years of internet discourse. The dominant discourse of this era was one 
where rights were understood primarily in terms of what Zittrain and 
Bowers have referred to as ‘the “Rights” era of internet governance, a 
period […] during which public and regulatory conversations focused 
almost exclusively on protecting a maturing sphere of internet discourse 
from external coercion, whether corporate or governmental’ (Bowers & 
Zittrain, 2020, p.  2). Underpinning such discourses was a distinction 
between two types of speech: that associated with traditional media (pub-
lishers) that had moved into the online domain, and which would con-
tinue to be subject to laws associated with media and communications 
policy, and that which was associated with what was termed user-generated 
content (UGC). The latter was seen either as having direct constitutional 
protections—as with the First Amendment speech rights of the United 
States Constitution—or as having implied human rights protections, as 
with Article 19 of the Universal Declaration of Human Rights and the UN 
International Covenant on Civil and Political Rights (Kaye, 2019).1

1 Article 19 of the Universal Declaration of Human Rights guarantees: ‘Everyone has the 
right to freedom of opinion and expression; this right includes freedom to hold opinions 
without interference and to seek, receive and impart information and ideas through any 
media and regardless of frontiers.’ Underpinning the UDHR, the United Nations 
International Covenant on Civil and Political Rights states, in Article 19, that: ‘A free, 
uncensored and unhindered press or other media is essential in any society to ensure freedom 
of opinion and expression and enjoyment of other […] rights’.
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This version of online rights discourse and legislative protections which 
followed from it, such as Section 230 and related ‘safe harbour’ provi-
sions, arose from what can be termed a pre-platform age of the internet, 
where the space of UGC in the overall media landscape was relatively cir-
cumscribed. However, with the platformised internet and ‘the rise of a 
handful of dominant internet platforms that indexed and pointed to every-
thing else online, the line between UGC and content from traditional 
publishers blurred’ (Bowers & Zittrain, 2020, p. 3). While much ensuing 
discussion has been about content moderation and balancing speech rights 
and potential online harms, this conversation can be extended to consid-
eration of epistemic rights. As Hannu Nieminen observes in his chapter in 
this volume, the idea that citizens need to be equally capable of making 
informed choices about matters of societal importance is by necessity 
accompanied by the requirement of epistemic rights, that ‘citizens have 
equal access to all relevant information and knowledge necessary for 
informed will formation’. We thus find contemporary debates around dig-
ital rights and citizenship turning to questions of the public sphere and the 
institutions that underpin it, which now include digital platforms along-
side media institutions, and cultural and governmental institutions.

The ‘Double Movement’ of Platforms and Power

It is a commonplace to observe that digital platforms, and the companies 
that own and operate them, are powerful. The U.S. Congress identified 
the ‘Big Four’ tech companies—Google (Alphabet), Apple, Facebook 
(Meta), and Amazon—as having gatekeeper power in the digital economy, 
which enables them to control access to markets, accrue competitive 
advantage, and cut off competitive threats and potential rivalries 
(U.S. House of Representatives, 2020). I have observed elsewhere that 
this economic power, which can have upstream and downstream conse-
quences at odds with the public interest, intersects with political power, or 
the capacity to shape public policy and civic discourse, and communica-
tions power, or the capacity to act as ‘powerful gatekeepers of online 
speech and implicitly as regulators of digital communication’ (Flew, 2021, 
p. 201; c.f. Flew & Gillett, 2021).

At the same time, the observation that large companies possess power 
is not new and is certainly not new with regards to media and communica-
tions. John Thompson (Thompson, 1995) identified four forms of power: 
political, economic, coercive, and cultural or symbolic. A fundamental 
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assumption of the political economy of the media approach, and indeed of 
all traditions of media economics that focus upon economies of scale and 
market concentration, is that

[l]arge-scale economic actors in the media field—the Hollywood majors, 
the large telecommunications companies, television networks, cable compa-
nies, the emerging leviathans of search and online services—exercise great 
power over what is produced, how it is produced, and possibly also, in some 
of the cruder versions, how it is received. This is economic power—the ability 
to control processes of production, distribution, prices in markets, and accu-
mulation. (Cunningham et al., 2015, p. 54)

Is it right, then, to be focusing upon platform power as something new, 
rather than as an extension of forms of media power recognisable in a lin-
eage that runs from Randolph Hearts and Lord Beaverbrook through to 
Rupert Murdoch and Silvio Berlusconi? Have we been, as Dwayne Winseck 
has suggested (Winseck, 2020, 2022), overly focused upon digital domi-
nance and the power of ‘Big Tech’ companies and neglected the contin-
ued and substantive economic, political, and cultural power associated 
with traditional media and telecommunications companies?

Cioffi et al. (2022) provide important insights to these questions by 
bringing the arguments of Karl Polanyi to bear upon the question of plat-
form power. As Polanyi identified with the Industrial Revolution, Cioffi 
et al. observe that the digital revolution has involved more than the rise of 
large companies with a degree of monopoly power: it has entailed the rise 
of a new institutional form (platforms) whose societal influence is now 
pervasive, whose impact on social and economic life is profound and trans-
formational, and where the largely unchecked private market power asso-
ciated with its rise has triggered social and political mobilisation to 
challenge such power, or what has come to be known as the ‘techlash’. 
Drawing upon Polanyi, they argue:

Contemporary society is at one of those rare historical inflection points in 
the constitution (or re-constitution) of socio-economic relations. At such 
moments, societies experience a ‘double movement’ dynamic in which the 
reorganizational power and prerogatives of private interests and organisa-
tions imposing a utopian ideal of the self-regulating market (the first move-
ment) drive a reassertion of political authority and thus broader societal 
interests (the second movement). This engenders a struggle within which 
social forces attempt to create regulatory and governance mechanisms to 
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constrain and potentially redirect political economic and social development 
in new ways and often along unexpected developmental trajectories. (Cioffi 
et al., 2022, p. 2)

There are many dimensions to platform power and to the ‘double 
movement’ dynamic as identified in this analysis. A key point is the extent 
to which platforms, and platform companies, have become core digital 
infrastructure (Plantin et al., 2018; Plantin & de Seta, 2019). From the 
direct provision of wireless and broadband infrastructure to cloud hosting 
and e-mail to referrals and login services, the largest platform companies 
are providers of infrastructure without which the digital economy would 
cease to operate. Apple and Google are providers of maps that are used by 
millions of businesses around the globe; digital apps are almost exclusively 
distributed through Apple and Google; Google accounts for 90% of online 
search worldwide; Amazon, Microsoft, and Google account for 65% of 
global cloud infrastructure market share (Richter, 2022); and so on. The 
extent to which not only businesses but civil society organisations are 
exposed to the decision-making of the biggest digital platform companies 
became apparent in Australia in February 2021, when Facebook’s decision 
to cut off Australian news providers from its global news feed in response 
to the government’s proposed Mandatory News Media and Digital 
Platforms Bargaining Code adversely impacted upon hundreds of arts, 
community, and non-profit organisations that would not be considered to 
be ‘news providers’ (Bossio et al., 2022).

The second key element to platform power is the extent to which it has 
framed a way of thinking about socio-economic challenges that has wider 
implications beyond the tech sector. In particular, it has consolidated 
around what Elisabetta Ferrari has termed ‘technocratic populism’ (Ferrari, 
2020), evolving from earlier discourses such as the ‘Californian ideology’ 
of ‘free minds and free markets’ (Barbrook & Cameron, 1996; Rossetto, 
1996; Turner, 2006). Ferrari identifies the discourse of technocratic popu-
lism as having three elements: (1) it ‘portrays digital technologies as inher-
ently free, democratic and supportive of personal autonomy’ (Ferrari, 
2020, p. 121); (2) it identifies digital technologies as the primary means 
of addressing social problems, rather than policy changes; and (3) it pro-
poses that technologies and markets better represent popular will than 
nation-states and political institutions. As Fred Turner, the historian of 
Silicon Valley cyberculture, has observed:
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One of the myths that the tech world has hoisted on us is that the state is, 
itself, evil ad that it doesn’t represent the people. Instead, only the tech 
world represents the people because they are busy collating the people’s 
voices with search engines and social media. (Lusoli & Turner, 2021, p. 238)

This bring us to the third dimension of platform power influence, 
which is over public policy. It is well documented that the major digital 
platform companies invest heavily in corporate lobbying of governments 
and seek to influence both policies that directly impact upon them (e.g., 
copyright laws, payments to publishers) and those with a more indirect 
impact (e.g., immigration policies, education, and skills) (Popiel, 2018, 
2020; Teachout, 2020; Tech Transparency Project, 2020; Zuboff, 2019). 
The wider influence is around the capacity to offer appealing visions of the 
future and a capacity to solve problems for governments, and to do so 
more quickly and effectively than government agencies or bureaucracies 
can. Examples such as Facebook setting up a quasi-legal infrastructure to 
adjudicate on its content decisions through the Operating Board, or 
Microsoft CEO Satya Nadella declaring that the COVID-19 global pan-
demic meant that ‘the challenges we face demand an unprecedented alli-
ance between business and government’ (Nadella, 2020), draw attention 
to the power of digital platforms to offer problem-solving capabilities to 
policymakers. More generally, the rise of global digital platform companies 
is associated with the turn towards governance solutions that adopt multi-
stakeholder models that focus on ‘soft law’ and the inclusion of non-
government organisations, as distinct from traditional ‘top-down’ public 
policy instruments associated with media and communications regulation 
(Flew, 2022b).

Technocracy and Populism in Tech Policy

There is currently a degree of political contestation around the world 
towards platform power and social limits to its exercise. As Cioffi et al. 
observe ‘the current efforts to regulate the platform economy reveal a 
renewed contestation of the balance and, more fundamentally, the nature 
of the relationship between public and private power’ (Cioffi et al., 2022, 
p. 2). In different jurisdictions around the world, and in liberal democra-
cies as well as authoritarian and one-party states, there are new laws and 
regulations being proposed to address the underlying causes as well as 
consequences of platform power, across areas such as competition and 
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market dominance, content regulations and laws governing online speech, 
and user rights with regards to privacy, data use, and ethical standards in 
the tech sector (Flew, 2022b; Flew & Gillett, 2021; Flew & Su, 2022; 
Kretschmer et al., 2021). Importantly, while previous forms of political 
action were often couched through the language and the institutions of 
global internet governance—particularly around the rights of NGOs and 
civil society to shape digital platform conduct internationally—the current 
actions have been framed far more at the level of nation-states. The 
Canadian communications theorist Blayne Haggart has argued that ‘dem-
ocratic accountability is (or should be) the source of legitimacy in global 
economic governance. Given a pluralist international society and the 
absence of a global polity, this accountability is lodged firmly within the 
nation state’ (Haggart, 2020, p. 334). While this does leave open the risk 
that regulators will govern too much, and potentially chill innovation and 
diverse speech, there remains the question of what ultimately constitutes 
legitimate authority, since ‘someone, at the end of the day, must exert 
structural power over these platforms’ (Haggart, 2020, p. 332), and dem-
ocratically elected governments—whatever the flaws in practice of their 
political systems—possess an overarching legitimacy which is not held by 
platform companies themselves.

In thinking about the political landscape in which proposals to regulate 
digital platform companies have emerged, it is useful to reflect on the 
work of the French economist Thomas Piketty. In Capital in the Twenty-
First Century (Piketty, 2014), Piketty argued that capitalism has an inher-
ent tendency to increase inequalities in the absence of countervailing 
measures on the part of governments to redistribute income and wealth. 
He also argued that, on the basis of extensive worldwide evidence of global 
economic inequalities increasing from the 1980s onwards, there had been 
a turn away from redistributive economic policies on the part of govern-
ments and that the political process had seen both an increase in economic 
inequality and the rise of political forces that sought to both justify and 
facilitate such a transfer of wealth from the working and middle classes to 
the rich. Similar arguments have been developed by a number of critical 
theorists, including Branko Milanovic (Milanovic, 2019) and Wolfgang 
Streeck (Streeck, 2017).

The ‘Piketty paradox’ is the question of why this worsening economic 
situation for much of the world’s population has not, at least in the liberal 
democracies, led to a decisive swing in political sentiment towards parties 
of the left and policies of economic redistribution? In particular, while the 
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aftermath of the Global Financial Crisis of 2008 saw left-wing govern-
ments come to power in some countries, such as Greece and Portugal, a 
more electorally significant outcome has been the rise of populist move-
ments, parties, and leaders (Moffitt, 2020; Norris & Ingelhart, 2019). 
One factor behind this, which is explored at length in Piketty’s (2020) 
book Capital and Ideology (Piketty, 2020), is the degree to which parties 
of the centre-left increasingly became the parties of the most highly edu-
cated. While this did not necessarily mean that parties of the right became 
parties of the less well-educated, it did point towards an increasingly frag-
ile ‘Upstairs Downstairs’ coalition among parties of the centre-left, where 
they sought to represent both traditional working-class constituencies, 
those with more cosmopolitan cultural values, and what Piketty terms the 
‘winners of globalisation’ (Piketty, 2020, p. 816)—highly educated and 
well-paid cognitive elites located in major global cities and information 
technology hubs. This formation has been open to attack from an anti-
elitist populism, associating globalisation and technological change with 
rising economic insecurity and the weakening of nation-states and national 
cultures (Eatwell & Goodwin, 2018; Freiden, 2018; Goodhart, 2017).

Addressing the power of digital platform companies would be consis-
tent with a broadly redistributive and egalitarian political programme that 
Piketty describes as participatory socialism (Piketty, 2020, ch. 17). But the 
policies on offer need to navigate a tension between technocracy and pop-
ulism. Technocratic approaches have tended to focus primarily upon the 
dangers presented by government intervention, drawing upon interna-
tional human rights laws to propose overarching frameworks that can 
supersede the interventions of national governments: examples include 
digital constitutionalism, social media councils, and multi-stakeholder 
councils overseen by companies themselves (Celeste, 2018; Docquir, 
2019; Kaye, 2019; Suzor, 2018). By contrast, populist measures to rein in 
‘Big Tech’ can be motivated by democratic ideals (Klobuchar, 2021; 
Teachout, 2020), but can also be driven by anti-democratic principles, 
such as populist leaders wanting to extend speech controls into the digital 
realm or indeed to overturn restrictions developed by platform companies 
themselves. We have seen such measures undertaken by U.S. Republican 
governors in states such as Texas and Florida, where attempts have been 
made to use the courts to overturn content moderation decisions made by 
social media companies on the grounds that they ‘censor conservative 
voices’ (Associated Press, 2022). Philip M.  Napoli has argued that the 
Trump Administration’s threats to ‘Big Tech’ with adverse legislation 

6  EPISTEMIC RIGHTS AND DIGITAL COMMUNICATIONS POLICIES… 



90

were primarily symbolic in nature, appealing to the suspicion of Silicon 
Valley liberalism among his supporter base while leveraging better terms 
from such tech companies in instances where Trump or other Republicans 
were operating in ways at odds with the ostensible rules of the platforms 
(Napoli, 2021).

Epistemic Rights and the Return of the Collective

Epistemic rights provide an important vantage point from which to address 
the challenge of developing policies that address the challenges of plat-
form power. In doing so, there is the challenge of avoiding a purely admin-
istrative approach that fails to address underlying power relations and a 
populist reflex that pursues short-term political advantage rather than 
longer-term structural change. A variety of policy measures are now being 
enacted or are under substantive consideration, ranging from antitrust and 
behavioural regulation to new offences around illegal and harmful con-
tent, issue-specific rules (e.g., rules around online advertising content dur-
ing elections), binding ethical codes and rules, and privacy and data 
security measures (Tambini & Moore, 2022). The European Union has 
been at the forefront of such changes with a range of initiatives, including:

•	 Digital Services Act, which aims to secure fundamental rights online, 
balancing safeguards for freedom of information and expression with 
targeted measures to restrict illegal content online, ensure greater 
algorithmic transparency and accountability, strengthen regulations 
of online advertising, and provide special ‘duty of care’ obligations 
for Very Large Online Platforms (VLOPs) with over 45 million 
monthly users in the EU.

•	 Digital Markets Act, which aims to promote competition in online 
markets, by setting limits to the power of the largest digital platforms 
to exercise ‘gatekeeper’ power through controls over re-use of per-
sonal data, in order to enable new competitors to enter key digi-
tal markets.

•	 Media Freedom Act, which aims to promote competition in European 
media markets so as to secure media pluralism, as well as measures to 
safeguard news quality and enhance protection of journalists.

Policy responses will always have a technocratic element due to the 
complexities associated with the operation of digital platforms. In doing 
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so, a recurring challenge for policymakers is going to be the extent to 
which they are reliant upon information held within the companies—what 
Frank Pasquale refers to as the ‘black box’ (Pasquale, 2015)—in order to 
regulate their conduct. For this reason, among others, digital platform 
regulation is also going to need a ‘populist’ element so as to establish what 
policy theorists refer to as the ‘issue salience’ of a topic or the extent to 
which concerns about digital platforms are a priority for voter-citizens, 
particularly given other, more immediate priorities and the nature of the 
electoral cycle (Moniz & Wleizen, 2020). The importance of addressing 
platform power needs to reach beyond those who have been typically the 
most engaged with digital technologies, to build a wide constituency of 
support for measures to redress the undue exercise of platform power. 
This is often more difficult than would first be apparent, and more chal-
lenging than with regards to other industries with a history of market 
concentration and economic and political power. It is very common for 
measures by nation-states to regulate digital platforms to meet criticism 
from NGOs that accuse them of over-reach and the suppression of free 
speech, even when those NGOs are themselves calling for greater regula-
tion of private communications power as well as expressing concerns about 
state censorship. This can sound like a modern version of the plea of Saint 
Augustine when faced with temptations, ‘Lord make me chaste, but not 
yet’. The modern equivalent may be ‘Let there be more Big Tech regula-
tions, but not those ones’ (Flew, 2022a, p. 301).

Daniel Joyce has observed that these are not bad faith arguments, but 
rather are reflective of an optimistic vision both towards the transformative 
capabilities of digital technologies and about the capacity of online speech 
to build a more informed public (Joyce, 2022). An exemplary example 
from the early history of the internet would be Electronic Frontiers 
Foundation co-founder Mike Godwin’s observation: ‘Give people a 
modem and a computer and access to the Net, and its far more likely that 
they’ll do good than otherwise’ (Godwin, 1998, p. 23). Joyce notes that 
there has been a shift in discourse over time towards greater recognition 
of the potential for risk and harms arising from largely unregulated, or 
self-regulating, digital platforms having significant power over the circula-
tion of online speech as seen, for example, in the work of Jonathon Zittrain 
(Bowers & Zittrain, 2020; Zittrain, 2008). But the underlying sense that 
nation-states lack both the legitimacy and competence to effectively regu-
late digital platforms without doing more harm than good or generating a 
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‘slippery slope’ that threatens personal privacy and other online freedoms 
is not hard to find among digital activists, academics, and NGOs.

It is in this respect that advocates for epistemic rights and other mea-
sures that aim to rein in or achieve greater social responsibility with plat-
form power may need some populist appeal. While populism is most 
commonly associated with right-wing nationalists, ‘strong men’, and 
would-be authoritarians—think Trump, Orban, or Putin, for instance—a 
number of authors have made the point that there are left-wing as well as 
right-wing populisms (Judis, 2016; McKnight, 2018; Mouffe, 2018). 
Invoking some version of ‘the people’ is a common strategy when seeking 
to build a cross-class alliance for substantive reforms, particularly when 
they face the prospect of resistance from powerful corporate and other 
vested interests. Benjamin Moffitt observes that there is considerable con-
ceptual and historical affinity between populism and socialism, as left-wing 
politics frequently appeals to ‘the people’ and unaccountable or undemo-
cratic ‘elites’ (Moffitt, 2020).2 In order for measures to regulate digital 
platforms to not simply result in various forms of regulatory capture, it is 
highly likely that technocratic solutions will not be sufficient. In order to 
achieve ongoing political and policy mobilisation, there will be a need to 
engage with those who may not be as engaged in an ongoing way with 
digital technologies as self-defined thought leaders in the field, in pursuit 
of a more inclusive vision of digital citizenship.
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Public Service Media: From Epistemic Rights 
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Introduction

Misinformation, online hate speech, mishandling of personal data, and 
other societal problems associated with the rise of digital communications 
and social media have led in recent years to growing concerns over threats 
to epistemic rights and the very foundations of democratic societies. These 
social harms stem, either directly or indirectly, from the operations of 
commercially run, for-profit internet companies that have grown massively 
in the last two decades accumulating unprecedented communication and 
economic power.

It is against this backdrop that we are witnessing a ‘turn to regulation 
in digital communication’ (Flew & Wilding, 2021, p. 48) and a plethora 
of policy initiatives in many nations around the world aiming to curb the 
power of the largest digital platforms and offer regulatory remedies to the 
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social harms they have created and amplified. Alongside these regulatory 
initiatives, there has also been a re-assertion of the continuing need for 
robust and adequately funded Public Service Media (PSM), a major insti-
tutional form of policy intervention in broadcasting and media markets.

This chapter considers the role of PSM in safeguarding epistemic rights 
and promoting epistemic justice. As publicly funded, not-for profit organ-
isations institutionally mandated to provide all members of society access 
on equal terms to trustworthy information and knowledge, PSM are nor-
matively configured to counter the social harms that have emerged in 
today’s platform-dominated communication environment and to harness 
new communication technologies to promote socially beneficial out-
comes. In their actual practice, of course, PSM organisations only imper-
fectly adhere to their normative ideal. At worst, in countries where they 
are captured by political and economic interests, PSM are part of the 
problem rather than part of the solution (Dragomir & Aslama Horowitz, 
2021). And yet, the starting point of this chapter is that PSM—both as a 
philosophy and in its practical realisation, however imperfectly, in coun-
tries where PSM organisations are to some degree insulated from political 
pressures—are an essential element of today’s digital media environment 
that needs preserving and strengthening in order that a healthy informa-
tional space flourishes.

In this chapter, then, we consider the role that PSM are ideally called to 
play in supporting epistemic rights and epistemic justice, as well as the 
actual conditions required for PSM to be able to fulfil this role. We con-
sider PSM’s normative role from an epistemic rights perspective following 
on the footsteps of an earlier assessment of PSM performance from the 
related but narrower angle of communication rights (Aslama Horowitz & 
Nieminen, 2016). After a review of the traditional concept of PSM, its 
values, and principles, we focus on the role that PSM (needs to) play to 
support epistemic rights in today’s digital media ecology. We then discuss 
the implications for PSM governance, if PSM are to fulfil this role. The 
chapter ends with a summary of the main points.

What Are PSM For?
What we refer to now increasingly as Public Service Media (PSM) has a 
long history and builds on the concept of public service broadcasting 
(PSB). PSB is often associated with, and talked about, in terms of the spe-
cific institutions entrusted with its delivery, such as the BBC in Britain, 
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RAI in Italy, the ABC in Australia, and so on. In its institutional embodi-
ment, PSB has been predominantly a national project, even though nation-
ally based PSM organisations share a common philosophy and many of the 
challenges they face nowadays originate from technological and market 
forces whose repercussions are felt globally.

The origins of PSB go back to the 1920s. PSB’s birth was in response 
to the broader conditions of that time: the time when radio broadcasting 
started. The three-word declaration attributed to John Reith, the first 
Director General of the BBC, that the aim of PSB is to ‘teach, inform, and 
entertain’ and, typically speaking, in this sequence, captures the prevalent 
conception of PSB. It was actually the pioneer of American radio and tele-
vision, David Sarnoff, who in 1922 first came up with the Inform, Educate, 
and Entertain triptych to describe the core elements of broadcasting, but 
he used them in the exact opposite order. For Sarnoff (commercial) broad-
casting was about ‘entertainment, information, and education, with the 
emphasis on the first feature—entertainment’ (Sarnoff, 1968, p.  41). 
Conversely, for Reith, the BBC’s responsibility was to prioritise education 
and information over entertainment (Briggs, 1995), thus delineating the 
core difference in the priorities of commercial and public service broad-
casting. Burton Paulu’s observation is pertinent here: ‘[I]n Europe, 
broadcasting [has been] regarded as public service whereas in the USA it 
has been an industry’ (1967, p. 238).

Of course, PSB performs best when it combines all three functions—
education, information, and entertainment—at once. It is remarkable that 
this triptych is still at the centre of the PSB definition in 2020, a century 
on since its initial formulation. For instance, for the regulator Ofcom, 
PSBs in Britain ‘must deliver high quality UK content, which informs, 
educates and entertains, as well as reflecting the wide ranging culture of 
the UK’ (Ofcom, 2020, para. 2.1, emphasis added). Similarly, in its 
Recommendation 1641 (2004), the Parliamentary Assembly of the 
Council of Europe describes the PSB remit as providing ‘the whole of 
society with information, culture, education and entertainment’ in order 
to enhance social, political, and cultural citizenship (Council of Europe, 
2004). Although PSB has taken diverse institutional forms in different 
national contexts, there is striking similarity in how the remit of PSB 
organisations is formulated.

In its early days, the idea of PSB was also linked to the broader accep-
tance of public service utilities in the aftermath of World War I and, more 
broadly, the acceptance of a more interventionist role for national 
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governments, which World War II strengthened further (Curran & Seaton, 
2018, p. 199). PSB was a core part of the economic, political, social, and 
cultural rebuilding of liberal democracies in Western Europe in particular, 
a central feature of the post-war Keynesian welfare order, where the state 
assumed a direct role in the production and supply of goods and services 
(Michalis, 2007, p. 58).

Since these early days, the world and societies have changed, and with 
them PSBs have evolved. Yet, the ultimate aim of PSB has not changed 
over the years. PSB stands for citizenship—in the sociological sense that 
includes legally defined citizens but also residents in a country—for better-
informed and tolerant societies (e.g., Born, 2018; Donders, 2021; 
Murdock, 2005). In short, PSB stands for democracy.

PSB then has been bestowed a profoundly democratic mission. 
For UNESCO

[public service broadcasting] speaks to everyone as a citizen. Public broad-
casters encourage access to and participation in public life. They develop 
knowledge, broaden horizons and enable people to better understand 
themselves by better understanding the world and others. Public broadcast-
ing is defined as a meeting place where all citizens are welcome and consid-
ered equals. It is an information and education tool, accessible to all and 
meant for all, whatever their social or economic status. (Banerjee & 
Seneviratne, 2005, p. 4)

Challenges to PSM are not new, but in recent years new challenges have 
been gathering pace: the ascendancy of neoliberalism since the 1980s has 
weakened public services and epistemic organisations, including PSM; 
trust in public institutions and authorities is in decline; for-profit social 
media platforms threaten epistemic rights (not least through the commer-
cial exploitation of data) and often facilitate the spread of mis- and disin-
formation by amplifying it and making it credible. Epistemic rights in this 
volume are understood as a necessary, though not sufficient, prerequisite 
of democracy, in the sense that they enable but cannot guarantee active 
citizenship. As discussed further in the next section, PSM have a crucial 
role to play in upholding epistemic rights and democracy, and, we argue, 
in promoting epistemic justice.
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PSM: From Epistemic Rights to Epistemic Justice

In this section, we outline four conditions that will enable PSM to support 
epistemic rights, broadly understood, following Watson (2021), as the 
right to know. In doing so, we introduce Fricker’s (2007) concept of epis-
temic justice as key to understanding the role of PSM in today’s digital 
media ecosystem. We argue that by promoting epistemic justice—that is, 
by challenging existing hierarchies of knowledge, by giving voice to vul-
nerable and under- or misrepresented communities—PSM can help to 
remedy many of the injustices that the seemingly plural media environ-
ment still exhibits and often amplifies. We now turn to discuss the four 
conditions.

First, the role of PSM has always been fundamental in enabling the 
function of liberal democracies. This role is not outdated in the age of 
digital and social media. On the contrary, at a time when the popularity of 
for-profit commercial digital communication and social media platforms 
has been increasing and is associated with the rise of mis- and disinforma-
tion, hate speech, the misuse of personal data, and other societal prob-
lems, the relevance and significance of PSM increases. Yet, the challenges 
that make PSM imperative are the same that challenge PSM.

The existence of PSM requires strong political commitment. This polit-
ical commitment has been weakening, even in Western liberal democra-
cies, the traditional stronghold of PSM (see Połońska-Kimunguyi & 
Beckett, 2019). In recent years, right-wing populist parties have gained 
ground in several European countries (and beyond). They have been 
vocally critical of PSM, accusing them of left-wing political bias and of 
constituting improper use of taxpayers’ money (Sehl et al., 2022; Holtz-
Bacha, 2021). It is imperative that civil society, academia, and interna-
tional organisations—like the Council of Europe and UNESCO—renew 
calls for the protection of epistemic rights in advocacy and policy, and 
(continue to) make the case for PSM strong.

Second, PSM need to modernise and evolve with times. Modernisation 
and evolution in this context refer to new transmission means, platforms, 
and content. Such efforts, for instance, have seen PSM use social media 
platforms to reach younger audiences (see, e.g., Lowe & Maijanen, 2019; 
Stollfuß, 2019). The interactive affordances of digital technologies can be 
leveraged by PSM to promote user participation, co-creation, and foster 
meaningful dialogue (see, e.g., Enli, 2008; Moe, 2008; Ramsey, 2013; 
Debrett, 2014; Vanhaeght, 2019). PSM can also use new technologies to 
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better connect with different segments of the public through personalisa-
tion (Van den Bulck & Moe, 2018; Hildén, 2021). At the same time, 
these efforts require substantial financial investment, hence the need for 
PSM to be adequately funded and supported (see below). PSM also need 
to ensure that their encounters with digital platforms are not in tension 
with their public service mandate. PSM’s digital strategies should first and 
foremost be guided by normative considerations, as discussed above.

Third, PSM are there not simply to support epistemic rights but also, 
importantly, to promote epistemic justice. This role relates to diversity and 
plurality of content. Although this has been a traditional aim of PSM, 
empirical studies have shown that PSM have often found it challenging to 
represent all sections of the societies they are called upon to serve, with 
some (ethnic, religious, regional, linguistic, etc.) communities being 
under- or misrepresented. Especially in the early days of PSB, paternalistic 
tendencies alongside portraying a single national identity of an imagined 
community (Anderson, 1983) contributed to insufficiently plural content.

The point here is that PSM, as one prominent epistemic institution, 
need to support epistemic rights in the sense of conveying truthful infor-
mation and advancing knowledge around all aspects of life in a given soci-
ety and indeed the world (e.g., political, economic, societal, environmental) 
for the benefit of all (see Hannu Nieminen’s chapter in this volume; 
Watson, 2018). Truthful information provides the foundation of knowl-
edge. ‘Truthful’ refers to ‘factual evidence and reasoned analysis’ and is 
juxtaposed against post-truth, an emerging epistemic regime on the ascen-
dancy since 2016 that prioritises emotional response (Dahlgren, 2018, 
p. 25). PSM supporting epistemic rights goes at the heart of what PSM 
stand for, as explained above: PSM are a crucial prerequisite for active citi-
zenship; they aim to inform and engage society, help create a public space 
for debates, and ultimately decisions on, shared issues; they nurture a 
sense of common purpose and build understanding across segments of 
society and the wider world (Michalis, 2024). The BBC’s public purposes 
as laid out in its Charter aptly capture the role of PSM in support of epis-
temic rights: ‘to reflect, represent and serve the diverse communities of all 
of [the country’s] nations and regions; […] to provide impartial news and 
information to help understand and engage with the world around them.’1

1 This is not a complete list of the BBC’s public purposes. Two out of five are singled out 
as representing best the link between PSM and epistemic rights as discussed here. See: 
https://www.bbc.com/aboutthebbc/governance/mission.
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Alongside the role of PSM and epistemic rights, however, we need to 
consider the concept of epistemic (in)justice. Miranda Fricker (2007) 
explains that epistemic injustice is a distinct type of injustice that relates to 
knowledge. She recognises the link between structural injustices and dis-
tributive unfairness in relation to information, education, and other epis-
temic goods. At issue here is whether everyone is getting a fair share of a 
good. This type of injustice is often referred to as epistemic inequality. 
Hannu Nieminen explains in his chapter in this volume that epistemic 
equality, a fundamental premise of democracy, presupposes equal access to 
knowledge and information to ensure informed will formation, but in 
practice we have epistemic inequality as the gap in information and knowl-
edge between the elites and the majority of the population is deepening. 
This has resulted, Nieminen contends, in two regimes of knowledge and 
truth, one that is controlled by the elites and one—variously characterised 
as mis/disinformation, fake news, or alternative truths—that is owned by 
the disenfranchised members of society. As put by former head of BBC 
Television News Roger Mosey, ‘[T]he fight for truth is difficult enough in 
liberal democracies, but it is tougher still when states intervene to wilfully 
distort the facts and to censor news they find inconvenient’ (Mosey, 
2022, p. 2).

Important though such epistemic inequality is, Fricker uses the concept 
‘epistemic injustice’ to address deeper injustices embedded in systems of 
knowledge. She distinguishes two forms of distinctively epistemic injus-
tices: testimonial injustice and hermeneutical injustice. For Fricker (2007, 
p. 1), testimonial injustice ‘occurs when prejudice causes a hearer to give 
deflated level of credibility to a speaker’s word’; hermeneutical injustice 
‘occurs at a prior stage, when a gap in collective interpretive resources puts 
someone at an unfair disadvantage when it comes to making sense of their 
social experiences’. In other words, testimonial injustice ‘is caused by prej-
udice in the economy of credibility; and […] hermeneutical injustice is 
caused by structural prejudice in the economy of collective hermeneutical 
resources’ (Fricker, 2007, p. 1). An example of the former is when the 
views of a person are discredited or scorned just on the basis of their eth-
nicity or gender. An example of the latter ‘might be when you suffer sexual 
harassment in a culture that lacks that critical concept’ (Fricker, 2007, p. 1).

Fricker’s epistemic justice goes beyond distributive justice; it aims to 
challenge existing knowledge mechanisms and associated power relations. 
Epistemic justice resembles one of the discourses of digital rights that 
Karppinen and Puukko (2020) identify: rights as a vehicle of ‘information 
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justice’. We can also link it to Walter Mignolo’s ‘epistemic disobedience’ 
calling for the decolonialisation of knowledge as a necessary step ‘for 
imagining and building democratic, just, and nonimperial/colonial societ-
ies’ (Mignolo, 2009).

The concept of epistemic justice is useful to our discussion. It calls 
upon PSM to strive to act accordingly, representing often marginalised 
and vulnerable communities, rather than presenting and strengthening 
mainstream (hegemonic) interpretations. This is not to challenge the fun-
damental premise that information should be accurate, evidence-based, 
fair, trustworthy, and impartial. Epistemic justice, as discussed here, aims 
to increase representation and plurality of content, facilitate debate, and 
enhance understanding across communities. It is about giving ‘voice’ 
(Couldry, 2010) to more people and making media (news) content more 
relevant, more relatable, and thus more valuable. Epistemic justice encour-
ages the reinvigoration of traditional PSB and at the same time invites new 
PSM initiatives to contribute to plurality of content.

Finally, fourth, PSM can support epistemic rights by working together 
with educational and cultural epistemic institutions, like schools and uni-
versities, theatres, museums, and libraries. An example here comes from 
the BBC which partners with a variety of other epistemic organisations to 
enhance its offer and deliver public service content, such as the Royal 
Shakespeare Company and the Science Museum (BBC, 2021, p. 22). This 
is what Murdock calls a digital commons, ‘a linked space defined by its 
shared refusal of commercial enclosure and its commitment to free and 
universal access, reciprocity, and collaborative activity’ (Murdock, 2005, 
p. 227). In Murdock’s vision, PSM would act as the ‘principal node’ in a 
new network of public and civil institutions. Similarly, Nieminen uses the 
term ‘epistemic commons’ to refer to ‘areas of shared knowledge and 
information that are open to all […] the reservoir of our shared social 
imaginaries’ (Nieminen, 2014, p. 56).

The four main ways, just discussed, in which PSM can promote epis-
temic rights and advance epistemic justice presuppose an enabling gover-
nance framework. The European Broadcasting Union (EBU, 2015, p. 3) 
defines good governance based on four principles: independence, that is, 
PSM have first and foremost to be able to function free from direct politi-
cal and commercial interference; accountability to supervisory bodies but 
also the public they serve; transparency and responsiveness; and sustain-
ability, in that PSM should be allowed to, and be capable of adapting to, 
serve the evolving needs of society (for a discussion see Michalis, 2024). 
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An issue that is crucial to good governance as just explained is the funding 
of PSM.  Many PSM organisations have experienced real reductions in 
their funding in recent years (see Schweizer & Puppis, 2018; Puppis et al., 
2020). In addition, various countries in Europe have decided to replace 
the traditional licence fee mechanism with other mechanisms.2 Finland has 
introduced the so-called YLE tax; Germany a household levy; whereas 
Norway, Denmark, and Romania have moved to direct funding from the 
state budget. Especially in Romania, a country with a weak tradition of 
democracy, but also in Denmark the move to state budget has been per-
ceived as an attempt to undermine the independence of PSM and their 
ability to hold political and economic power to account (Barnley & 
Hartmann, 2022, p. 3). In short, the crucial role that PSM can, and need 
to, play to promote epistemic rights and combat epistemic injustices pre-
supposes a supportive and enabling governance framework.

Conclusion

PSM is a philosophy. Its core mission is to enable substantive citizenship 
on the basis of epistemic rights (the right to know), and ultimately support 
the democratic functioning of societies. We proposed four main condi-
tions for this and we introduced Fricker’s concept of epistemic justice as 
key to understanding the role of PSM. The first condition is that PSM are 
premised upon strong political commitment. At a time when this political 
commitment is dwindling, it is imperative that civil society, academia, and 
international organisations renew efforts and calls for the protection of 
epistemic rights in advocacy and policy, and (continue to) make the case 
for PSM strong. PSM pretty much everywhere are on the defensive, seen 
as part of the problem. The opposite is true. PSM are a key part of the 
solution to the threats to epistemic rights and the foundations of demo-
cratic societies. Second, we argued that PSM need to evolve with the times 
and be allowed to use new transmission means, build new platforms, and 
come up with new content types and formats. PSM need to operate in a 
legal framework that permits this and they also need to have the necessary 
resources to do so. Third, we argued that PSM have to move beyond sup-
porting epistemic rights, as they have traditionally been bestowed, and 

2 For an overview of different PSM funding models, the website of the Public Media 
Alliance (PMA) offers a useful resource: https://www.publicmediaalliance.org/resources/
psm-funding-models/
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contribute to epistemic justice, by challenging the existing power struc-
tures of knowledge. Promoting epistemic justice means truly representing 
all segments of society, including groups of society at the margins, whilst 
respecting accuracy, evidence, and fairness. This move towards epistemic 
justice will increase the accountability of PSM to the public at large and 
strengthen their legitimacy. Finally, fourth, PSM need to work together 
with other educational and cultural epistemic institutions towards the cre-
ation of a digital or epistemic commons, combating the commercialisation 
and privatisation of communitive spaces and knowledge, and striving to 
make information and knowledge accessible to all.

In terms of governance, PSM need to be explicitly regulated to support 
epistemic rights and promote epistemic justice. For PSM to act as trust-
worthy sources of information, support epistemic rights, and promote 
epistemic justice, PSM have first and foremost to be able to function free 
from direct political and commercial pressure, be accountable to supervi-
sory bodies and the public at large, be transparent and responsive, and be 
sustainable legally as well as financially so that they can evolve and survive. 
PSM, as a fundamental epistemic institution, are critical to enabling citi-
zenship and supporting democracy, and can help remedy many of the 
injustices that today’s seemingly plural media environment exhibits and 
often amplifies.
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Introduction: Gender Narratives 
in the Platform Economy

The increasingly significant role of algorithmic management has a direct 
impact on epistemic rights of workers in platformised work arrangements. 
We recognise today’s algorithmic ecosystems as platforms that are trans-
forming global value chains and restructuring labour markets. As artefacts 
of social power, platforms not only restructure work but also refashion the 
space of life. They challenge and chip away at the political consensus over 
social norms—displacing old rules and establishing new ones. This is the 
platform economy that knows more, knows better, and knows deeper on 
an ever-expanding time-space configuration built on data and digital intel-
ligence. The dominant platform economy rooted in a neoliberal and neo-
colonial logic reproduces ideologies of social power, optimising knowledge 
to maximise profit. Knowledge based on other premises is not admissible. 
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The epistemic standpoint of workers and their ways of knowing and being 
are thus invalidated and misrecognised, with little opportunity for partici-
patory and collective knowledge modalities.

Women’s contribution to and experiences in the world of work have 
historically been minimised. In the developing world, up to 95% of the 
women work in the informal sector, beyond the pale of legislative guaran-
tees (UN Women, 2015). The advent of digital labour platforms and 
e-commerce supply chains has been seen in policy discussions as present-
ing a never-before opportunity for women in the informal sector with the 
role of platformisation often held up as a new pathway for decent work 
that ‘formalises the informal’ by circumventing traditional feudal patriar-
chies in the economic sphere (OECD, 2018).

Yet, there is little evidence that platformised work destabilises the status 
quo. On the contrary, platformisation has meant precarious employment 
sans any labour protection. Poor women in developing countries are 
among the most vulnerable, as gender pay gaps and segregation persist in 
platform work and platform algorithms continue to reproduce or even 
exacerbate existing structural biases (Rani et al., 2022).

Digital labour platforms perform the crucial task of matching or con-
necting workers to customers, relying on several data points. This optimi-
sation exercise is a highly layered algorithmic process. This is also true for 
e-commerce platforms that match consumers to sellers. The algorithm 
creates the veneer of neutrality through which platforms sustain their 
image as intermediaries who simply connect prospective service providers 
to clients or consumers. However, in reality, the algorithmic ecosystem 
intervenes at several stages of a worker’s journey through the platform, 
starting from registering on the platform to how transactions materialise, 
and rewards and punishments are experienced (Waldkirch et al., 2021). In 
the following sub-sections, I share four stories highlighting how gender 
impacts digital labourers in diverse conditions.

Damini and the Urban Company

Damini is a migrant from the rural northeast of the country, living in 
Bengaluru, the Silicon Valley of India. Damini works for the location-
based platform—Urban Company, which provides home-based services 
ranging from cleaning, home installations, repairs, and carpentry to salon 
services and massages. Urban Company describes the workers providing 
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these services as ‘service professionals’. Its application works by linking 
these workers to customer leads. Workers need a minimum level of credits 
to respond to customer leads, and conversely, responding to leads and suc-
cessfully rendering the service earns workers credit points. A percentage of 
credits is taken as commission. Damini provides beauty and wellness ser-
vices through Urban Company. During the COVID-19 lockdown, she 
returned to her village, but economic necessity compelled her to move 
back to Bengaluru and resume work.

This is what Damini says about her work:

We do not know how the price is fixed for each customer. This information 
stays in the app.

We also do not know how the company decides job allocation for differ-
ent workers and why someone gets more tasks. We just accept what the 
app sends.

We cannot see customer reviews other workers have given. If we could, 
we won’t provide services to customers with poor reviews.

So how does Urban Company’s algorithmified workplace function? 
Workers register by sharing personal details on a web form and wait for a 
response from Urban Company. There does not seem to be a guarantee of 
a reply. The online profile of the worker is created by the platform’s man-
agement team members and not necessarily by the workers themselves.

Customer leads are allocated to workers by the algorithm, with no 
transparency. Criteria for the number of gigs per worker are not known. 
Workers are only told the service they are to perform and the customer’s 
address. The commission is operationalised through a system of credit bal-
ances. The platform sets the commission rate at a particular number of 
credits for each gig request, and the worker can accept a client request 
only upon paying the credit balance upfront. The calculations are not 
known to workers.

Urban Company offers discounts to customers during festivals, and the 
reduction in prices of services at this time is squeezed from the worker’s 
earnings. While market capture through discounts enables the platform to 
expand its footprint, this happens at the expense of workers.

Workers and customers rate each other, but only workers’ ratings are 
visible to customers and not the other way around. No online rating or 
other reporting mechanism exists for workers to create a record that their 
peers can also view. Lower ratings automatically trigger a re-training 
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process irrespective of whether such ratings are justified. A post-facto 
complaints mechanism for reporting harassment at the workplace does 
exist, and the platform blocks customers after investigation.

Sushila, Yamuna, and Uber

Yamuna and Sushila both work for Uber. Sushila was running her own 
business—a clothing boutique—but after the rise of online e-commerce 
decimated her business, she decided to change careers. Now, Sushila works 
for Uber and Ola—an Indian ride-hailing platform that connects drivers 
and passengers, similar to Uber. In India, while some drivers may drive 
exclusively for one platform, others like Sushila drive for several simultane-
ously, taking advantage of the purported flexibility offered by these plat-
forms. The excerpts below are from the interviews of Sushila and Yamuna:

We take up considerable risk to do our duty. Women drivers need safety. 
There should be CCTV in cars and an emergency call centre that women 
drivers can reach when they drive at night.

Sometimes, for 13 km, instead of 150 INR, the app shows our earnings 
as only 100 INR. We raise a complaint and ask why we have been credited 
less money. They say this may be because of a ‘network problem’, and since 
the route was not fully recorded on the GIS, the company received less from 
the passenger. Most of the time, they give us arbitrary reasons and don’t pay 
us the (balance) money.

So how does Uber’s algorithmified workplace function? Workers go to the 
Uber office with their identification, driving licence, and vehicle docu-
ments. After verification, the company onboards them. There is no clarity 
on how workers’ personal data will be used. The algorithm automatically 
matches drivers to customers, but there is no transparency regarding its 
workings. Drivers speculate that the factors may include ratings or the 
acceptance/rejection rate.

Drivers do not get to choose their destinations, as it remains unknown 
until they accept the ride, or their route, determined by the algorithm and 
GPS.  The commission rate is fixed and not sensitive to real economic 
changes. Over time, as the company was able to corner a decent market 
share, there was also a reduction/roll-back of driver incentive programs.

Customers can rate drivers based on several factors, which are not dis-
closed to the driver. The drivers can see their ratings but are not told how 
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their ratings impact other decisions in the algorithm. Drivers can also rate 
customers but cannot view a customer’s rating before deciding to accept/
reject a ride. Such opacity can become a problem in the event of a dispute. 
Drivers’ accounts can be suspended or deactivated by the algorithm.

Jayashree and Amazon Mechanical Turk

Amazon Mechanical Turk (AMT) is a crowdsourcing website for busi-
nesses to hire remotely located ‘crowdworkers’ to perform discrete on-
demand tasks that computers are currently unable to do. It is operated 
under Amazon Web Services and is owned by Amazon. Requesters can 
post tasks for crowdworkers, known as ‘Turkers’, to complete for a small 
fee. These tasks typically take the form of surveys, image labelling, ques-
tion answering, and others that don’t require specialised skills for humans 
but are difficult or impossible for computers. Workers have to regis-
ter on AMT.

Jayashree is a computer science graduate working on AMT for three 
years. Despite multiple attempts, she has not been able to procure an 
account of her own. She uses her cousin’s account and transfers half her 
monthly earnings to the cousin as ‘rent’. She is constrained by the need to 
care for her elderly mother, so she can only work from home.

Jayashree narrates a situation of extreme economic distress since the 
COVID-19 lockdown, observing that the higher-paying tasks have entirely 
dried up since the pandemic, thereby affecting her income. In 2019, she 
was making around 20,000 INR per month. Since the pandemic, how-
ever, she has earned less than 10,000 INR per month. Jayashree lives in 
the hope that she can get her own account on AMT. However, she has 
received no information on why her account has been repeatedly rejected 
and on what criteria it may be approved:

A lot of people have told me that they give jobs to US workers first and only 
then come to us. Indians get less work; only 20% of the available work is for 
Indians.

With AMT’s Masters Qualification, you get better work, I was told. But 
I don’t know on what basis AMT awards this.

This has happened to a lot of people—their work will be rejected, there 
will be no response, their account will be suspended, and there will be no 
response to emails.
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For AMT, workers register with their name, address, gender, age, and 
nationality and wait for account approval. Reasons for acceptance/rejec-
tion are not clear. There is a grey market in worker accounts, with regis-
tered workers renting their accounts for a share in earnings or a hefty 
one-time price.

The algorithm automatically displays a certain list of tasks for workers. 
Far from being an open marketplace, the kind of tasks that are available for 
workers to choose are already predetermined by the AI. Workers have little 
agency over the performance of a task and strictly follow instructions from 
requesters, as any slight error can lead to the work being rejected, with 
consequent non-payment.

AMT charges clients a commission estimated to be about 20%; workers 
are charged transaction fees of about 3–4% per transaction. At one point 
of time, Amazon workers in India were paid in the form of gift cards 
instead of direct bank transfers.

Worker nationality affects the chances of landing work. Indian workers 
cannot bid for all tasks. Ratings and reviews are also crucial. Workers are 
given an ‘approval rate’ based on the percentage of tasks that are accepted/
rejected by the requester they perform work for. Reasons behind the rejec-
tions can be found only by contacting requesters, who may or may not 
respond. Eligibility criteria for ‘Masters Qualification’ (a rank/score from 
AMT that enhances workers’ chances of landing a gig) are unclear to 
workers. Workers live under a constant threat of suspension, with little 
option to challenge the algorithm’s decision.

Sakhi, Diya, and the Self-Employed Women’s Association

The Self-Employed Women’s Association (SEWA) is a women’s trade 
union with a membership of 1.5 million self-employed women workers 
engaged in India’s informal economy. SEWA’s health team formed a 
health cooperative—The Lok Swasthya Mandli—that produces and mar-
kets herbal (Ayurvedic) medicines. SEWA was approached by Amazon to 
onboard its cooperatives onto a nationwide program that Amazon runs, 
called Saheli. This initiative aims to promote locally made products by 
women entrepreneurs in India. It advertises itself as an enabler of women 
entrepreneurs, helping them become successful sellers on Amazon. 
Purported benefits, as per the website, include reduced referral fee, per-
sonalised training, account management support, imaging and catalogu-
ing support, increased customer visibility, and marketing support.
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The experiences of SEWA with Saheli, as narrated by Sakshi and Diya, 
demonstrate how little of this promise has materialised:

Products listed on Saheli are not searchable on the Amazon main page. This 
is a big disadvantage because customers will never go to the Saheli platform 
to search; they will only search directly on Amazon.

The Amazon team had told us that data analytics such as SEO support 
and data for marketing would be available as part of the ‘package of ser-
vices’. But this has not happened.

There is a premium charge for showcasing your products, whereby more 
people will be able to look at them. Those who avail of highly-priced service 
packages get priority in product search. We did not. So, if you search, our 
product appears on the bottom-most line of the shopfront page.

The figures that Diya and Sakshi reported about the sales on Amazon are 
startling. The cooperative sold no product in the last six months and 
merely one in the preceding year. The Saheli web platform does not give 
online sellers control over how their business is presented on the Saheli 
storefront.

Decoupling product searches on Amazon Saheli from the main Amazon 
platform means that microenterprises are not competing on an equal foot-
ing. The algorithm automatically determines how and where (priority) 
stores are displayed on the marketplace. More visibility requires an extra 
charge—so the algorithm can be purchased to work in your favour. Still, 
there is no guarantee of whether it will increase visibility and whether 
there is a link between visibility and sales.

Discussion: The Social Power of Platforms—A 
Feminist Analysis

Algorithmic management can be described as the deployment of ‘a diverse 
set of technological tools and techniques that structure the conditions of 
work, enabling the remote management of workforces’ (Mateescu & 
Nguyen, 2019). In machine learning environments, algorithmic manage-
ment is neither bounded nor predictable. The platform economy opti-
mises value extraction not only through endogenous processes that 
structure the conditions of work in the platform ecosystem but also 
through exogenous ones in which post-platform relationalities with pre-
vailing economic, political, and cultural domains play a vital role. 
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Algorithms thus derive from and reshape the realms of life tied to work. 
They wield agency to remake society. Using modalities of signification 
(meaning-making) and legitimation (rule-setting) platforms deploy algo-
rithms to gain near-totalising social power.

The above narratives of women platform workers demonstrate the 
material conditions of work obtained through the opaque and exploitative 
algorithmic apparatus. Platforms normalise such opacity through the 
myths they build about flexibility and independence. To find work on the 
platform is to trade off the right to know. In none of the platforms sur-
veyed were workers able to access information about the customer, their 
ratings, and past reviews, or get full information about the nature of the 
task. While worker data flows freely to the platform and is made available 
in limited ways to the customer, nothing is accessible to the worker.

Platforms argue that their workers are free to log in and log out as they 
please, accept or reject tasks that come their way, and have the freedom to 
go on leave whenever they so desire. While the formal flexibility offered by 
platforms is a significant motivator for many platform workers, they typi-
cally end up with little real choice of when and where to work (Wood 
et al., 2019). Workers fear cancellations or rejections of tasks, as the algo-
rithm may penalise them with a lower rating. The opacity of algorithmic 
workings precludes the ability of workers to seek redressal and prevents 
them from challenging algorithmic decisions. To protect their job and 
income security, workers must simply resign themselves to the algorithm’s 
omnipotence, implying a punishing cost to agency.

The exacting control over workers in the endogenous operations of the 
algorithm thus erases the ability of workers to navigate relationships on 
the platform, entrenching a punitive regime that leaves them perpetually 
guessing about potential actions that can undercut their economic bottom 
lines. In a brutal paradox, the algorithm uses the worker’s own ‘labouring 
data’, as the very means of disciplinarity, squeezing labour surplus to gain 
market share. While labouring data fuels the platform’s intelligence rent, 
work itself mutates into an extractive social paradigm that individualises 
and disciplines labour power, accumulating the invaluable knowledge 
about differential social locations that then can be exploited differentially.

Algorithmic work life also needs to be situated in relation to the exog-
enous structures of choice, autonomy, and power that connect worker 
experiences of the algorithm to society’s wider social and political aspects. 
Many Indian states have signed partnership agreements with Amazon, to 
feature products of women producer organisations, under the Saheli 
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banner. Amplifying statist discourses of women’s empowerment and cor-
porate propaganda on social responsibility, such collaborations of conve-
nience instrumentalise women workers and their economic initiatives. 
They divert the conversation from the necessary public investments for 
women’s economic participation and the much-needed governance of 
mainstream platform marketplaces. Camouflaging the damning invisibility 
of women’s businesses in the gamified environments of efficiency-
optimising platforms, they instead co-opt society’s economic peripheries 
into the infinite offerings of corporate data services. The narrative of 
‘e-commerce for women’ is Amazon’s easy ticket to future profits. Cloud 
majors like Amazon Web Services are desperately wooing Indian govern-
ment officials to corner India’s public sector cloud market (Nishant, 2022).

Women microworkers who work for AMT face a Hobson’s choice. 
Eager to alleviate the household’s economic insecurity, these women duti-
fully enter the virtualised workspace of AMT each night—after a long day 
of household work. Hidden in the grey zone of non-regulation, they navi-
gate an exploitative algorithmic regime, glad for the ‘opportunity’ to be 
able to ‘respectably’ support their family, and almost entirely unaware of 
the oppressive geo-economic and geo-political factors that legitimise such 
exploitation. For these women, the idea of self and autonomy starts from 
a relative position of subordination in the patriarchal household, one that 
makes AMT an attractive work-from-home proposition. In the case of the 
female drivers of Uber, we see households in economic distress mobilise 
women’s labour through a tryst with modernity that is held up by statist 
and corporatist epistemic frames celebrating them as empowered entre-
preneurs who have broken into the all-male bastion of ride hailing.

Whether it be feminised microwork encouraging women’s seclusion or 
participation in the man’s world of driving that endorses their mobility, 
the algorithmic ecosystem derives legitimacy from the many exogenous 
shades of patriarchal social organisation. It enables platform companies to 
appropriate the labour of migrant women in on-demand work or educated 
home-bound women in cross-border labour chains. It allows states to 
spawn unregulated economies on the backs of undervalued women.

Perhaps, not so surprisingly, gender-based occupational segregation is 
rife in the platform economy; care work, beauty services, and domestic 
work are overwhelmingly performed by women, while other, more ‘mas-
culine’ tasks such as driving are dominated by men. Sushila observed that 
out of 50,000 Uber drivers in Bengaluru, only 100 are women. It is pos-
sible to argue that the algorithms only reflect reality. But it is equally true 
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that the algorithm becomes the new structure in which is imprinted the 
gender division of work that pushes women to undervalued and low-
paying tasks.

In the dominant platform economy, algorithmic pursuit propels a 
global labour arbitrage founded on a collusion of patriarchies characteris-
ing nation-states, societies, and businesses—that find legitimacy through 
global policy. This bears similarities to how women’s cheap labour in 
South and East Asia spurred the growth of global value chains in apparel 
and electronics, lifting economically beleaguered nations out of the 
woods—all the while reinforcing global inequality and corporate impu-
nity. Despite historical similarities, the current trajectories of our algorith-
mic world are also different, given the changing nature of work itself and 
the frightening prospect of a new polarised global job market. The digital 
context will not only leave most women out of the high-skilled, high-end, 
elite job segments, but also usher in an unprecedented precarity.

This thesis—it needs to be clarified—does not at all assume a passivity 
on the part of women who are indeed leading social change. Rather, the 
intention here is to point to how gendered locations place extreme con-
straints on women’s choices and, therefore, to the fact that the exogenous 
conditions of algorithmic life and the endogenous ones on platform-
mediated work must be dismantled and rebuilt towards a paradigm of 
equality founded on meaningful choices.

Conclusion

Across jurisdictions, platforms have pursued a strategy of ‘regulatory 
entrepreneurship’ (Pollman & Barry, 2017) to lobby for maintaining the 
status quo that has permitted their exponential growth. A key tactic in this 
regard is the misclassification of workers, denying them an employment 
relationship that can form the basis of formal social and labour protection. 
Perpetuating the myth of the self-employed platform worker has allowed 
platform companies to proliferate while accepting no responsibility for the 
welfare of workers. The stories of women we discussed in this chapter 
point to a near-unbridgeable skew of power between the platform and its 
workers. They also point to how the platform economy emboldens social 
structures of oppression that reproduce racialised gender hierarchies by 
exploiting women, especially from the Global South.

Platforms not only subject women to exploitative conditions of work. 
By normalising the flexibilisation and individuation of work, the platform 

  A. GURUMURTHY



123

economy appropriates women’s labour in its entirety, for its perpetuation. 
Female wage labour is central to its logic of accumulation, but so is the 
unpaid care work that women perform. The precarisation of work that 
marks platform labour built entirely through algorithmified gaming raises 
a vital question—how can we move out of platform models built on 
extractivist algorithmic optimisation?

A new algorithmic radicalism needs to inform the principles, norms, 
policies, and practices of the platform economy, one that is just and inclu-
sive. Firstly, opening up algorithms for political scrutiny is crucial. This can 
reconfigure endogenous operations of the algorithm, keeping the plat-
form marketplace trained on values and norms continuously monitored 
for real-world impacts. Two crucial dimensions to realign the platform 
ecosystem comprise workers’ data rights, including the right to algorith-
mic accountability and the right to explanation, and gender-responsive 
algorithmic design to ensure affirmative action on platform workplaces.

Data rights as epistemic rights extend from data collection, use, stor-
age, and sharing processes, to accessibility for workers to port or transfer 
their work experience with other job providers, to check the veracity of 
their data, or even collectively to set up alternative businesses. Design can 
be transformative. As women drivers we spoke to reflected, Uber could 
easily enable a positive gender bias in algorithmic matching. This could be 
potentially useful when women drivers are out at work late at night. A 
positive measure reported to us was how clients found to have harassed or 
abused workers are deplatformed by Urban Company.

Secondly, given that algorithms are intertwined with social structures 
unless the digital paradigm is extricated from its current colonising trajec-
tory, endogenous restructuring will not go far. Algorithms must be 
directed towards new social relationalities, thus nurturing the exogenous 
conditions for radical change. From provisioning of public marketplace, 
compulsory quotas for women producers on e-commerce platforms, to 
legislation for social security nets and workplace health and safety guaran-
tees in platform workplaces, socio-political nudges towards a resignifica-
tion of algorithmic spaces can transform ideas of labour and value.

But a transformative agenda will need contemplating platform labour 
along alternative economic logics where efficiency on scale may need to be 
sacrificed for other gains. New platform marketplace architectures that 
redistribute value—such as women-owned and -managed models that are 
locally embedded and socially, environmentally, and economically sustain-
able—will need to be explored and legitimated. Public investments to 
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nurture such business models and appropriate governance to rein in Big 
Tech-based market capture are vital. Policy interventions are also needed 
to socialise care. Algorithmic serendipity can contribute to the realisation 
of post-market, collectively organised, platform-based care arrangements 
on a societal scale, if policy encouragement is provided to such models.

What we are talking about is a paradigmatic shift from the current para-
digm and its regressive institutional and technological structures to a new 
one. Supported by institutional transformation and new algorithmic prac-
tices and regimes, such a shift would lead to an alternative epistemic para-
digm—one that expands women’s agency and choice in the economy and 
society.

Transforming the algorithmic paradigm needs institutional transforma-
tion. The pivotal role of ‘intelligent algorithms’ necessitates the recogni-
tion of precarity and impoverishment in the digital economy through 
political structures of law and policy. Countries are showing a willingness 
to recognise this. Many governments and courts have taken steps to 
address platform workers’ rights, including epistemic rights (Aloisi, 2022; 
European Commission, 2019; ILO, 2021; Gurumurthy et  al., 2018; 
Wood, 2021). There is increasing consensus that algorithmic transparency 
in ratings and other mechanisms is non-negotiable, as is the access that 
workers must have to their data on the platform (Wood et al., 2019; Rani 
& Singh, 2019; Singh & Vipra, 2019; Rani & Furrer, 2021). The ILO is 
applying itself urgently to new ideas of universal labour rights (ILO, 2022).

A global churn is however necessary to redirect the purpose of value 
creation so that it is tied to a meaningful life for all that scrambling for a 
data-rich planet may not bestow. Stories about the human condition in 
algorithmified platforms narrated by women tell us that we need to strive 
towards a new subjecthood for the most marginalised, reconstituting com-
putational pursuit as a political activity guided by a new institutional ethics.
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CHAPTER 9

Epistemic Rights and Right to Information 
in Brazil and Mexico

Fernando Oliveira Paulino and Luma Poletti Dutra

Introduction

In this article, the authors analyse the right to access to information as an 
aspect of the broad concept of epistemic rights by focusing on the devel-
opment of legal frameworks in two Latin American countries: Brazil and 
Mexico. Both countries have similarities in their colonisation processes 
which bequeathed a public administration marked by patrimonialism and 
states that were born closed and distant from the population.

Chronologically, the right to access to information was constitutionally 
consolidated in similar periods in both countries: in Mexico in 1977 and 
in Brazil in 1988. However, such constitutional guarantees lacked regula-
tion. Thus, in 2002, Mexico’s first Access to Information (ATI) law was 
passed nine years earlier than the Brazilian law, serving as a parameter 
(along with other international experiences) for the latter’s elaboration. 
The Mexican law is considered an international reference (Michener & 
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Bersch, 2011) for, among other reasons, creating an autonomous body 
that acts as an appeal and supervisory body of the application of the rule 
and other issues related to public transparency and protection of personal 
data. This autonomous body in Mexico is known as the Instituto Nacional 
de Transparencia, Acceso a la Información y Protección de Datos 
Personales (INAI).

Civil society organisations strongly participated in the process of pass-
ing the Mexican ATI law. This mobilisation also served as a reference for 
Brazilian groups that defended the creation of an ATI law. Finally, it is 
worth noting that Brazil and Mexico were part of the group of countries 
that started the Open Government Partnership (OGP) in 2011.1

In this introduction section, some important historical events that con-
tributed to the consolidation of the right to access to information in the 
region are listed. The first event was the approval of the Universal 
Declaration of Human Rights (UDHR) by the United Nations General 
Assembly in September 1948. Among the 30 articles listed, Article 19 
states that:

Everyone has the right to freedom of opinion and expression; this right 
includes freedom to hold opinions without interference and to seek, receive, 
and impart information and ideas through any media and regardless of fron-
tiers. (UN, 1948)

This does not mean that the right to access to information arose only at 
this time. Centuries earlier, in 1766, Sweden passed a law guaranteeing 
freedom of access to public information on the initiative of the Lutheran 
clergyman and congressman Anders Chydenius, who was inspired by the 
Chinese doctrine (Lamble, 2002). In 1794, in the wake of the French 
Revolution, the Law 7 de Messidor guaranteed French citizens access to 
all public documents. In Latin America, Colombia was the pioneer coun-
try in this regard. Colombia enacted the Code of Political and Municipal 
Organisation of 1888, which established the right to citizens to receive 
information from government agencies. Thus, although the UDHR is 

1 In addition to Brazil and Mexico, the co-founders of OGP were Indonesia, Norway, 
Philippines, the United States, the United Kingdom, and South Africa. The purpose of the 
OGP is to establish commitments for national and subnational governments to fulfil a series 
of goals to implement transparency in their administrative spheres. See https://www.open-
govpartnership.org/.
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used as a historical normative framework at the international level, previ-
ous experiences of different countries are not disregarded.

After the adoption of the UDHR, countries began to regulate the right 
by enacting laws concerning access to public information: Finland (1951), 
the United States (1966), and Denmark (1970). During this period, many 
Latin American countries lived under dictatorial regimes, in which free-
dom of information was restricted. The 1980s and 1990s were marked by 
processes of democratic transition in countries in the region, such as 
Argentina in 1983, Brazil and Uruguay in 1985, Paraguay in 1989, and 
Chile in 1990, periods that coincided with the development of informa-
tion and communication technologies that provided opportunities for 
individuals to seek more information.

Thus, driven by changes in political dynamics, technological advances, 
and financial issues in the face of an increasingly globalised economy, the 
process of passing ATI laws began to gain strength in the region in the 
2000s. This includes the ATI laws of Mexico and Peru (2002), Ecuador 
and Uruguay (2004), Chile (2008), El Salvador (2010), Brazil (2011), 
Guyana (2013), Colombia and Paraguay (2014), and Argentina (2016). 
There are still countries in the region that do not have access laws, such as 
Venezuela and Cuba.

Mendel (2009), after analysing the legislations of 11 countries in the 
region, verifies that the norms generally have a comprehensive scope and 
include basic information to be made available and updated by public 
agencies in a proactive manner. Developing countries adopt a different 
approach when dealing with the regulation of the right to information, 
which they see as a human rights issue, not a governance issue as in devel-
oped countries (Mendel & Dutra, 2020).

Michener (2015) highlights other innovations that characterise access 
laws in Latin American countries, such as the prohibition on restricting 
access to information about fundamental rights or investigations related to 
human rights violations. Thus, the right to access to information has risen 
to the category of a fundamental right and has been regulated through 
laws with a greater or lesser degree of opacity. The cases of Mexico and 
Brazil are analysed below.
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Key Historical Events in the Introduction 
of the Right to Access to Information: 

A Comparative View Between Mexico and Brazil

Mexico’s first ATI law was passed in 2002 as a result of civil society mobili-
sation and a change in the government coalition after more than 70 years 
of hegemony of a single party, the PRI (Luna Pla, 2009). The civil society 
that mobilised consisted mainly of academics and journalists, who specifi-
cally aimed to advocate for the approval of an ATI law, such as the Oaxaca 
group created in 2001. The alliance between journalists and academics 
guaranteed visibility of the group’s agenda. They devised a discursive strat-
egy to disassociate the idea of access to information as something related 
to legislation aimed at media outlets. The goal was to avoid associating 
information with journalistic information but rather with government 
information.

According to Issa Luna Pla (2009), during the campaign for the 
approval of the law, the expression ‘right to know’ was used because of its 
easy understanding by the public and quick insertion in the content of the 
engaged printed newspapers. The message suffered some adaptations 
depending on the audience for which it was intended. It could take on a 
more administrative discourse (with arguments focused on accountability, 
anti-corruption agenda, and transparency) or focus on a democratic gov-
ernment axis, with greater citizen participation; human rights; and finally, 
media benefits.

After the negotiations between government and activists, the text was 
approved by the House of Representatives on April 24, 2002, and passed 
by the Senate a week later. Thus, the Federal Law of Transparency and 
Access to Public Government Information was sanctioned on June 10 by 
Vicente Fox. One of the most important points of the law was the creation 
of the Federal Institute of Access to Information (IFAI), which acts as a 
supervisory body and an appeals court within the federal executive branch 
and promotes training for public servants to act in accordance with the 
precepts of the new rule as well as the enforcement of the rule. After the 
passage, the law underwent reforms. In 2015, it was replaced by the 
General Law of Transparency and Access to Public Information, which 
increased the amount of information that must be compulsorily published 
through active transparency by all public bodies in the country, including 
political parties and unions. Finally, the IFAI was transformed into the 
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INAI, and its powers were expanded to include all three branches of 
government.

Brazil passed its ATI law in 2011, in a process that took longer to nego-
tiate and move in the National Congress than in Mexico. The right to 
access to information is guaranteed by the Federal Constitution, enacted 
in 1988. The first bill aiming to regulate the topic was presented in 2003. 
However, before that, other norms related to access to information were 
approved, such as the Habeas Data Law and the Fiscal Responsibility Law. 
In addition, the creation of the Office of the Comptroller General and of 
the Council for Public Transparency and Combating Corruption, which 
played an active role in the debates that preceded the creation of a pro-
posed law for access to information, is noteworthy.

The mobilisation of civil society was led by the organisations that 
formed the Forum on the right to Access to Public Information in 2003, 
inspired by the experience of the Oaxaca group (Costa et  al., 2021). 
Unlike the Oaxaca group, the Forum on the right to Access to Public 
Information did not draft a bill but worked on monitoring the texts that 
were being processed in Congress and advocacy actions with the presiden-
tial candidates in the 2006 election and other government representatives. 
An example of this was the organisation of the International Seminar on 
the right to Access to Public Information in 2009. On that occasion, the 
then Minister of the Civil House Dilma Rousseff committed to send in the 
following weeks an ATI bill to the Congress, which in fact occurred 
(Dutra, 2021). To move the bill forward, a group of organisations that 
made up the Forum for the right to Access to Public Information adopted 
a discursive strategy focused on the rights to memory and truth. While the 
initiative was in the Senate, Brazil was condemned by the Inter-American 
Court of Human Rights in the Gomes Lund case, known as Guerrilha do 
Araguaia,2 which gave more impetus to the discursive strategy. Not coin-
cidentally, Brazil’s ATI law was sanctioned by President Dilma Rousseff on 
the same day that the National Truth Commission was created, and its 
members appointed.

2 The lawsuit was filed by relatives of political disappeared members of the Guerrilha do 
Araguaia, an armed movement led by the Communist Party of Brazil in the Araguaia region 
(a border between the states of Pará, Maranhão, and Goiás—today Tocantins), with the 
objective of challenging the military regime. Between 1972 and 1975, the Armed Forces 
carried out repressive operations resulting in the disappearance of 70 people, among them 
PCdoB militants and residents of the region.
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These events show the participation of civil society groups, to a greater 
or lesser extent, in the defence of the approval of a legal framework that 
would ensure the right to access to information. The Mexican experience 
inspired the mobilisation in Brazil, mainly uniting representatives of the 
press, academics, and organisations focused on social control in the case of 
Brazil. In terms of the discursive strategy adopted by these groups to 
defend the passage of the law, the Mexican experience adapted the narra-
tive according to the interests of the target audience, seeking to detach the 
norm as something that would exclusively benefit press professionals. In 
the case of Brazil, there was a link with the rights to memory and truth 
based on the unknown information about the practices of public agents 
during the military dictatorship. Common to the two experiences was the 
support of media professionals who sought to keep the topic on the pub-
lic agenda.

Challenges in the Right to Access to Information 
in Mexico and Brazil

Even though Mexico has a two-decade history of regulating the right to 
access to information, some challenges persist. This work focuses on two 
challenges: popularisation and political obstacles.

According to the 2019 National Survey on Access to Public Information 
and Personal Data Protection (ENAID, acronym in Spanish), 77.8% of 
individuals who have no experience in filing a request said that they had no 
interest in doing so, while 21.1% expressed interest. The numbers reflect 
this insight: it is not only a matter of clarifying or simplifying the process 
of requesting public information but of raising awareness about the objec-
tive of giving people access to public information, a much more challeng-
ing task.

Regarding the profile of the requesters, according to INAI’s 2019 
activity report, users are mostly young (those under 18 years old corre-
sponded to 18% of the requesters, followed by the age group 25–29 years 
old with 14%, and 35–39 years old with 13.7%) and males (63.4%). As for 
education, 51.5% received higher education, and 31.2% have a postgradu-
ate degree. Finally, in relation to occupation, most work in the academic 
field, followed by private companies, public administration, and in fourth 
place, the media. This means that the argumentative strategy used during 
the mobilisation for the approval of the ATI law was successful not only 
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because the law was passed, but because journalists are not the main users 
of this mechanism. The ATI law did not only benefit journalists.

As to responses, when analysing more than one million requests for 
access to information filed between 2004 and 2015, Berliner et al. (2022) 
verified that the quality of the response received varies according to the 
language used in the request. As of 2008, an increase in requests with 
formal, specialised language and legal references was observed. These 
requests took less time to be answered, which was not the case before. 
This scenario shows the growing importance of mastering knowledge 
about state bureaucracy and specific terms of the legislation to enforce the 
right to access to public information.

In addition, the phenomenon of discrimination in answering informa-
tion requests according to the identification of the requester is also 
observed in the country (as well as in Brazil), especially when it comes to 
journalists (Fox & Haight, 2011).

The second challenge is political in nature and influences the mainte-
nance of the country’s access to information structures and, consequently, 
the guarantee of this right. Elected in 2018, Andrés Manuel López 
Obrador from the Morena party has already questioned the effectiveness 
of the INAI in several press conferences. ‘It costs a billion pesos to main-
tain this body. It was created, but what has it contributed to reducing 
corruption? On the contrary, corruption has grown like never before at 
the same time this body was created’ (Redacción AN / GV, 2018), he said 
in December 2018. Two years later, in December 2020, he restated the 
argument in another press conference: ‘What are these bodies for? They 
are decorative’ (Caña, 2020). In addition, the number of appeals ques-
tioning denials of access to information that have reached INAI has 
increased considerably since the beginning of the new president’s admin-
istration (Langner, 2020).

The increase of corruption scandals is precisely due to the fact that 
effective access to information increases the chances of bringing irregulari-
ties into light. For example, journalistic investigations used transparency 
tools that revealed the scandal known as La Casa Blanca3 in 2014 under 

3 The scandal known as ‘La Casa Blanca’ was revealed in 2014 by the team of journalist 
Carmen Aristegui. It is about the acquisition of a mansion for $7 million by former Mexican 
President Enrique Peña Nieto, who bought the property from a contractor with business 
dealings with the government. See https://aristeguinoticias.com/0911/mexico/
la-casa-blanca-de-enrique-pena-nieto/.
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President Enrique Peña Nieto. Another example is the discovery of thou-
sands of clandestine cesspools around the country,4 resulting from the 
policy of war against drug trafficking between 2006 and 2016.

As an effect of this political context, INAI’s budget faced reductions, 
a consequence of the government’s perspective on the importance of 
access to public information policies (Table below 9.1).

The numbers represent the challenge of preventing setbacks in guaran-
teeing the right to access to information even after 20 years of regulation 
and with a trajectory strongly marked by the actions of civil society. In 
addition, they show the importance of spreading the mechanisms of access 
to information provided by the law, so that different audiences can appro-
priate the tools and value and defend its maintenance.

The challenges faced in Brazil resemble those of Mexico, as they also go 
through popularisation and political obstacles. Before going into the 
details, it is necessary to say that there is an assessment by journalists who 
dedicate themselves to write about topics related to the period of military 
dictatorship in the country (Dutra, 2015) that the law represented little 
progress in clarifying historical facts. In other words, the discursive 
strategy based on the rights to memory and truth was successful in boost-
ing the approval of the norm, but it had little practical effect in revealing 
new information.

4 In a report published in 2018, journalists revealed the discovery of almost two thousand 
pits, where victims of criminals were buried between 2006 and 2016. The publication yielded 
several international journalistic awards. See https://adondevanlosdesaparecidos.
org/2018/11/12/2-mil-fosas-en-mexico/.

Table 9.1  Evolution of 
INAI’s budget between 
2017 and 2020

Year Budget—INAI

2017 $896.931.201,11
2018 $1.041.623.750,75
2019 $164.715.547,60
2020 $135.847.505,55

Values in Mexican pesos. Source: INAI database, 2020

See https://micrositios.inai.org.mx/planeacion/
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Furthermore, a fundamental challenge is to ensure that the Access Law 
is regulated at the municipal level. A survey conducted by the Forum on 
the Right to Access to Public Information based on data from the CGU 
found that 86% of the country’s municipalities have not yet regulated the 
law, which generates several limitations on its application. The diffusion of 
the tools for access to information can only occur after the public admin-
istration has fully adapted to the norms established by the legislation.

Regarding the popularisation of the norm, data from the Access Law 
Panel5 allow for profile tracing of LAI users in the federal government: 
men between 31 and 40 years old, employed in the private sector and liv-
ing in the Southeast region. Thus, the challenge is to diversify the profile 
of users and democratise the tools for access to public information.

Among the political obstacles are the attempts by the Executive to 
change the norm. In January 2019, the first month of Jair Bolsonaro’s 
government, the vice president, General Hamilton Mourão, issued a 
decree that increased the number of servers with the power to classify 
public information in the highest degree of secrecy. The text was over-
turned in a first vote in the Chamber of Deputies and then revoked by the 
government. In March 2020, almost two weeks after the World Health 
Organisation declared the new COVID-19 pandemic, the federal govern-
ment issued a Provisional Measure6 which suspended the deadlines for 
requests made via the ATI law. The measure was suspended by the Federal 
Supreme Court.

The restrictions on access to public information during Jair Bolsonaro’s 
government were also identified in a report by NGO Transparência Brasil, 
released in August 2020. A survey based on data made available by e-SIC 
between January 2016 and June 2020, covering the end of Dilma 
Rousseff’s government and the entire term of Michel Temer, revealed that 
Bolsonaro’s administration used the most controversial justifications to 
reject requests for access to information (Dantas, 2020).

During the COVID-19 pandemic, several episodes of opacity were 
recorded in the disclosure of public information essential to adopt indi-
vidual or collective prevention measures (Dutra, 2020). This opacity 
caused civil society organisations to file a complaint on July 15 with the 
Inter-American Commission on Human Rights. In the document, the 

5 See http://paineis.cgu.gov.br/lai/index.htm.
6 See Provisional Measure 928/2020 at: https://pesquisa.in.gov.br/imprensa/jsp/visu-

aliza/index.jsp?jornal=602&pagina=1&data=23/03/2020.
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organisations accused Jair Bolsonaro’s administration for ‘repeated viola-
tions of the rights of access to information and freedom of expression’, 
which has ‘severely damaged the actions to combat COVID-19’ 
(Berti, 2020).

Conclusion

Given this scenario, it is necessary to be cautious to attempts to restrict 
access to public information and to defend the legislation that regulates 
this constitutional right.

In the case of Mexico, there was an effort to detach the theme from the 
journalistic sphere with the goal of showing its importance to different 
audiences. In Brazil, there was a link to the rights to memory and truth. 
In both countries, the difficulties that arise concern the protection of the 
norm and its enforcement bodies in the face of different political scenarios.

Years after the approval of the laws, it is essential to permanently moni-
tor the rules and procedures derived from the access laws in these coun-
tries. In addition, there has been an understanding of the need for more 
research on the use of the law, public policies arising from the norms, and 
informational and communication literacy actions so that an even more 
diversified public, especially composed of vulnerable people, educators, 
children, and adolescents, can request and receive information to gather 
better conditions to participate in decisions that affect society.
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CHAPTER 10

Digital Authoritarianism and Epistemic 
Rights in the Global South: Unpacking 

Internet Shutdowns in Zimbabwe

Tendai Chari

Introduction

Internet shutdowns have become a common tool through which undem-
ocratic states manage information flows globally, not least in Africa 
(Freyburg & Garbe, 2018; Ayalew, 2019; Marchant & Stremlau, 2020; 
CIPESA, 2013, 2017). This happens at a time when the number of inter-
net users on the African continent has increased exponentially, reaching 
about 601  million (Internet World Statistics, 2022). The continent 
recorded an increase in the number of internet shutdowns (Access Now, 
2021) with Chad and Cameroon taking the lead for the longest shut-
downs in the world (Marchant & Stremlau, 2020). However, Access Now 
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(2021) reported that twelve countries cut the internet nineteen times in 
2021, three more than the previous year.

While it is now generally known that authoritarian governments use 
internet shutdowns to curtail citizens’ political engagement, very little 
scholarship, if any, has been devoted to understanding their impacts on 
citizens, particularly from a Global South perspective. As a result, there is 
a knowledge gap with regard to how states that implement internet shut-
downs play havoc with citizens’ epistemic rights and their ability to know 
how they are governed. Grounded on the concept of digital rights, this 
chapter qualitatively explores how internet shutdowns impact citizens in a 
semi-authoritarian state. How citizens interpret the motives of the shut-
downs, their consequences on citizen political engagement, and collateral 
effects are questions pertinent to this exploration.

Zimbabwe is aptly suited for a study of this nature, given historical 
antecedence whereby the country has previously employed wider censor-
ship practices to suppress the mainstream media. In addition, there has 
been a clampdown on the internet, the latest such move being in 2019 
when the country imposed a three-day shutdown on the internet follow-
ing citizen protests against spiralling prices of fuel (Access Now, 2019). 
The government’s resolve to clamp down on internet communication and 
crime was given a boost when Parliament of Zimbabwe passed the Cyber 
Security and Data Protection Act in September 2021 (Murwira, 2021). 
Given the less-than-transparent manner in which internet shutdowns have 
been implemented and the country’s notorious history of media repres-
sion, there are fears that internet shutdowns which have affected the whole 
country may become a permanent feature of the government’s strategies 
to deal with citizen dissent. There is no doubt that the influence of the 
internet on citizens is set to grow in a context where the number of inter-
net users is over 8.4 million, which is more than half of the population 
(and still growing) (Internet World Statistics, 2022).

Since the goal of this study is to broaden insights into the impact of 
internet shutdowns on citizen rights, data for the study was collected 
through interviews with twenty-three purposively selected Zimbabwean 
citizens who had experienced internet shutdowns. The interviews were 
partly conducted through an open-ended electronic questionnaire emailed 
to the participants or via Zoom or Skype. The interviews were conducted 
between July and September 2020. Due to the ravaging COVID-19 pan-
demic at the time, it was not possible to conduct face-to-face interviews. 
Participants were identified through the author’s offline and online links, 
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using the referral system, thus making the sampling strategy quasi-snowball 
(Berg, 2001). Among the participants were journalists (6), computer 
experts (1), representatives of civil society organisations (5), and ordinary 
citizens (9) who had competence in answering some of the questions, 
given the specialised nature of the subject. Given the political bifurcation 
of Zimbabwean society, it was also necessary to balance views by making 
an effort to include participants from different age groups, geographical 
regions, and political affiliations. On the latter aspect, an attempt was 
made to include participants from either side of the political spectrum, 
who were known by the author to have extreme political views. To protect 
the identity of the participants in light of the political sensitivity of the 
topic, code names, P1, P2, P3, etc., were used. Data were transcribed, 
thematically coded, and reported in narrative form.

The rest of the chapter proceeds as follows: after this introduction, the 
next section discusses the concept of digital rights, and a brief discussion 
is provided on the link between epistemic rights and other human rights. 
This is followed by a presentation of study findings and lastly the conclud-
ing remarks wherein I critically reflect on study findings.

Digital Rights as Epistemic Rights

One way of trying to understand the impact of internet shutdowns on citi-
zens is the concept of digital rights (Mathiesen, 2014). As illustrated in 
subsequent sections of this chapter, citizens use digital media to expand 
their knowledge because the internet widens their information sources 
and provides information alternatives to state propaganda. Citizens are 
able to monitor the misdemeanours of public office bearers, deliberate 
among themselves, mobilise for political purposes, and exercise their right 
to vote electronically. Thus, the internet enhances both epistemic and 
non-epistemic rights. Any action that disrupts the functioning of the inter-
net is a violation of citizens’ digital rights. Mathiesen (2014, 4) argues that 
all rights have an ethical dimension because they oblige states to ‘act so as 
to fulfil those rights’. This means that digital rights should have the same 
status as all other human rights binding on all members of a moral com-
munity. Denying citizens their right to access information becomes an 
immoral act (Mathiesen, 2014). The ‘human dignity’ aspect of human 
rights means that people ought to ‘live minimally good lives’ and must be 
given ‘ample opportunities to exercise agency’ by ‘being able to exercise 
important human capabilities’ (Mathiesen, 2014, 4).
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Because internet shutdowns violate the fundamental ethical tenets of 
‘living minimally good lives’, they are a transgression against human dig-
nity. When the quality of information consumed by citizens is compro-
mised, their ability to make informed choices is diminished and the essence 
of citizenship is threatened. The notion of digital rights here covers both 
positive rights whereby digital media are viewed as ‘infrastructure for the 
realisation and promotion of human rights’ (Karppinen & Puukko, 2020, 
314) and digital rights as vehicles of information justice wherein digital 
media are seen as a ‘means to protect vulnerable groups online’ (Karppinen 
& Puukko, 2020, 317). Mathiesen’s (2014) conception of digital rights 
implies that citizens must enjoy access to the internet without interfer-
ence; the state must protect citizens’ right to access the internet the same 
way it protects civil and political liberties. The state is compelled to put in 
place institutional arrangements to ensure citizens have technologies req-
uisite for internet access. This idea resonates with the notion of human 
rights promoted by the United Nations, which emphasises human dignity, 
the ability of citizens to communicate with each other, the right to delib-
erate, and the right to seek knowledge and information, all of which are 
realisable through access to the internet (Mathiesen, 2014). A report of 
the Special Rapporteur on Promotion and Protection of the Right to 
Freedom of Opinion issued on May 16, 2011, states that ‘the Internet has 
become an indispensable tool for realising a range of human rights, com-
bating inequality, and accelerating development and human progress, 
ensuring universal access to the Internet should be a priority for all states’ 
(cited in Pollicino, 2019, 265).

The characterisation of digital rights outlined above demonstrates that 
digital rights have a natural affinity with epistemic rights; being rights per-
taining to ‘epistemic goods such as information, knowledge, understand-
ing, and truth’ (Watson, 2018, 89). Thus, epistemic rights ‘afford their 
bearer a complex set of entitlements that provide justification for the per-
formance and prohibition of certain actions regarding epistemic goods. 
[…] The right to information, the right to know, the right to true and 
justified beliefs, the right to understand, the right to truth—these are all 
epistemic rights’ (Watson, 2018, 89). Watson argues that ‘it seems plau-
sible that many epistemic rights are, or should, be considered human 
rights’ (Watson, 2018, 91). While digital rights are derivative from moral 
rights, their inclusion in the Universal Declaration of Human Rights and 
the International Bill of Human Rights shows that they are not trivial or 
peripheral but substantive rights which need to be protected by the state. 
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The broadened conception of epistemic rights advanced by Watson is best 
suited to explain how digital rights and the right to access the internet in 
particular should be considered a human right. Citizens will need to be 
liberated (Diamond, 2010) from the clutches of elitist and hegemonic 
media-prone misinformation, disinformation, and accredited ‘putative 
experts’ pundits and talking heads with an inclination to foster ignorance 
among the citizenry through misrepresentation of complex issues 
(Habgood-Coote, 2022, 426). Digital technologies can help ameliorate 
‘intellectual vulnerabilities’ among citizens by undercutting hegemonic 
epistemic institutions upon which citizens are forced to depend due to a 
lack of alternative sources of information.

As societies become more wired and people’s lives become intricately 
interwoven with digital technologies, the internet has become a crucial 
vehicle for delivering ‘epistemic goods’ (Watson, 2021). Any attempts to 
interrupt the smooth functioning of the internet will jeopardise both epis-
temic and human rights as the two become enmeshed. Narratives by 
Zimbabwean citizens discussed below demonstrate this as much.

Political Weaponisation

One of the objectives of this study was to gain deeper insights into the 
motives of the internet shutdowns in Zimbabwe. The dominant view was 
that internet shutdowns were a political tool to suppress citizens’ civil and 
political liberties. Participants pointed out how the government had issued 
directives to ‘network providers to act accordingly’ (P19). A university 
lecturer blamed the government for the shutdown, pointing out that 
internet shutdowns were politically motivated because they were meant to 
prevent citizens from organising and mobilising through social media. He 
explained thus:

The government wanted to prevent people from communicating and organ-
ising themselves against fuel price increases. […] This is a clear testimony 
that the shutdowns will not be due to technical challenges but politically 
motivated and served the interests of the status quo. (P12)

The above quotation indicates the belief that the government deliberately 
orchestrates internet shutdowns to prevent citizens from exercising their 
epistemic and civil and political rights. That citizens use the internet and 
social media to communicate shows how epistemic rights intersect with 
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broader human rights. The fact that the state orders shutdowns shows the 
crude way in which they are implemented in Zimbabwe. This links up with 
Mare’s (2020) observation that state-ordered internet shutdowns have 
become part and parcel of the ‘ever-expanding authoritarian toolkit’ of 
authoritarian governments (Mare, 2020, 4227).

Political weaponisation of internet shutdowns is further demonstrated 
when they are described by one ordinary citizen as ‘purposefully imposed 
so as to disrupt political activities’ and ‘timely executed on days of […] 
political demonstrations by the opposition party’ (P9). This is corrobo-
rated by an advocacy officer in an information rights NGO:

The demonstrations that happened in January 2019 when people were 
demonstrating over fuel price increases and the resultant mass beatings, 
rape, and torture of people by suspected state agents. The curtailing of the 
free flow of information is a way to manage political tensions in the country. 
Internet shutdowns are synonymous with the clampdown of civil and politi-
cal liberties in the country. (P1)

The fact that internet shutdowns coincide with citizen engagements such 
as demonstrations is a testament to the fact that internet shutdowns are 
orchestrated by the state for political capital. Thus, internet shutdowns 
become part of the state’s censorship strategies (Marchant & Stremlau, 
2020, 4327) to ‘harvest fear’ among the citizenry (Zamchiya, 2013, 955). 
Fear has anti-democratic consequences because it discourages citizens 
from participating in democratic processes and from looking for informa-
tion on how they are being governed. The psychological impacts of inter-
net shutdowns on the citizen illustrate internet shutdowns are an antithesis 
of epistemic rights and human rights. This is because citizens use the inter-
net for free expression and a shutdown impinges on this. Ayalew (2019, 
224) argues that free speech is the ‘foundational stone of democratisation’ 
because it embraces other rights such as the right to seek, receive, and 
impart information using any medium, including the internet.

Human Rights Violations

The link between epistemic rights and other human rights is illustrated 
through the sentiments of some participants who reported that internet 
shutdowns were used as an alibi to camouflage human rights violations, 
allegedly perpetrated by the state during citizen protests. Participants 
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talked about their inability to receive or share information about human 
rights violations among themselves and the outside world. This shows that 
internet shutdowns are not just a threat to epistemic rights, but also a 
cloak to hide human rights violations.

Participants mentioned how internet shutdowns were followed by 
‘abductions’ and ‘harassment’ of opposition activists, journalists, and ordi-
nary citizens. As one state-owned media journalist opined, shutdowns 
were instituted ‘because the platform provides an avenue through which 
people can air out any issues they have against the authorities’ (P3). 
According to the journalist, shutdowns provided the state an opportunity 
to unleash violence against citizens.

The prevalence of human rights violations is corroborated by the fol-
lowing statements by the state media journalist, a civil society organisation 
officer, a freelance journalist, and an ordinary citizen, respectively:

What immediately comes to mind when someone mentions internet shut-
down in Zimbabwe is the unleashing of violence by the state against citizens 
because the abuses cannot be beamed to the outside world. (P3)

[…] the shutdown is effected to give time to state actors to do heinous 
crimes without being noticed. (P1)

The internet shutdown of January 2019 also allowed for violations of human 
rights that are reported to include: 1803 cases of human violations, 17 
extrajudicial killings and 17 cases of rape and sexual violence. (P7)

The most worrying thing is that the blackouts are accompanied by acts of 
brutality and abductions, you never know what’s happening and your safety 
is compromised. (P10)

The common refrain in these quotations is that shutdowns were meant to 
cover up human rights violations. This demonstrates how ‘digital dark-
ness’ (SFLC, 2018) creates havens for human rights abuses. Internet 
blackouts prevent citizens from knowing what is happening around them, 
which in turn puts their right to life in danger. This means a threat to 
epistemic rights inevitably leads to a threat to social and economic rights.

The state media journalist narrated how the internet shutdown adversely 
affected him and his family, thus:
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The government had already arrested an opposition leader who was behind 
the planned protests and a journalist who exposed some corrupt activities in 
the Ministry of Health on the procurement of COVID-19 materials. On 
July 31, I personally could not use my home Wi-Fi as I was working from 
home as part of the decongestion of workplaces to prevent the spread of the 
coronavirus. My four children, one in high school and three in primary 
school, could not write their end of year online examinations. I had to call 
the school authorities to inform them of the connectivity challenges we were 
facing, and the children were allowed to submit late the written examina-
tions. (P3)

The close connection between epistemic rights and broader rights has 
been noted by Rydzak et al. (2020, 4271):

When authorities claim an existential threat to the government, rank-and-
file security units or militias are deployed as protectors and enforcers of the 
status quo. This goal often takes precedence over facilitating citizens’ rights, 
as in the massacre of peaceful protesters by militias from the Rapid Support 
Forces in Sudan in June 2019. In this way, shutdowns often act as invisibility 
cloaks for abuses by street-level security forces.

Given the political motives behind internet shutdowns and their opaque-
ness, it is easy to understand why citizens ‘fear being tracked, monitored, 
or assumed bullying’ online (P4). This shows that apart from being denied 
the right to know, they also face threats to their safety. Internet blackouts 
fertilise the ground for violation of political, economic, and social rights. 
This was bolstered by a statement made by the director of an NGO in 
Zimbabwe who indicated that internet shutdowns ‘precluded citizens 
from enjoying their rights to free expression, rights of access to informa-
tion, freedom of association’, and also ‘compromised financial indepen-
dence and basic economic and social rights as citizens have been stripped 
of access to mobile money services, which are key to transacting in 
Zimbabwe’ (P15). This shows that the internet is not only critical for ful-
filling epistemic rights but also central in protecting other rights, such as 
the right to life.

While the main target of internet shutdowns could be epistemic rights, 
other human rights suffered collateral damage. SFLC (2018, 66) points 
out that during internet shutdowns, citizens are ‘cut off from emergency 
services and health information, mobile banking and e-commerce, trans-
portation, school classes, voting and election monitoring’. That the 
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internet enables citizens to expose human rights violations and other 
political misdemeanours such as electoral fraud is indicative of its impor-
tance in protecting human rights (Freyburg & Garbe, 2018).

Semi-authoritarian governments that combine elements of liberal 
democracy and authoritarianism employ rhetorical tropes to gain accep-
tance by the global community, but expeditiously and surreptitiously use 
blunt instruments of coercion such as internet shutdowns to hide human 
rights violations (Ottaway, 2003). This fosters mistrust among the citizens 
when they realise the gap between authoritarian tendencies such as inter-
net shutdowns and their democratic rhetoric.

Erosion of Public Trust

The ‘curious’ timing of internet shutdowns, lack of transparency in their 
implementation, and the questionable justification proffered by the gov-
ernment have resulted in mutual suspicion between the government and 
the citizens. Consequently, citizens cast aspersions over the legality and 
legitimacy of shutdowns, particularly given the fact that they always ‘coin-
cide’ with demonstrations and protests (Wagner, 2018). A freelance jour-
nalist noted how the shutdown ‘coincided’ with a call for protests by the 
Zimbabwe Congress of Trade Unions (ZCTU), adding that one could 
infer that it ‘was meant to deprive citizens of both digital rights and the 
right to demonstrate’ (P7). A media advocacy expert with a local NGO 
opined that there had never been ‘a justification for the shutdown of inter-
net services in Zimbabwe’. He pointed out how an application to interdict 
the shutdown at the high court by the Zimbabwe Human Rights Lawyers 
(ZHRL) and the Media Institute of Southern Africa (MISA) argued that 
the shutdown was a ‘deliberate intention to limit citizens’ rights to engage 
in discourse’. The participant felt that the measure ‘was drastic and far-
reaching and has a far-reaching impact on citizens’ daily interaction’ 
(P20). Her sentiments signal the breakdown of the social contract between 
citizens and governors, which is vocalised in counterarguments claiming 
that shutdowns were justified on grounds of what some scholars refer to 
as the ‘national security’ narrative (Howard et al., 2011; Wagner, 2018). 
The following quotations from a state media journalist, university lecturer, 
and ordinary citizen, respectively, are illustrative:
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The government justifies the shutdowns citing security reasons although as 
alluded above in some of the instances it will just be a ploy to muzzle people 
from freely expressing themselves. (P3)

In most cases, there is no specific reason provided by the government apart 
from the SMS that subscribers get from the network providers apologising 
for loss of communication ‘due to government orders’. This is a clear testi-
mony that the shutdown will not be due to the technical challenges but 
politically motivated and serving the interests of the status quo. (P12)

Justification such as system upgrades have been given but it appears they are 
politically motivated. (P14)

Phrases and words such as ‘ploy’, ‘no specific reason’, ‘not due to technical 
challenges’, ‘interests of the status quo’, and ‘politically motivated’ signify 
that citizens feel powerless and the original idea of democracy where true 
power is vested in the people becomes an aberration. Since there is a natu-
ral association between public trust and democracy, internet shutdowns 
widen the epistemic gap because citizens are forced to depend on one-
sided information churned out by government outlets or become predis-
posed to misinformation, disinformation, and fake news. This is illustrated 
by an ordinary citizen who experienced the January 2019 shutdown:

There was a great deal of information being circulated that highlighted the 
various incidents taking place like looting of shops and the stoning of a 
Chitungwiza police station. Some of the incidents that were being reported 
were false. (P17)

That citizens become exposed to fake news is worrisome because fake 
news undermines citizens’ right to know the truth and their ability to 
make informed decisions related to their safety during a time of upheavals. 
Unreliable news and information also expose citizens to harm. Scholars 
argue that fake news, misinformation, and propaganda are human rights 
issues because lack of access to accurate information undermines citizens’ 
ability to make accurate voting decisions, as much as health information 
from quarks poses a risk to their right to life (Latham, 2020).

The contested nature of the concept of fake news has been exploited by 
the Zimbabwean government to justify the interruption of the internet 
(Mugari, 2020). Some participants in this study demonstrate the prob-
lematic nature of fake news by foregrounding the importance of context. 
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The examples below from a freelance journalist, a privately owned media 
journalist, and an ordinary citizen, respectively, are illuminating:

[…] the government says [internet shutdowns] are a way of maintaining 
order in the country by disrupting communication among protest organis-
ers. This of course sounds reasonable, but the effects are always costly. (P18)

No hard feelings on government because every nation has its own beliefs 
when it comes to security issues and threats. […] Government considered 
national security and public order […] a tool being used by the West to 
spread propaganda to communicate in a bid to remove the ruling party from 
power. The justification varies according to their line of thinking […] every 
household runs his family in a manner fit […] that might be different from 
every home depending on background levels. (P19)

It is plausible considering that protests witnessed in Zimbabwe, particularly 
August 1, 2018, have left a precedence of vandalism on private property. 
Therefore, deploying the internet shutdown controls the magnitude of vio-
lence which has been left by protests of this kind. (P13)

Therefore, any cause which consolidates mass action against ZANU PF cre-
ates paranoia considering the current government’s image management 
after the fatalities of August 1. The memory of August 1 is still fresh in the 
mind of the state’s preservation agenda. (P13)

These statements foreground the supremacy of public order and national 
security at the expense of citizen rights. Human rights are understood as 
contextual rather than universal. This view is supported by Mugari 
(2020, 1):

[…] social media platforms have been used to instigate violent protests, to 
issue subversive statements and to spread fake news, causing fear and 
despondency amongst citizens. Social media platforms have also been used 
to facilitate other crimes such as human trafficking and distribution of por-
nographic material.

This argument invites a sober reflection on the role of the internet on 
human rights and democracy. The ‘interpretive flexibility’ approach 
adopted by social constructivists (Klein & Kleinman, 2002, 29) to illus-
trate that the design of technology is an open process that can ‘produce 
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different outcomes depending on the social circumstances’ is useful in this 
regard. Questions relating to why, where, how, and when should internet 
shutdowns be implemented as well as, who benefits from them require a 
more careful reflection, given the fact that digital technologies can either 
be a boon or bane. Watson (2018, 91) alludes to the contextual nature of 
rights when she states that epistemic rights ‘arise within and are bound by 
epistemic communities, comprised of individuals’. Tellingly, she posits 
that ‘one’s epistemic rights are inextricably tied to the social world that 
one inhabits as a knower, believer etc.’ (Watson, 2018, 91).

Conclusion

This chapter has employed the concept of digital rights as a conceptual 
lens to illuminate how internet shutdowns impact on citizens’ everyday 
lives in Zimbabwe. The goal was to broaden understanding of the way in 
which epistemic rights are intricately interwoven with broader human 
rights in a semi-authoritarian state in the Global South. How citizens 
interpret the motives of the internet shutdowns, their impact on political 
engagement, as well as their collateral effects are questions at the core of 
this exploration. The study revealed that citizens view internet shutdowns 
as political weapons of the state to curtail freedom of expression and civil 
and political liberties of citizens. The study has pointed out that citizens 
view internet shutdowns as an alibi by the state to perpetrate and cover up 
human rights violations as well as insulate itself from the global commu-
nity spotlight. The heavy-handed manner in which they are instituted, 
their opaqueness, political instrumentalisation, and the ‘questionable’ jus-
tifications proffered by the government have elicited public scepticism, 
resulting in waning citizen trust in the governance system, thereby leaving 
democracy in the intensive care unit.

The chapter argues that there is a link between epistemic rights and 
broader human rights in the sense that the internet provides citizens with 
a platform to access information and knowledge alternative to that pro-
vided by the state, as well as space to deliberate, mobilise, and organise for 
political purposes. The internet also enables citizens to monitor human 
rights abuses perpetrated by the state. The imposition of an internet shut-
down blocks citizens from knowing what is happening around them and 
also takes away their right to force the state to account for human rights 
violations. Intellectual vulnerabilities (Watson, 2021) of citizens increase 
as they are forced to rely on unverified information in the rumour mill, 
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thereby falling prey to fake news, misinformation, and disinformation 
which are human rights issues because lack of access to accurate informa-
tion may undermine citizens’ ability to exercise informed political choices, 
the same way unreliable information threatens one’s right to life 
(Latham, 2020).

The study’s conclusions regarding the impact of internet shutdowns on 
citizens, however, need more nuanced scrutiny. The sample was small and 
largely drawn from metropolitan areas. In-depth face-to-face interviews 
could not be conducted due to the COVID-19 pandemic. In order not to 
run the risk of a utopian vision of the internet (Mou et al., 2011), conclu-
sions regarding its role in promoting human rights and democracy need to 
be tampered as well, particularly given the ambiguous nature of the inter-
net. The views of some of the participants in this study reflect a lack of 
consensus on the role of the internet, human rights, and democracy and 
the necessity of foregrounding context. The dystopian view of the internet 
is sceptical about the internet’s potential to foster a public sphere in the 
Habermasian sense, arguing, instead, that the medium has not increased 
but lowered civic engagement due to the displacement of public affairs 
content with trivia (Mou et al., 2011, 341).

Whether the internet had increased the level of civic engagement 
among citizens could not be determined as this was outside the scope of 
the study. Future studies could work with bigger samples drawn from 
more diverse groups and employing mixed methods research design to 
create a holistic picture of how internet shutdowns impact political 
engagement.
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CHAPTER 11

Epistemic Violators: Disinformation 
in Central and Eastern Europe

Marius Dragomir and Minna Aslama Horowitz

Introduction

The conditions of journalism in Central and Eastern Europe (CEE) are 
currently challenged on multiple fronts. The democratisation of those 
countries, including their media systems, has been a complex and contra-
dictory process (e.g., Bozoki, 2008; Dobek-Ostrowska & Głowacki, 
2015). The region is by no means a monolith. Still, many CEE countries 
show worrying signs in the form of the deterioration of democratic media: 
conditions in Hungary, Poland, Serbia, and Slovenia are cause for growing 
concern about media freedom in Europe (e.g., Baczynska, 2021).
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The capture of public media is one reason to worry (e.g., Dragomir & 
Aslama Horowitz, 2021; Milosavljević & Poler, 2018). In many CEE 
countries, former state media have not succeeded in becoming autono-
mous, nor can they exercise their primary public function of informing 
people. Instead, they serve other vested interests (e.g., Mungiu-Pippidi, 
2013; Schiffrin, 2017). In addition, in some cases, interest groups and 
powerful businesses have united forces to capture private media (Higgins, 
2022). Another confounding factor is the rise of professional disinforma-
tion disguised as journalism. The result is that, instead of functioning as 
key providers and supporters of people’s epistemic rights, many leading 
players in legacy journalism are deliberately promoting false content to 
their audiences. In a perversion of their original intent, laws against false 
information are used to silence critical voices in various CEE locales (e.g., 
Sandford, 2020).

This chapter begins with the premise that journalism can still function 
as a cornerstone of democratic societies and a primary guarantor of epis-
temic rights. Disinformation, defined here as deliberately composed and 
distributed falsehoods that pose as journalism, is a significant obstacle to 
the realisation of the right to information and knowledge. In the current 
media environment, it has become increasingly difficult for audiences to 
distinguish between real journalism and deliberate disinformation cloaked 
as journalism. Many bad actors engage in acts that can be called violations 
of epistemic rights, that is, hampering an individual’s legal and moral 
rights to knowledge (e.g., Watson, 2021, 13–15). Such epistemic viola-
tions are particularly prominent in contexts in which there is not an endur-
ing tradition of independent, trustworthy legacy media.

Another premise we adopt is that, to support epistemic rights via jour-
nalism, it is vital to understand the creators and distributors of disinforma-
tion in specific national and regional contexts. A fair amount of research 
on the typology of false information exists (e.g., Möller et al., n.d.; Wardle 
& Derakhshan, 2017), including research on the characteristics of so-
called fake news (Celliers & Hattingh, 2020). Additionally, the percep-
tions, reception, and impacts of misinformation (e.g., Hameleers et  al., 
2021; Knuutila et al., 2022) and the impact of ‘surveillance capitalism’ on 
the viral spread of disinformation (Zuboff, 2019) have been focused on, 
including in case studies of various platforms and campaigns in various 
countries. Still, we know relatively little about the variety of actors involved 
in spreading disinformation. Such knowledge is urgently needed, espe-
cially in countries with political, geopolitical, and economic vulnerabilities. 
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Many CEE countries are fertile ground in this regard, allowing many 
kinds of purveyors of misinformation to co-exist and amplify related harms.

While disinformation can be distributed by individuals and in closed 
groups, the focus here is the systematic, organised, and professional mis-
use of journalism-like contexts and content. We identify and elaborate on 
three types of central disinformation disseminators: state media and cap-
tured public service media; commercial media, which are usually in the 
hands of oligarchs or other interest groups; and new platforms specifically 
established to spread conspiracy theories and similar unfounded claims.

In the following, we discuss the multidimensional role of journalism as 
the guardian of epistemic rights. We then outline the key features of these 
three types of disinformation actors and illustrate them using cases from 
CEE. For our empirical examples, we draw on two mapping projects cre-
ated by the Centre for Media, Data and Society at Central European 
University (CMDC), namely the Media Influence Matrix (2017–ongo-
ing), the Business of Misinformation (2019–2020) and the State of State 
Media (2021–ongoing), and argue for the need for such typologies in 
combatting violators of epistemic rights.

Focus: Epistemic Rights and Their Violation 
by Journalism

Traditionally, news and journalism have served a central function in demo-
cratic societies. As aptly outlined in the global Media for Democracy 
Monitor project (Trappel & Tomaz, 2021), several roles on the part of 
journalism support the core dimensions of democracy. In its monitorial 
role, journalism acts as a watchdog and holds the powers that be account-
able. In its facilitative role, journalism supports citizenship and a delibera-
tive democratic public sphere by promoting discussions and participation 
regarding common issues. The radical role of journalism refers to the 
understanding that journalism should resist any hegemonic truths and 
offer a diversity of views. Finally, journalism’s collaborative role refers to 
its ability to help authorities by disseminating essential information in 
times of crisis.

These four roles foster three dimensions of journalism that are central 
to democracy: journalism that provides free and unbiased information that 
supports freedoms; journalism that mediates between different interests 
and promotes equality; and watchdog journalism that informs its 
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audiences about abuses of power (Trappel & Tomaz, 2021). These jour-
nalistic functions are also crucial when assessed in the light of epistemic 
rights, here understood as the production, dissemination, and application 
of knowledge, information, understanding, and truth (see Hannu 
Nieminen’s chapter in this volume). Journalistic content is an ‘epistemic 
good’ (Watson, 2021, 15) that, ideally, supports these rights.

The informational role of journalism is self-evidently linked to epis-
temic rights, as it enables access to knowledge. It is no wonder, then, that 
freedom of the press is widely understood as a human rights matter and 
codified in human rights instruments (Cruft, 2021). Article 19 of the 
United Nations Universal Declaration of Human Rights addresses epis-
temic rights in a broad sense. The right pertains not only to freedom of 
expression but also to a person’s right to seek, receive, and share informa-
tion (Watson, 2021, 36). Thus, the monitorial, radical, and facilitative 
roles of journalism can be viewed as particularly central to epistemic rights 
in democratic societies: a democracy must keep everyone informed regard-
ing the essentials during crises.

These functions and their democratic dimensions form an ideal ethos 
for journalism. No journalistic activity can perform them all or perform 
them all the time, but what happens if journalism-like content is used to 
violate epistemic rights deliberately? Violations of epistemic rights include 
the propagation of falsehoods, omissions, and the abuse of authority 
(Watson, 2021, 48–58). Unfortunately, the current global media ecosys-
tem hosts organised and even institutionalised actors engaged in disinfor-
mation. They engage in a combination of these violations and not only 
spread false information but also intentionally omit dissenting views while 
using their authority as a formal media organisation or a news-like website 
to increase their impact.

Context: CEE, Media Capture, and Epistemic Erosion

Institutionalised disseminators of disinformation in many CEE countries 
are a symptom of a specific trend regarding national media structures. The 
phenomenon that best describes these structural problems is media cap-
ture. Captured media environments are characterised by the domination 
of the media sphere by political interest groups and influential businesses 
(Schiffrin, 2017). Not only do these forces control media regulators, pub-
lic media institutions, and mechanisms for the disbursement of state funds 
to the media, but they also gain substantial control of the private media 
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sector by buying media outlets through various businesses that are, in 
many cases, oligarchic structures. One consequence of media capture is 
that these groups achieve control of the editorial narrative on public media 
through their influence over the internal decision-making process, which 
leads to undue influence on the work of journalists. If this goal is unachiev-
able, public media face waves of purges of critical journalists, and these 
outlets ultimately become state propaganda channels.

The first instances of media capture, particularly the growing role of the 
government in the media market, could be observed in CEE in the late 
2000s. The CEE region consists of a group of countries that largely share 
a common historical legacy anchored in a common communist past that 
was dominated for decades, until 1990, by the influence of the now-
defunct Soviet Union. Most of these nations struggled with similar chal-
lenges during their transition to democracy in the 1990s, including 
convoluted processes of development for regulatory institutions, reforms 
of centralised state economies into free market economies, the institution-
alisation of free electoral processes, and the creation of free media systems 
that would allow for private ownership and ensure the independence of 
public media. Although most of these countries faced common threats 
and risks during the democratisation process, they differed in some 
respects. For example, countries in the Visegrad group1 experienced fast 
economic growth due to their early efforts to privatise their industries and 
rapid integration into pan-European structures. With endemic corruption 
and a strong presence on the part of former communist elites in their gov-
ernments and economies, Bulgaria and Romania have lagged economi-
cally, a factor that delayed their democratisation efforts. In the Balkans, 
the wars that erupted in the 1990s had a devastating effect on the develop-
ment of these nations, including Bosnia and Herzegovina, Montenegro, 
North Macedonia, and Serbia, delaying their integration into EU political 
structures and affecting their democratisation.

The region began to experience undue influence on the part of govern-
ment bodies and businesses for two main reasons. The first was the eco-
nomic crisis, which battered advertising markets across the region and 
triggered massive declines in media income; this deepened an already pain-
ful crisis for many independent media outlets. The other was the unprec-
edented speed of technological development, which paved the way for a 
handful of tech platforms to amass unprecedented market power, 

1 Hungary, Slovakia, Czech Republic, and Poland.
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including ad spending. In such a context, many media outlets in the region 
became easy prey for powerful governments and oligarchs, who began to 
purchase them (Dragomir, 2018). As a part of this process, hordes of for-
eign investors, many of whom had a history of operation in CEE since the 
early 1990s, left these markets (Dragomir, 2019).

While a captured media environment does not automatically mean that 
captured outlets will disseminate disinformation, in practice, it contributes 
to the erosion of epistemic rights, often in more ways than one. At the 
minimum, the rationale behind capture is often one of not only market-
driven ownership concentration but also the control of messaging and the 
crowding out of independent, diverse voices and opinions. This alone is an 
epistemic violation (Watson, 2021). Moreover, a captured context is fer-
tile ground for players who purposely seek to promote false information 
and misuse their authority. Unfortunately, the CEE countries offer several 
examples of different types of epistemic violators.

Actors: Typology of Violators of Epistemic Rights

The rapid spread of disinformation has intensified in the past decade due 
to the glut of opportunities to communicate and share content that 
emerged with the rise of digital platforms and social networks. Recent 
comparative analyses of disinformation actors2 have helped to identify 
three main categories: state or captured public media, captured private 
media, and journalism-like outlets of disinformation.

Gauging the overall impact of each type of violator and understanding 
which is the most damaging to media freedom are problematic, as each 
violator must be analysed within the local context. Some causalities and 
correlations, however, can be detected. In countries where the govern-
ment tightly controls the public media, such as Hungary and Poland, the 
impact of captured commercial media outlets used to churn out propagan-
distic content favouring the authorities is much higher than in places 
where public media institutions maintain their editorial autonomy, such as 
the Czech Republic. In many CEE countries, novel online portals that 
mostly exist to peddle disinformation appear less frequently than in other 
parts of the world, for example, Western Europe or the US, because the 

2 For the Media Influence Matrix, see: https://cmds.ceu.edu/media-influence-matrix-
whats-it-all-about. For the Business of Misinformation project, see: https://cmds.ceu.edu/
business-misinformation.
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propaganda market in the region is already filled by mainstream media. 
Such disinformation websites, unless they have links with large media out-
lets, are at a significant disadvantage when competing with lavishly financed 
mainstream outlets, especially public media that draw on govern-
ment funds.

Generally, outlets in all three categories have equally damaging effects 
on epistemic rights. State-controlled and privately owned media typically 
command large audiences, thanks to their significant outreach, access to 
capital and solid infrastructure. Alternative news sources may not always 
have the reach of mainstream media; however, they are popular among 
audiences who either look for alternative sources of information or simply 
do not question the source of the information they receive.

State-Controlled and Captured Public Media

With a few exceptions, across CEE, public service media are a major chan-
nel for disinformation, propaganda, and biased content. Most of them, in 
fact, never managed to shed the legacy of state-controlled media from 
before 1989, when they were operated as propaganda channels in the ser-
vice of the authoritarian communist regimes that ruled the region.

According to the State of State Media study of 2022 (Dragomir & 
Söderström, 2022), of the 31 state-administered broadcasters, news agen-
cies, and portals in CEE,3 only one-third are editorially independent. In 
some places, state-administered news agencies, such as the Bulgarian News 
Agency (BTA), Czech News Agency (CTK), and the News Agency of the 
Slovak Republic (TASR), enjoy more editorial freedom than in other 
countries in the region, such as Slovenia or Croatia, arguably because they 
exert less of an influence on audiences than broadcast outlets do. Thus, 
they are considered less significant by the government.

The impact of government control on public media is most visible in 
the content of these media outlets, which has a strong political and pro-
government bias; this is the main problem public service broadcasting has 
in the region (Milosavljevic ́ & Poler, 2018). In Poland, for example, a 
series of legal changes adopted in 2015 and 2016 cemented government 

3 The CEE region in the cited study includes 17 countries, as follows: Albania, Bosnia and 
Herzegovina, Bulgaria, Croatia, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, 
Montenegro, North Macedonia, Poland, Romania, Serbia, Slovakia, and Slovenia.
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control of the public broadcaster TVP.4 Most independent journalists 
were fired shortly after the 2015 legal amendments were adopted 
(Klimkiewicz, 2016). The broadcaster instead hired journalists supportive 
of the Law and Justice Party (PiS), the right-wing populist party then in 
power in Poland. As a result, the news coverage on TVP has changed, 
becoming more in favour of the government; the Law and Justice Party 
has argued that all prior governments exploited public media as well 
(Tilles, 2020).

For instance, in Serbia, as its management board is staffed with govern-
ment loyalists (Meadow, 2022), the public broadcaster RTS is constantly 
under pressure from party officials to produce content that blatantly 
favours the Serbian Progressive Party (SNS), which has been in power 
since 2012.5 Finally, Hungary is the most prominent case of a government-
controlled public media system. After winning an election in 2010, the 
right-wing nationalist party Fidesz, which has since ruled without inter-
ruption, adopted a law that merged all public media into a new institution, 
the Media Services and Support Trust Fund (MTVA). The Hungarian 
News Agency (MTI) was given the ‘exclusive right’ to produce content 
for Hungarian radio and television broadcasters.6 During the past decade, 
evidence of editorial pressures on MTVA has abounded. Bans on topics 
considered controversial by the government, such as human rights, and 
government officials feeding ‘lists of sensitive topics’ to editors, along with 
instructions regarding how to cover them, have both become normal 
(Bayer, 2020).

Politicisation has had negative consequences for the audience share of 
many public service media in the region. Most have experienced massive 
declines in audience figures since 1990, largely due to the liberalisation of 
the broadcast market, which allowed commercially run broadcast compa-
nies to establish operations. Despite this decline, public media still play an 
important role in the lives of their audiences. In most parts of the region, 
they are the only broadcasters that provide full coverage of the national 
territory. Moreover, they are often perceived as trusted sources of 

4 See Telewizja Polska (TVP) in the State Media Monitor at https://statemediamonitor.
com/2022/06/telewizja-polska-tvp/.

5 See Radio Television of Serbia (RTS) in the State Media Monitor at https://statemedia-
monitor.com/2022/05/radio-television-of-serbia-rts/.

6 See MTVA in the State Media Monitor at https://statemediamonitor.
com/2022/06/mtva/.

  M. DRAGOMIR AND M. ASLAMA HOROWITZ

https://statemediamonitor.com/2022/06/telewizja-polska-tvp/
https://statemediamonitor.com/2022/06/telewizja-polska-tvp/
https://statemediamonitor.com/2022/05/radio-television-of-serbia-rts/
https://statemediamonitor.com/2022/05/radio-television-of-serbia-rts/
https://statemediamonitor.com/2022/06/mtva/
https://statemediamonitor.com/2022/06/mtva/


163

information and achieve significant viewership during the exclusive events 
and programmes they have the right to air.

Privately Owned, Oligarch-Controlled Media

Many privately owned media across CEE are also responsible for spread-
ing disinformation. Most of these actors are commercially funded through 
advertising, but many do not achieve profitability. Their losses are usually 
covered through revenues from state advertising, a form of funding used 
extensively by governments in the region to control private media outlets. 
Hungary is one example of a country where public resources are used for 
this purpose. Before 2010, when the Socialist Party was in power, the dis-
tribution of state ad spending was more-or-less balanced. However, in 
2010, when Fidesz won elections, state ad funding was blatantly shifted 
toward media outlets that were supportive of Fidesz. Most of the benefi-
ciaries were the businessmen who owned these media outlets and were 
known for their pro-Fidesz stance (Bátorfy & Urbán, 2020).

All in all, the control of private media by loyalist businesses has dramati-
cally increased in the region during the past decade. The countries that 
have experienced this most acutely are Hungary, Serbia, and Poland. In 
Hungary, hundreds of such outlets are in the hands of government-
friendly oligarchs. Fidesz, to centralise its control over these outlets, estab-
lished a foundation named KESMA in 2018, to which oligarchs close to 
Prime Minister Orban donated all media outlets acquired over the previ-
ous five years. An Orban loyalist was appointed to head the foundation, 
which shelters over 470 media entities.7 In recent years, the danger of 
oligarchic control has also been felt in the form of censorship and self-
censorship in other CEE countries, including the Czech Republic, 
Slovakia, and Slovenia.

With public media under tight governmental control, the editorial cov-
erage of captured privately owned media changed immediately after their 
ownership was transferred to suit the interests of the state and associated 
interest groups. The impact of commercially run media captured by busi-
nesses close to the government is considered significant, as many of these 
outlets are part of the mainstream media, including television and radio 

7 See KESMA in the State Media Monitor at https://statemediamonitor.
com/2022/06/kesma/.
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channels, print media with nationwide or regional coverage, and popular 
online portals.

Other Sources of Disinformation

The presence of newly established domestic disinformation websites is 
smaller in CEE than in other parts of the world, although the region is 
highly exposed to disinformation, especially political propaganda emanat-
ing from Russia, for which the region has key strategic importance (Kréko, 
2020). News outlets financed by the Russian government, such as Sputnik 
News, have expanded across the CEE region and opened local-language 
portals in several CEE countries. Many other pro-Russian websites have 
appeared in the region, all disguised as independent sources of informa-
tion. For example, the website RuBaltic.Ru, established in 2013, claims to 
be run by a group of ‘scientists from Kaliningrad and Moscow’. The portal 
is visibly a pro-Kremlin site that attacks Russia’s enemies while praising the 
political leadership in the Kremlin.8 However, locally grown disinforma-
tion portals are less prominent in CEE than elsewhere. Again, this may be 
partially due to widespread government control over the vast majority of 
the mainstream media. For example, in Serbia, ‘small websites cannot 
compete with “misinformation giants” like the tabloid newspaper Blic’ 
(Szakacs, 2020).

Foreign governments interested in spreading propaganda sometimes 
channel their efforts into support for political parties and NGO diplomacy 
(Kréko, 2020), as friendly politicians already control mainstream media in 
the CEE region. After Russia launched its war on Ukraine in February 
2022, state-controlled media in Hungary engaged in a massive pro-Russia 
propaganda campaign sanctioned by the Hungarian government, which 
has economic and intelligence-related interests in Russia (Makszimov, 
2022). Similarly, most of the media outlets in Serbia promote Russia as a 
protector of Serbian interests (Kisic, 2022).

With such large players dominating the disinformation provision in the 
region, local disinformation websites focus on topics that generate reve-
nue. In Hungary, for example, although various websites focus on content 
inspired by conspiracy theories and do not seek monetisation, there is a 
large group of similar websites for which the main goal is to make money, 

8 Since 2020, CMDS has been running a project aimed at collecting data about 
these groups.
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and these choose only content that attracts an audience (Szakacs, 2019). 
Advertising appears to be the principal source of revenue for most of the 
disinformation websites that were identified by the Business of 
Misinformation project.9 Some of these portals are so popular with adver-
tisers that they are sometimes difficult to navigate due to an ‘overabun-
dance of ads’ (Szakacs, 2020).

The damaging impact of alternative, homegrown disinformation plat-
forms has been recognised by various actors, including NGOs and private 
businesses. Thus far, the initial reactions against them have come from the 
private sector. Some businesses have avoided placing ads on such websites 
out of fear that an association with these platforms would hurt them finan-
cially. However, due to their reach and proliferation, these platforms have 
a disproportionately negative impact on the infosphere, chiefly because 
they feed into the extreme polarisation confronting societies in CEE.

Conclusion

An overview of the key actors disseminating disinformation in CEE (see 
Table  11.1) shows that violations of epistemic rights are often home-
grown. In CEE countries, domestic legacy organisations and journalism-
like websites effectively dismantle the role of journalism as a trustworthy 
source of information while simultaneously reaching wide audiences.

Central and Eastern Europe, as a region, is not a special case. Indeed, 
independent journalism is in trouble globally. Various rankings indicate 
that freedom of the press declined in the late 2010s and early 2020s (e.g., 
RSF, 2022). Similarly, each year has seen the online and offline safety of 
journalists threatened more openly and viciously than the year before 
(e.g., CPJ, n.d.). The global study of state media (Dragomir & Söderström, 
2021, 2022) documents that independent media are vanishing worldwide. 
COVID-19 and the war in Ukraine, two local-global crises, have funda-
mentally challenged media systems with ‘infodemics’ and war-related 
propaganda.

In this precarious situation, violations can cause a variety of epistemic 
harms (Watson, 2021). They can result in epistemic injuries by disadvan-
taging those whose rights have been violated via either the communica-
tion of incorrect health information or hateful content regarding one’s 

9 See more at The Business of Misinformation at https://cmds.ceu.edu/
business-misinformation.
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Table 11.1  Summary of the types of violators of epistemic rights

Type of 
violator

Actors Forms of violations In CEE countries

State/public 
media

Governments Public funding 
guarantees the control by 
the ruling party and 
allows dissemination of 
dominant political 
interests

Bosnia and Herzegovina, 
Bulgaria, Croatia, 
Hungary, Montenegro, 
North Macedonia, Poland, 
Romania, Serbia, Slovakia, 
Slovenia

Commercial 
media

Oligarchs with 
governments or 
other political 
actors

Ruling party and 
dominant political 
interests are promoted; 
state advertising 
functions as a form of 
control

Hungary, Poland, Serbia

Journalism-
like entities

Foreign 
interference

Non-national actors 
support friendly politics

Czech Republic, Hungary, 
Montenegro, Serbia, 
Slovakia

ethnicity. These harms often lead to dysfunction within the epistemic sys-
tem or, as Wardle and Derakhshan (2017) have posited, a societal infor-
mation disorder. Even if violations do not disadvantage a specific person 
or group, disinformation is still an epistemic insult, a violation of rights. 
Epistemic offenses have a ripple effect and cause secondary harms, such as 
a loss of trust in a source; knowledge institutions or, in the worst case, 
societal institutions and structures (Watson, 2021, 71–79). Diminishing 
societal and institutional trust has been one of the major concerns in pub-
lic and academic debates worldwide (e.g., Edelman, 2022; Newman 
et al., 2022).

Following Watson (2021, 91), we must understand these developments 
from the perspective of epistemic rights so that we can identify harms that 
have gone unnoticed or not been taken seriously before, including the 
significant disseminators of disinformation that seek to benefit from violat-
ing epistemic rights. We need to know more about each country’s and 
region’s good and bad actors–promoters and violators of epistemic rights–
and their methods. This is not a unique problem, as has been demon-
strated by the case of epistemic rights the UK and Brexit (Watson, 2018). 
Still, typologies like the one discussed in this chapter point to regional 
similarities and may assist in analysing other countries. Only with empirical 

  M. DRAGOMIR AND M. ASLAMA HOROWITZ



167

knowledge can we effectively tackle violations and support media systems. 
After all, independent, robust, and diverse national media systems are 
among the best remedies for the effects of disinformation.
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Introduction

Traditionally, the Nordic countries have demonstrated a specifically Nordic 
model of media and communications policies and communication rights. 
However, in the last decades, these countries’ related developments have 
started to differ and they have displayed varying practices not only in 
responses to digital challenges but also in other media policy areas.
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In addition, the Nordic freedom of speech regulations differ also his-
torically which leads in differences in legislations and their implementa-
tion, while at the same time the Nordic countries share similar goals and 
cooperate.

This chapter contributes to the study of epistemic rights by addressing 
how the Nordic countries support freedom of speech and dialogical rights 
during the digital era through regulation and other media policy mea-
sures. Also considering their historical backgrounds, we examine the dif-
ferences and persistent similarities in the Nordic countries’ practices 
through three example cases. First, we examine the regulation of online 
audiovisual media, demonstrating national path dependencies in content 
moderation legislation. Second, we explore disputes between public ser-
vice and private media related to media content and subsidies, which are 
both essential in supporting the public’s rights to varied information and 
social dialogue. Third, we discuss national policy responses to online hate 
speech that challenge both freedom of expression and dialogue.

Finally, we suggest a critical reassessment of the Nordic media model to 
ensure continued support of epistemic rights in the digital media age, as 
neither the model nor the epistemic rights should be taken for granted.

The Nordic Media Model

The Nordic countries (Finland, Denmark, Norway, Sweden, and Iceland) 
have been described as media welfare states (Syvertsen et al., 2014), which 
are characterised by both a democratic, corporatist media system (Hallin 
& Mancini, 2004) and social-democratic, welfare-state ideology (Esping-
Andersen, 1990). This Nordic ‘media welfare model’ includes strong state 
support for universally available and accessible communication systems, 
along with subsidies for both public service and private media, institution-
alised editorial freedom and the self-regulation of media. Public service 
media have been used especially as a policy tool to serve various groups’ 
information and democratic needs (Syvertsen et al., 2014). This approach 
has aimed to support an inclusive and diverse sphere of public communi-
cation (Jakobsson et  al., 2021), enabling both freedom of speech and 
dialogue.

However, especially in the present era of digital media and global influ-
ences, whether the Nordic media model still correlates with Nordic media 
realities is a relevant question (see also Ala-Fossi, 2020; Nordic Journal of 
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Media Studies, 2020). The Nordic countries’ media policies and regula-
tions are increasingly influenced by political decisions and legislation that 
stem from international commitments. Their implementation, however, 
still depends on historical factors, such as national constitutions and eco-
nomic conditions that reflect both similarities and vast differences, leading 
to path-dependent variations.

In the following section, we present some main historical developments 
and how they affect the Nordic countries’ current media model. Then, we 
explain our analytical framework related to the media policy differences 
that we have observed, as well as our three case studies. Finally, we sum-
marise our findings in the context of epistemic rights and the digital era 
vis-à-vis the Nordic media model, freedom of speech and dialogue.

A Long-Shared History

The Nordic countries are often considered similar and uniform. However, 
at least 11 wars have been waged between Sweden and Denmark. During 
the nineteenth century’s wave of nationalism, significant cultural and lan-
guage strife occurred in Norway between Norwegians and Swedes. In 
Finland, similar conflicts arose between Finnish-speaking and Swedish-
speaking people. Norway was ruled by both Denmark and Sweden for 
centuries, and Finland was part of Sweden for over 600 years.

From Enmity to Cooperation

Cooperation between the Nordic countries is common. A long-lasting 
effort in this regard is the Nordic Council, the official body for formal 
inter-parliamentary cooperation among the Nordic countries, which was 
formed in 1952. During the Cold War, Denmark, Norway, and Iceland 
joined the North Atlantic Treaty Organization (NATO), while Sweden 
and Finland remained neutral until the spring of 2022. Currently, Sweden, 
Denmark, and Finland are members of the European Union (EU), but 
Norway and Iceland cooperate only through the European Economic 
Area (EEA).

This historical path dependency is also evident in each country’s consti-
tutional framework and identity. A constitutional framework is essential 
for analysing how rights are guaranteed both theoretically and in practice. 
While Nordic constitutions are similar, almost all Western constitutions 
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are alike. A closer look reveals that all such similarities are based not on a 
shared Nordicness but, rather, on European and even international consti-
tutional trends.

Nordic Constitutions and Freedom of Speech

All the ‘old’ Nordic countries are kingdoms, and their first step in creating 
a constitution was transferring monarchical power to public institutions 
(Suksi, 2018). In Nordic countries, the Reformation altered power rela-
tions between the state and the church. Some arrangements by the Swedish 
Instrument of Government in 1634 remain, in one form or another, pres-
ent in the Swedish and Finnish constitutions (Tamm, 2005). Since the 
early twentieth century, all the Nordic countries have been parliamentary 
democracies.

The Nordic countries’ current geographical area has evolved from 
comprising two states to five. The Nordic constitutions are divided into 
Western (Denmark) and Eastern (Sweden) traditions (Tuori, 2002). This 
division is mainly reflected in institutional elements—for example, the 
separation of executive and legislative powers. However, constitutional 
traditions and identities affect doctrines on fundamental and human 
rights, such as freedom of speech. One main difference is the judicial 
review of laws on a constitutional basis. In the Western tradition, courts—
and especially supreme courts—have the right to review laws’ constitu-
tionality. In the Eastern tradition, the Swedish parliament is the authority 
on constitutional review, and the Finnish parliament’s Constitutional Law 
Committee rarely conducts judicial reviews.

The Nordic constitutions have included catalogues on fundamental and 
human rights for a remarkably long time. The Swedish Freedom of the Press 
Act of 1766 was a constitution. However, a new constitution by King 
Gustav III abolished all previous constitutions six years later. In Denmark-
Norway, a declaration on the free press was issued in 1770. Today, the 
most notable exceptions in the Nordic countries are the Swedish freedom 
of speech laws; the Instrument of Government guarantees freedom of 
speech as a fundamental right, but the Freedom of the Press Act regulates 
print media, and the Fundamental Law on Freedom of Expression regulates 
broadcasting and other electronic media.

All current Nordic constitutions align with international human rights 
treaties. The Nordic constitutions have been regularly reformed, and 
because of these reforms, the status of fundamental rights has become 
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more significant. One of the most recent reforms has occurred in Iceland, 
which crowd-sourced the drafting of its constitution. However, this pro-
cess has ground to a halt. Today, overall, the Nordic countries share the 
same European values and a Nordic ideology based on the public sphere, 
access to information, and freedom of speech.

Analysing the Transition of Media Welfare States

The history of the Nordic countries is a useful backdrop to understand the 
similarities and dissimilarities in these welfare states’ development. Two 
complementary approaches of new institutionalism, discursive institution-
alism and historical institutionalism, reveal how political solutions develop 
by focusing on how ideas and discourses shape and promote policy changes 
(Schmidt, 2008).

In the Nordic countries, the discourse on a ‘welfare state’ is as powerful 
a policy tool as the actual operational policies that characterise what one 
could call a ‘Nordic welfare state’. While the Danish declaration on the 
free press and the Swedish Freedom of the Press Act were implemented 
before welfare policies, the latter can however be regarded mostly as a 
counterrevolutionary policy by the Swedish monarchy. Freedom of expres-
sion and access to information have since developed into important ele-
ments of the Nordic model. The historical context, including periods of 
censorship, has become less important compared to the ideological dis-
course on freedom.

Nevertheless, critical points in the Nordic countries’ history help 
explain Nordic media policies’ more recent developments. These ‘critical 
junctures’ (Pierson, 2000) have set policies on a specific path. Changing 
political or economic realities, new technologies and shifting social norms 
can alter policies’ paths (Mahoney, 2000, p. 517; Pierson, 2000, p. 263)—
sometimes incrementally, rather than acutely (Thelen, 2009).

Although we can outline the development of Nordic countries’ shared 
history and how their media systems’ roots reflect historical, ideological, 
and practical similarities, the contradiction between the idealised Nordic 
model and reality has increased. The idea of a media welfare state should, 
therefore, be regarded as dynamic and in need of periodic re-examination 
(Syvertsen et al., 2014). Especially in the era of digital media and global 
influences, the question of whether the Nordic media model still corre-
lates with Nordic media realities is relevant. The factors that influence 
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current media policies and regulations are historical, legal, political, eco-
nomic, and technological.

The Roles of National Path Dependence and Supranational 
Decision-Making

While the regulation of media content has been regarded fundamentally as 
a national affair, in some instances, the ambition to create a single market 
in the EU has altered this aspect of national sovereignty. However, EU 
acts are always incorporated into existing national regulatory structures. 
Directives must be formally transposed into national legislation, a process 
which undoubtedly results in national variations. Although they are 
directly enforceable, regulations most often allow for national exceptions 
according to member-state law.

All Nordic countries are also members of the Council of Europe and 
signatories of the European Convention on Human Rights (ECHR). The 
reception of supranational regulation varies between countries: Sweden’s 
idiosyncratic freedom of speech regulation has side-lined supranational 
regulation, while Finland, Iceland, and Norway have reformed their con-
stitutions and legislation to meet European standards. Without underesti-
mating the importance of supranational decision-making, considering 
how national path dependence influences supranational policies’ incorpo-
ration into national media regulations is equally necessary.

The Transition from Welfare States to Competition States

The transition from welfare states to competition states has been ongoing 
since the 1970s, and Nordic social democracy is especially undergoing a 
deep crisis. None of the Nordic countries present a perfect example of the 
suggested Nordic media model, and alongside their similarities, the media 
systems also reflect many market- and policy-based differences (Engelstad 
et al., 2017; Hilson, 2008; Nord, 2008).

Finland’s shift from a welfare state into a liberal competition state has 
been argued to be more rapid than the corresponding shifts in the other 
Nordic countries, especially due to two severe recessions in the 1990s and 
late 2000 (Ala-Fossi, 2020). These developments have also reflected in the 
Nordic countries’ media policies, of which direct and indirect press subsi-
dies present a good example (Ots et al., 2016).
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The Digital Era and Epistemic Rights in the Nordic Countries

The digital era has brought new challenges for epistemic rights in Nordic 
countries. Since plenty of media players now operate through many chan-
nels and platforms, the role and importance of a national public sphere 
and the state’s role as a media actor are under political debate (Enli 
et al., 2018).

Freedom of speech is just words on paper if regulations’ de facto func-
tioning and the atmosphere in which freedom of speech and public dia-
logue take place are not considered. All Nordic states have specific media 
laws and penal laws to regulate freedom of speech, and these laws also 
attempt to support dialogical rights to public deliberation and participa-
tion. In Sweden, websites and blogs with a journalistic focus and editors 
can apply for certifications verifying that their online media are within the 
scope of the Fundamental Law on Freedom of Expression. Without certifi-
cation or an editor, ordinary laws apply as well—as they do with discussion 
forums—because content can be changed by people other than editorial 
staff. In Denmark, journalists who work for internet media that are not 
registered with the Danish Press Council do not enjoy some rights and 
privileges of the Media Liability Act (Sandfeld Jacobsen & Schaumburg-
Müller, 2011). In comparison, the Finnish media law and its Norwegian 
equivalent are technology-neutral.

Despite strong legislative guarantees of freedom of expression, issues 
related to the multiplicity of online content and the quality of public dia-
logue—especially on social media platforms—cannot be solved by legisla-
tion alone because the platforms have become significant third parties in 
regulation practices. Problems arise in that much of the user-generated 
online content published on such platforms is harmful yet not illegal, con-
taining hate speech, misinformation, and harassment that hinder freedom 
of expression and free dialogue. Nordic policies have recently attempted 
to address these problems with measures other than law.

Three Illustrative Cases

In the previous section, we presented some of the changes or critical points 
that we believe have affected the Nordic media model’s development in 
recent years. In the current subsection, we use case studies to demonstrate 
nationally-varying responses, within the Nordic media model, to issues 
concerning freedom of speech and dialogical rights. For this purpose, we 
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used qualitative document analysis to identify some current solutions in 
the Nordic countries’ media regulations and policies. We drew on a variety 
of sources, ranging from formal documents on different legislative pro-
cesses to policy papers, as well as previous scholarship. 

Case 1: Path Dependence and Supranational Decision-Making, 
the Regulation of Online Audiovisual Media

The regulation of online media is conspicuously national, although policy-
making has increasingly taken the form of EU acts that are adapted into 
national contexts in a path-dependent manner. While other Nordic coun-
tries’ ways of transposing EU regulation tend to be duly considered when 
designing national regulation, the solutions have been more oriented 
towards national needs and regulations. A recent example is the ongoing 
transposition of the updated Audiovisual Media Services Directive 
(AVMSD, 2018/1808). The directive includes additional content mod-
eration requirements for video-sharing platforms. While the directive’s key 
definitions and initiative to regulate video-sharing platforms stemmed 
from the EU institutions, the national regulatory proposals that transpose 
the relevant provisions are structured according to how media have been 
regulated nationally.

The Finnish and Swedish proposals require video-sharing platforms to 
protect audiences from specific crimes identified in criminal codes. While 
these provisions are similar, notably, the crimes themselves differ slightly in 
their national definitions, and unlike the Finnish proposal, the proposed 
law in Sweden also requires platforms to take reasonable measures against 
unlawful threats (Prop., 2019/20:168, 27). Conversely, the Danish pro-
posal authorises the Minister of Culture to introduce new rules for video-
sharing platforms regarding relevant criminal offences (Kulturministeriet, 
2019, p. 4). All three proposals transpose the responsibilities defined in 
Article 28b of the updated AVMSD; nevertheless, the national criminal 
codes reflect national path dependencies—in terms of both who can define 
necessary governance measures in the respective countries and the crimi-
nalisation of specific activities.

In online media, the commonalities between the Nordic countries stem 
less from the countries’ shared histories and more from their EU or EEA 
membership.
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Case 2: The Public’s Dialogical Rights Versus the Press’s 
Private Interests

In the Nordic countries, print media have a dual nature as publicly sup-
ported instruments of a free and inclusive public sphere, enabling the pub-
lic’s dialogical rights, and as private businesses. Traditionally, Nordic print 
media have been publicly subsidised in two ways: with direct subsidies to 
ensure diversity and with tax subsidies to ensure viability. However, unlike 
its Western neighbours, Finland decided in the 1990s to cut public spend-
ing by abandoning direct press subsidies. This decision may have acceler-
ated the confrontation between, especially, the Finnish press industry and 
the public service media Yleisradio since the internet has become an 
increasingly relevant form of content distribution for both parties.

The commercial press in Finland continues to enjoy relatively generous 
indirect tax subsidies because of its importance to freedom of speech, 
social dialogue, and democracy. However, its criticism against Yleisradio—
which is publicly funded for the same reasons—has increased at almost the 
same pace as the decrease in income from print subscriptions and advertis-
ing over the past two decades. Commercial media have constantly criti-
cised both the remit and funding of public service media in other Nordic 
countries as well. However, Finnish commercial media  alone have suc-
ceeded in also restricting public service media through a complaint to the 
European Commission. As a result, the Danish Media Association and 
Swedish Media Publishers’ Association are considering types of complaints 
like those by the federation of Finnish private media, Finnmedia, made in 
2017. Additionally, two more related complaints to the Commission are 
in process: a complaint about Yleisradio’s online learning services and 
video-on-demand services filed by Sanoma Corporation in Finland and a 
complaint about Estonian Public Broadcasting online news by the Estonian 
Association of Media Enterprises.

The dispute over public service media’s internet operations has deep 
roots in Finland. Twenty years ago, Yleisradio had an early advantage in 
developing new online services—partly because private Finnish publishing 
companies dismissed, at first, the internet as a serious platform. However, 
private media companies started demanding Yleisradio’s exclusion from 
the internet in 2004. Overall, Yleisradio faced a financial crisis since its 
income from television licencing fees collapsed after television’s digital 
switchover in 2007. A parliamentary committee issued a proposal for 
Yleisradio’s new funding system in 2009, but it never proceeded into 
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parliament since Finnmedia organised a campaign against the proposal, 
considering Yleisradio to be too well-funded (Laakso, 2012.) As this ten-
sion further increased with the economic crisis and the Finnish commer-
cial media’s decreasing income, Yleisradio funding reforms had to wait 
until the next general elections in 2011. Parliament accepted an updated 
proposal for an income-linked Yleisradio tax in December 2011. Three 
other Nordic countries (Norway, Denmark, and Sweden) implemented 
funding reforms for public service media after Finland.

In Finland, the public criticism of Yleisradio funding, as well as the 
limits of its remit, continued in the press and peaked on private television 
just before the general elections of 2015. The new government of the 
National Coalition Party, Centre Party, and Finns Party appointed a work-
ing group to study the development of Yleisradio, which reached a con-
sensus only in June 2016. The committee made a few concessions to the 
private sector, but no drastic cuts to Yleisradio funding took place. So, 
despite the relative success of its domestic media campaign, Finnmedia 
failed again to achieve its political objectives (Karppinen & Ala-Fossi, 2017).

At this point, Finnmedia decided to change tactics by taking the domes-
tic dispute to the European level using legal arguments. In 2017, it filed a 
complaint with the EU Commission, arguing that Yleisradio’s online con-
tent in text format violated EU state aid rules since text content was not 
mentioned in Yleisradio’s legal remit. After non-public discussions with 
the Commission’s Directorate-General for Competition, the Finnish gov-
ernment proposed an amendment to the Act of Yleisradio, which required 
the text-based journalistic content on the Yleisradio website to be linked 
to audio and video content with only a few exceptions. Despite criticism 
from academic researchers, as well as a citizens’ initiative that proposed an 
alternative solution, the Parliament of Finland endorsed this amendment 
in March 2022.

Case 3: Hate Speech as a Threat to Free Expression and Dialogue 
and Policy Solutions

Hate speech has greatly concerned both the Council of Europe and the 
EU. It is seen to endanger the cohesion of democratic societies, the pro-
tection of human rights and the rule of law while increasing the risk of 
social unrest and violence.1 Furthermore, the hate speech issue has been 

1 See: https://www.coe.int/en/web/freedom-expression/hate-speech.
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addressed under the Nordic cooperation of the Nordic Council and the 
Nordic Council of Ministers.2 This Nordic cooperation has addressed, for 
example, gender-based online hatred and harassment in recent years (e.g., 
Bladini, 2017; Mogensen & Helding Rand, 2020).

In the Nordic countries, legislation does not define ‘hate speech’. 
However, all the Nordic countries criminalise specific speech acts which 
can be categorised as ‘hate speech’. Such acts include, for example, defa-
mation, illegal threats, persecution, and incitement to hatred. For incite-
ment to hatred, the protected characteristics that could be attacked include 
race, skin colour, ethnicity, religion, nationality, and sexual orientation. 
Gender, in general, is not a protected characteristic; however, the legisla-
tions are due to change. Moreover, all crimes can be investigated and 
convicted as hate crimes if a hate-based motive can be demonstrated (see, 
e.g., Bladini, 2017).

In line with the Nordic media model’s strong focus on media policy, all 
Nordic countries have recently published hate-speech–related policies, 
seeking solutions to this growing problem. For Case 3, key Nordic policy 
documents dating from 2016 to 2021 (N = 11)3 were analysed, and we 
mapped similarities and differences in problem definitions and suggested 
solutions.

Nordic policies regard hate speech as especially threatening to society’s 
basic values, including democracy, freedom of expression and opinion, 
free public debate, human rights, and equality. A shared view across the 
Nordic countries’ respective policies suggests that public debate should be 
open to all opinions, that freedom of expression receives strong support, 
and that great variety of speech is allowed, yet with respect to others in the 
debate. Such open dialogue is presently regarded as endangered by hate 
speech, threats, disinformation, and propaganda. Instead of focusing only 
on hate speech directed at individuals or minority groups, based on their 
named and legally protected characteristics, the hate speech policies also 
focus on the harassment of people in public positions and people who 
participate in public debate. The harassment of these public actors is seen 

2 See: https://www.norden.org/en/political_areas.
3 These policy papers were found through an online search of the Nordic countries’ gov-

ernment websites (Denmark, n = 3, regeringen.dk; Norway, n = 2, regjeringen.no; Sweden, 
n = 3, regeringen.se; and Finland, n = 3, various ministries’ website). This search was con-
ducted from November 2020 to January 2021. The policy papers were checked again 
between April and August 2022. Due to space limitations, we do not provide the related 
references in full here.
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as the most harmful aspect of hate speech for society’s democratic 
functions.

The current hate speech problem manifests especially on online plat-
forms. The internet and social media have not only provided people with 
new means of self-expression and participation but also created multiple 
problems. Platforms are identified in the policies as the third party that 
currently controls public debate and its values, and this is seen as a threat 
to democracy. Additionally, the analysed policies identify that hate speech 
derives from various societal processes, such as growing differences in 
shared basic values, polarisation, segregation, the rise of populism and 
nationalism, the changing media landscape, and professional journalism’s 
economic problems. Hate speech involves and affects multiple actors 
across society in various ways.

The suggested policy solutions to hate speech involve governance, offi-
cials, legislation, education, social policies, perpetrators, victims, users of 
online services, the media, and, finally, online platforms. The policies call 
for joint action at all levels of the welfare state, including continued sup-
port for the fundaments of media welfare states such as subsidies for pro-
fessional media to ensure universal access to and the diversity of content, 
guarantees for editorial freedom and media self-regulation, as well as civil 
society’s actions and consultations. The state is responsible for guarantee-
ing a functioning democracy and freedom of expression, but according to 
the policies, individuals are responsible for their online behaviour. 
Individuals are to be supported, for example, through media literacy 
education.

Hate speech is pushing Nordic countries towards shared solutions: 
instead of developing country-specific legal measures on hate speech, 
these countries all expect Europe-wide and international processes to pro-
duce new regulations that will help control the platforms, which have been 
reluctant to seriously address hate speech. National legislation that would 
regulate these giants or, for example, give them editorial responsibilities 
has not gained support. National criminal laws facilitating more efficient 
punishment of online harassment have, however, been adjusted in 
Denmark and in Finland. These laws will also be relevant for the enforce-
ment of the EU’s Digital Services Act, which places specific requirements 
on very large online platforms.
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Conclusion

The Nordic media welfare state model still forms the basis for media poli-
cies and regulation, especially given the ideal of media subsidies paired 
with media freedom, including strong legislative support for freedom of 
expression and dialogue. However, we argue that the Nordic countries’ 
implementations increasingly differ. Historically grounded constitutional 
and legal differences have led to national path dependence in these imple-
mentations. Paradoxically, these differences are becoming increasingly vis-
ible in today’s supranational regulatory environment.

In the regulation of online media, commonalities have been observed 
in the high regard for freedom of speech, but concrete regulatory frame-
works differ. Online media policies’ most similar aspects stem not from 
Nordic cooperation but from the underlying EU framework. The actual 
implementation of EU legislation has varied among the Nordic countries, 
as the regulation of audiovisual online content has demonstrated. Also, 
despite similar principles and goals for public service and commercial 
media, national solutions have varied and sparked different disputes in the 
respective Nordic countries. Current online challenges, such as hate 
speech, are pushing the Nordic countries towards accepting new interna-
tional and shared legal solutions, while some solutions can be found in 
national policies and renewed support for the media welfare model’s prin-
ciples such as diverse and open public sphere and sustainable profes-
sional media.

The three cases that we have presented in this chapter demonstrate the 
increasing difficulty of arguing that the Nordic countries presents a unified 
example of the Nordic media model. While these nations’ common histo-
ries can be reasonably recognised, the Nordic media model must now be 
reassessed in view of their differences. Such a reassessment also requires 
the critical observation of the Nordic countries’ ability to support citizens’ 
epistemic rights in the age of digital platforms and disruption. While the 
principles of freedom of expression and dialogue are highly valued in leg-
islation, they are not upheld in practice unless also other conditions for a 
viable, free, and diverse public sphere are guaranteed. Continued support 
for epistemic rights and the media welfare model demands constant re-
evaluation and political will in the changing digital media environment. 
Neither the support nor the imagined perfection of the media welfare-
state model should be taken for granted.
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CHAPTER 13

Right to Data Access in the Digital Era: 
The Case of China

Yik Chan Chin

Introduction

China has the second-largest internet market in the world. With the rapid 
creation and adaptation of digital platforms and e-commerce, the access 
to, collection and dissemination of data have become the focus of aca-
demic debate and policymaking. Three factors contributed to these devel-
opments: (1) the internet and data are perceived in China as an important 
driving force for economic development and an important manifestation 
of social vitality; (2) with the rapid development of the platform economy, 
the mass production of data has raised governance problems in relation to 
the storage, transmission and use of data; and (3) the role of digital social 
media platforms in data access and dissemination has strengthened the 
public demand for the government to protect the right to information in 
China. It is within this context that the question on the right to access to 
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data in academic research, policy and regulation becomes the research 
focus of this chapter.

The primary data used for the analysis include policy documents and 
regulations produced by the Chinese government concerning data access, 
the right to information and data protection. The secondary data include 
academic literature, policy research and news media reports.

Epistemic Rights and Right to Data Access

According to the definition given by Lani Watson (2021), epistemic rights 
are closely linked to the creation and dissemination of knowledge—relat-
ing not only to being informed but also to being informed truthfully, 
understanding the relevance of information and acting on its basis to ben-
efit themselves and society as a whole. Hannu Nieminen’s chapter in this 
volume also highlights the equality nature of epistemic rights, such as 
equality in the access to and availability of information and knowledge, 
and equality in obtaining critical literacy in information and 
communication.

While often thought of as pure information, data is a form of knowl-
edge. As argued by Gitelman and Jackson (2013, p. 4), ‘raw data is an 
oxymoron’ and ‘data does not just exist’ (Manovich, 2001, p. 224). The 
three concepts of data, information and knowledge are interrelated, but 
the nature of the relations among them as well as their meanings are debat-
able. Many scholars claim that data is the raw material for information and 
that information is the raw material for knowledge (Zins, 2007, p. 479). 
In this chapter, data is defined as a set of symbols representing a percep-
tion of raw factors. Information is organised data that has been processed 
into a form that is meaningful to the recipient; knowledge is understood 
information (Davis & Olson, 1985; Debons et  al., 1988; Zins, 2007),  
and digital data is a set of symbols made up of units of binary code that are 
intended to be stored, processed and transmitted by digital computers 
(Zins 2007, p. 482). Personal data refers to any information that is related 
to an identified or identifiable natural person (Art. 4 (1), GDPR, 2016). 
Public data refers to the information collected, produced, or paid for by 
the public or government bodies. Enterprise data refers to the data col-
lected and processed by market entities in production and business activi-
ties that do not involve personal information. Commercial data refers to 
proprietary data commercialised by a company and sold by professional 
data providers with commercial support. It needs to be imagined as data 
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to exist and function, and the imagination of data involves interpretation. 
Therefore, data, as a form of knowledge, is created through social pro-
cesses; its creation and definition therefore involve human agency and 
interpretation (Berger & Luckmann, 1967, p.  10; Haggart, 2019). As 
such, Chinese academic and policy debates on access to digital data and its 
regulation inevitably become a social construction process, involving dif-
ferent agencies and interpretations.

Underpinned by the normative criteria of epistemic rights discussed in 
this volume, this chapter examines the academic debate on access to digital 
data in China and its national policy. More precisely, this chapter discusses 
the conceptualisation of the right to access data in China and the related 
regulatory framework. It also considers the legitimacy of those rules in 
relation to the public’s epistemic right to data.

Right to Access Data

In this chapter, the right to access data is defined as consisting of two ele-
ments: (1) a right to access public information (recognised as an individual 
human right by many jurisdictions and human rights bodies, see Riegner, 
2017); and (2) an inclusive right for all members of society to benefit from 
the availability of data.

Viktor Mayer-Schonberger and Thomas Ramge (2022) define data as a 
non-rivalrous informational good, as opposed to a physical good, and a 
public good for accelerating innovation for the benefit of all. Access to 
data must align with the fundamental principles of free enterprise and 
open information flows. They argue that through control of access to data 
and monopoly of data as raw material, major technology companies could 
undermine the capacity for innovation, as they have less incentive to be 
disruptive. To address this problem, economic policy must focus on the 
structural issues of data access and drastically broaden access to data. In 
addition, data cannot legally be owned like physical property; affording an 
exclusive ownership right, such as the property right to data, is impractical 
due to the difficulties in restricting the use of data to a specific purpose or 
specific users, and trading data in the market is inefficient because the 
market cannot adequately perform its role as an allocation mechanism. A 
compulsory opening of the dataset is proposed by Mayer-Schonberger 
and Ramge (2022) to promote innovation capacity and crack down on the 
information-based domination derived from exclusive access to data. 
Thus, a competitive advantage will rely on extracting insights from data, 
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not from access to data. The access mandate provides that non-confidential 
data should be open access, and that the direct exchange of data between 
the data holder and requester should be facilitated by an open system of 
data access.

Purtova (2015) argued that data is not a public good but a rivalrous 
resource. Without policy action to assign property rights, including no 
access and non-disclosure in personal data to the data subject, it will effec-
tively make the individual defenceless in the face of corporate power, erod-
ing the autonomy, privacy and right to informational self-determination of 
the individual.

In Europe, the EU Commission has adopted data access for all strate-
gies, that is, data is to be available for access to all—whether public or 
private, big or small, start-up or giant. ‘Big commercial digital players 
must accept their responsibility, including by letting Europeans access the 
data they collect. Europe’s digital transition is not about the profits of the 
few but the insights and opportunities of the many’ (von der Leyen, 2020, 
p.  2). The 2022 Data Governance Act allows the creation of common 
European data spaces in certain key areas: health, environment, energy, 
agriculture, mobility, finance, manufacturing, public administration, and 
skills. Data marketplaces, that is, online platforms where users can buy or 
sell data, will help new intermediaries to be recognised as trustworthy data 
organisers. Companies, individuals and public organisations can also share 
personal data for the benefit of society, i.e., data altruism (European 
Parliament, 2022). Meanwhile, it is suggested that the EU needs to estab-
lish a framework for business-to-government (B2G) data access and 
explore the creation of a cross-EU regulatory framework (European 
Commission, 2020).

In comparison to the European approach, in 2022, the World Economic 
Forum proposed that Data Marketplace Service Providers (or DMSPs) 
operate and manage data exchanges. These are defined as platforms where 
information, or the right to access certain information under certain con-
ditions, can be traded in an open, efficient and accountable way and where 
participants in data exchanges would trade information collected in a wide 
range of fields, from healthcare to manufacturing (WEF, 2022).
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Academic Debate on the Right to Access Digital 
Data in China

The right to access data has not been treated as an independent right for 
deliberation in China but has been considered as part of the debates on 
the right to information and data property rights.

Regarding the former, where the data are owned by the government, 
the right to access data is interpreted as part of the personal right to public 
information (Zhang, 2022). There are two views on ownership. According 
to one view, these data should be owned by the public because the source 
of the original data comes from the daily work of the government, the col-
lection of data is publicly financed and the data is ultimately used in peo-
ple’s daily lives, so it is a public good and its ownership belongs to the 
people (Huang et al., 2018). Others argue that the data belong to the 
state, as ‘the ownership of collective data is rooted in state ownership’ 
(Song & Qiu, 2022).

For non-public data, the legal basis of the right to personal information 
is argued as the right to self-determination of information: any data con-
troller or processor needs to obtain the ‘expressed consent’ of individuals 
before collecting, obtaining, and processing data, and data commercialisa-
tion that ignores the personal dignity of individuals attached to data 
should not be accepted. If data protection is not in place, it will damage 
the rights and interests of individuals and organisations and even cause 
social and economic risks. If overprotected, big data analytics will become 
impossible (Huang, 2023a). However, the right to access personal data is 
not explicitly discussed, and the equality nature of the epistemic right, 
such as equality to access and availability of information and knowledge, 
has drawn little attention among Chinese academics.

As mentioned, the right to access data is also treated as part of discus-
sions on data’s property rights. In other words, in contrast with the EU’s 
GDPR approach, which does not define the ownership of data but regu-
lates the access of data, the Chinese academic debate has revolved around 
data ownership. This is partly because data are largely not seen as a public 
good shared by consumers or companies. All activities of data collection, 
analysis and processing are aimed at unlocking the potential commercial 
value of data, providing personal information and protecting national 
security (Zhang, 2021). Therefore, pragmatically, the priority is to formu-
late a data trading system supported by the right to data ownership so that 
data can be traded to generate economic value. This is also partly triggered 
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by the government’s policy objective of using big data. Thus, the Chinese 
academic debate is heavily policy-driven.

Some scholars advocate the establishment of a dual-right structure in 
which the data subjects own the data, and the data processor owns the 
data’s usufruct or operational rights (Shen, 2020; Long, 2017). It is also 
argued that data property rights should be assigned to data companies that 
collect and process data and that the rights of ‘sensitive personal data’ 
should be assigned to data subjects (Xu, 2018). Xiaodong Ding (2019) 
argued against the allocation of data ownership rights to individuals, as 
this would incur extremely high transaction and communication costs and 
overtake some of the data rights enjoyed by platforms, making it impos-
sible for platforms to carry out certain normal business activities.

Mei Xiaying (2022), among very few other scholars, supports the pub-
lic good nature of data and argues that data sharing should be the default 
position and that control of access to data requires justification because 
data is a natural public good. The construction of a data control system 
should be based on the premise of data sharing.

Notably, the most recent debate has re-oriented the focus from data 
ownership to the structural separation of data property rights into three 
separate rights—data holding rights, data process and use rights, and data 
product management rights. Meanwhile, data sharing is no longer about 
the sharing of original data but the sharing of data products. In other 
words, it is not the original data but the access to data to perform the 
calculation that is shared (Huang, 2022, 2023a, 2023b). A researcher at 
the State Council’s development research centre has conceded that  
the current data trading model is difficult to sustain from the perspectives 
of actual needs and government policy (People’s Posts and 
Telecommunications News, 2022). In practice, it is unclear whether indi-
viduals have data ownership rights or how they can exercise this right, and 
it is therefore impossible to talk about data trading rights and data revenue 
distribution (Zhou et al., 2022). The idea is to use technology such as 
privacy encryption to separate data ownership from data use rights so that 
data can be used but not shared and data usage can be controlled and 
measured. Government policy should focus on the development of data 
services to release data value under the premise of ensuring privacy and 
security (People’s Posts and Telecommunications News, 2022).
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Rules Governing Access to Digital Data in China

According to incomplete statistics, (draft) regulations on ‘data’ have 
sprung up all over the country. By the end of 2021, nearly 225 local leg-
islations (including 67 local regulations and 158 local departmental rules) 
had been adopted (Bai & Li, 2022). The most important element of 
China’s data strategy policy is that data is officially defined as a new factor 
of production besides land, labour, capital and entrepreneurship, and it 
builds the foundation for the country’s digitalisation, connectivity and 
AI. To qualify as a factor of production, according to a Chinese economist 
who participated in the government’s data strategy policy drafting, ‘it 
must be a must-have basic resource in the production of goods and ser-
vices; data can only qualify as factor of production if it is used in produc-
tion and business activities and generate significant value’ (Huang,  
2023b).

First, for the collection of and access to personal data, China’s Personal 
Information Protection Law (PPL) stipulates that the data collector can 
collect personal information only if it obtains the consent of the individ-
ual, if the collection is necessary for the conclusion and performance of a 
contract, for the performance of statutory duties or obligations, to respond 
to public health emergencies or for conducting news reporting and other 
acts in the public interest. If the collector wants to provide personal infor-
mation collected about third parties, it shall inform the individual and 
obtain their consent. Additionally, the individual has the right to know, 
decide, rectify, restrict and refuse the process, and to delete, be forgotten 
and obtain an explanation and copy of the data.

Also, Article 47 establishes an obligation for data collectors to actively 
delete personal information if the purpose for collecting the data has been 
achieved, cannot be achieved or is no longer necessary, or if the collector 
stops providing products or services, if the storage period has expired 
when the individual withdraws consent. Against this legal backdrop, on 
December 12, 2022, after the State Council announced seizure of the use 
of health code apps, including both the communication travel card and 
health code, three mobile operators (China Telecom, China Mobile and 
China Unicom), the main data collectors of communication travel cards, 
announced that they would delete data related to users synchronously to 
ensure the security of personal information in accordance with the law. 
Personal information collected by them after de-identification and ano-
nymisation will be provided to relevant government departments in a 
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targeted manner through the joint prevention and control mechanism of 
the State Council. According to Article 4 of the PPL, if the personal infor-
mation received by the government is anonymised, the government 
agency may independently use such information (Zhang, 2022).

Second, data circulation in China is driven by the state’s policies. 
Between 2015 and 2022, the Party, the State Council and its ministries 
announced a series of policies on the access and trading of data. The poli-
cies define data as a new factor of production that should be traded accord-
ing to market mechanisms, i.e., to maximise benefits and optimise 
efficiency based on market rules, prices and competition, to facilitate the 
country’s economic development (Table 13.1).

In 2022, China adopted the most important data policy to date: 
‘Building a Data Base System for Better Use of Data as Factor of 
Production’. The goal of this policy is to facilitate the compliance and 
efficient circulation and use of data, to empower the economy and to 
enable sharing among all people of the benefits created by the digital 
economy. It is estimated that the scale of China’s data trading market is 
nearly one trillion RMB, and no one can ignore such an untapped market 
(Fuxi Institution, 2022). The policy creates an authorised data access and 
trading system based on three different types of data: public, enterprise 
and personal data. Different access policies are formulated for and applied 
to each type of data (see Table 13.2). The property right of data is sepa-
rated into three rights: the right to hold data resources, the right to pro-
cess and use data and the right to manage data products. Ownership of 
data is no longer discussed in policy formulation. The government will 
guide and regulate the data revenue distribution system to ensure both 
efficiency and fairness (Xinhua News Agency, 2022).

The policy also supports different methods to circulate data and estab-
lish data exchange market systems at national, regional and industrial sec-
tor levels. However, the policy has not adequately addressed how the 
system can benefit individual data subjects. While personal privacy, data 
security and the right to data portability are protected in the policy, how 
individual data subjects can share the benefits deriving from data remains 
unclear.
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Table 13.1  Major data policies in China

Year Department Policy title Policy aims

2015 State Council Action Plan for Big Data 
Development (促进大数据发展行动
纲要)

First national policy 
document proposed the 
concept of data trading 
and provided guidance on 
data trading market.

2016 Ministry of 
Industry and 
Information 
Technology

Big Data Industry Development Plan 
(2016–2020) (大数据产业发展规划 
(2016−2020年))

Proposed pilot scheme of 
third-party data trading 
platforms and formulated 
data circulation and 
transaction rules.

2019 CPC Central 
Committee

Decision on Several Major Issues 
Concerning Adhering to and 
Improving the Socialist System with 
Chinese Characteristics and 
Promoting the Modernisation of the 
National Governance System and 
Governance Capabilities (关于坚持和
完善中国特色社会主义制度 推进国
家治理体系和治理能力现代化若干
重大问题的决定)

Defined data as a new 
factor in production, 
proposed a mechanism in 
which the market 
determines rewards based 
on contributions.

2020 CPC Central 
Committee & 
State Council

Opinions on Building a Better 
Market-Allocation System and 
Mechanism for Factors of Production 
(中共中央 国务院关于构建更加完善
的要素市场化配置体制机制的意见)

Guidance for building a 
data trading market.

2021 State Council 
General Office

Overall Plan for Comprehensive 
Reform Pilot Program of Market-
Based Allocation of Factors of 
Production (要素市场化配置综合改
革试点总体方案)

Improving public data 
sharing mechanisms, 
encouraging enterprises to 
participate in building 
trading platforms and 
exploring various forms of 
data trading models.

2022 CPC Central 
Committee & 
State Council

Building a Database System for 
Better Use of Data as Factor of 
Production (构建数据基础制度更好
发挥数据要素作用的意见)

Defining data property 
rights consisting of three 
rights and accelerating the 
construction of data 
infrastructure systems.

Source: State Council (2015); Ministry of Industry and Information Technology (2016); CPC Central 
Committee (2019); State Council General Office (2021); CPC Central Committee and State 
Council (2022)
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Table 13.2  Access policy on three types of data

Type of 
data

Definition Access policy

Public 
Data

Data generated by party 
and government 
agencies, enterprises and 
institutions in 
performing their duties 
or in providing public 
services

Strengthens data aggregation and sharing, 
authorised access and management and 
interconnectivity; Conditional free access to public 
data on public interest grounds; Conditional paid 
access to public data for the reasons of industrial 
development; Public data must be provided in the 
form of models, products or services but not in 
original datasets.

Personal 
Data

Data bearing personal 
information

Data processors can collect, hold, host and use 
data with valid authorisation. Anonymisation of 
personal data is required to ensure information 
security and personal privacy. Protects the rights of 
data subjects to obtain or copy and transfer the 
data generated by them.

Enterprise 
Data

Data collected and 
processed by market 
entities in production 
and business activities 
that do not involve 
personal information or 
public interest

Recognises and protects the enterprise’s right to 
process and use data obtained in accordance with 
legal provisions or contractual agreements. 
Protects the rights of data collectors to use data 
and obtain benefits. Protects the right to use data 
or process data in commercial operations. 
Regulates the authorisation of data collectors for 
third parties to access their data and data-related 
products to encourage the circulation and reuse of 
data. Original data are not shared or released, but 
access to data to extract analysis is shared. 
Government agencies can obtain enterprise and 
institutional data in accordance with laws and 
regulations to perform their duties, but they must 
obtain an agreement and strictly abide by the 
restriction requirements.

Source: http://www.gov.cn/zhengce/2022-12/19/content_5732695.htm

Conclusion

Access to data as an aspect of epistemic rights has different but similar 
interpretations in Chinese and global contexts. First, epistemic rights in 
Western academic literature stress the sociological nature of the creation 
and dissemination of information and knowledge. Rights are underpinned 
by the normative criteria of equal access to and availability of information 
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and knowledge and used for the benefit of individuals and society as a 
whole. Therefore, data as a form of knowledge is often defined as a non-
rivalrous informational good for the benefit of all, and open access to and 
sharing of non-confident data is proposed. In the Chinese context, epis-
temic rights have not drawn the attention of Chinese academics, and the 
closely related concept of the right to information is often approached 
from a legal perspective, stressing consumer rights to obtain public infor-
mation and digital platforms’ data rights. Data are defined as one kind of 
factor of production for national economic development.

Notably, in China, the implications of the public good nature of data 
have not been considered in either mainstream academic publications or 
in the government’s data policies, even though it is agreed that data has 
non-rivalrous and non-exhaustive characteristics and that, given informa-
tion asymmetry, data cannot be circulated in the market like land, labour 
and capital. As a result, the public good and equal access dimensions of 
data are largely ignored in policymaking. Under the premise of protection 
of national security and personal privacy, data collection, analysis and pro-
cessing are aimed at unlocking the potential commercial value of data, 
especially enterprise data. Therefore, defining the different types of prop-
erty rights of data has been the main point of contestation in academic and 
policy debates.

Second, like what has been proposed  by Viktor Mayer-Schonberger 
and Thomas Ramge (2022), the recent data access policy in China has 
shifted from the sharing of original data to the sharing of data products, 
from the trading of ownership rights to the trading of holding, processing, 
use and management rights of data. The establishment of a three-level 
data trading system in the national, regional, and industrial sectors will be 
the next step for academic research and policymaking. The government 
will also guide and regulate such developments to promote market effi-
ciency and fairness in the distribution of the benefits of data trading. The 
public good nature of data and data altruism might not be on either the 
academic research or policymaking agenda, but the open nature of public 
data and sharing mechanisms are endorsed and encouraged in govern-
ment policy.

Finally, while the rights and interests of data enterprises are the main 
subject of protection in China’s latest data policy, the power imbalance 
between the individual and corporations (Purtova, 2015) and the sharing 
of benefits derived from data with individual users or data subjects have 
not been addressed.
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Fundamental Issues

Equal rights to trustworthy information and knowledge are basic to 
democracy theories and critical media analyses but also many communica-
tions policies. Still, while the era of digital disruption has brought us all 
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brought questions concerning the nature, promotion, and protection of 
epistemic rights to the fore. We need to justify these rights, point to the 
responsibilities of the key institutions that can support the realisation of 
these rights, and reconsider the societal role of the media in light of 
these rights.

Why Epistemic Rights Now?

We have always had the concept of epistemic rights—rights to epistemic 
goods such as knowledge and information—and in some sense, this con-
cept has always been available and operating. Today, we need this concept 
to protect against a range of harms caused by the digital era.

All through history and in all corners of the world, people have 
attempted and often succeeded in controlling the flow of information and 
knowledge, in other words, the flow of epistemic goods. This has been 
done to influence what other people believe and how they act based on 
those beliefs. Still, we need epistemic rights now, arguably more than ever, 
because we live in a world that is increasingly dominated by the fast-paced 
flow of enormous amounts of information. The scale of that flow, the 
global connectivity of the information channels, and the nature of the 
channels themselves would have been unimaginable to most people 100 
or even 50 years ago. As before, there are undoubtedly still people and 
organisations, such as global platforms and governments, who are 
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attempting to and succeeding in controlling the flow of information and 
epistemic goods in their quest for political or economic power. But today, 
due to digitalisation, that control is more powerful and many-sided 
than ever.

This book, in its limited way, is intended to showcase the extent of the 
mediatisation of our societies and its impact on our access to and use of 
knowledge. In addition to epistemic rights, the chapters address related 
concepts such as epistemic commons, epistemic dimensions, equality and 
inequality, epistemic institutions, epistemic justice and values, and epis-
temic violators. Despite differences in focus and approach (conceptual or 
empirical), the authors share concerns regarding the possibility of an epis-
temic crisis of democracy (e.g., Dahlgren, 2018) by addressing the various 
ways in which our epistemic rights are challenged today.

The book also embraces the idea of the plurality and expansion of 
rights. Several authors in this volume—for example, Hannu Nieminen in 
his chapter ‘Why We Need Epistemic Rights’, or Tarlach McGonagle 
when discussing ‘(Re-)casting Epistemic Rights as Human Rights: 
Conceptual Conundrums for the Council of Europe’—speak to the notion 
of epistemic rights as an extension or a broadening of other rights—com-
munication rights and digital rights in particular.

There is a place for all these concepts and rights. The notion of epis-
temic rights is significant in its plurality because it offers a broad concep-
tual territory in which to locate types of rights and their histories and 
identify connections and intersections between them to tackle the highly 
complex information-centric challenges we currently face. Today, the call 
for epistemic rights is about the recognition that we need to establish a 
clear legal and moral basis on which to prevent an array of harms.

The book also underscores the role of policy in support of epistemic 
rights and various so-called policy-making vacuums (e.g., Freedman, 
2008) in the era of digital disruption, whether internet shutdowns, 
addressed in Tendai Chari’s chapter on ‘Digital Authoritarianism and 
Epistemic Rights in the Global South: Unpacking Internet Shutdowns in 
Zimbabwe’, or journalistic organisations that are posing as legitimate but 
providing disinformation, as documented by Marius Dragomir and Minna 
Aslama Horowitz in the chapter ‘Epistemic Violators: Disinformation in 
Central and Eastern Europe’, or whether the question is about the access 
or use of our data, as discussed by Yik Chan Chin in her chapter ‘Right to 
Data Access in the Digital Era: The Case of China’.
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Epistemic rights are an urgent issue right now for two main reasons. 
First, many, if not most, of our critical epistemic institutions are today in 
danger of being undermined. These include public education, public 
media, many cultural institutions, and even many public services that have 
epistemic dimensions, including public healthcare and many other social 
services. Second, digitalisation has opened wholly new opportunities to 
extend people’s epistemic rights, increasing equal access to and the avail-
ability of relevant knowledge and information. The downside, however, is 
that our societies have not yet found democratic means to deal with all the 
challenges brought by digitalisation, such as how to effectively regulate 
social media platforms, how to protect the privacy of users of digital ser-
vices, and how to deal with ethical dilemmas posed by artificial intelligence.

Key Institutions

If we want to make sure that the notion and the language of epistemic 
rights gain recognition within academic discourse and that claim rights are 
realisable, implementable, and effective, it is essential to recognise the cen-
tral institutions that are supported to—or in the language used by Lani 
Watson (2021), have duties to—promote, enforce, and protect epis-
temic rights.

There is a wide range of institutions—we might also call them stake-
holders or actors—that play an essential role in advocating, promoting, 
and safeguarding epistemic rights. Some of these institutions operate 
transnationally, others within national systems and jurisdictions. For the 
realisation of epistemic rights, we must be able to specify the role and rela-
tions between the major institutions in the present historical epistemic 
constellation. Although the media at large are obviously a key player, they 
are not the only and perhaps not even the most essential epistemic 
institution.

The media, in their different forms, constitute a central epistemic insti-
tution. However, the role of the media is traditionally to offer us daily 
updates on the state of the world and to connect us to our everyday epis-
temic environment. In this way, the media form the surface level of our 
epistemic environment. Its more profound and more stable structures are 
the product, foremost, of our education, both family and school educa-
tion, but also of all other public institutions, not only cultural in a narrow 
sense—libraries, museums, theatres—but together with the political sys-
tem, judicial institutions, public administration, and all kinds of public 
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services. Obviously, we must add here other institutions that operate in 
the public domain, including private (commercial/economic) and semi-
private (civil society) institutions fulfilling public functions. All these can 
be said to possess epistemic dimensions.

From the perspective of this book, one of the advantages of looking at 
contemporary media policy issues through the lens of epistemic rights is 
arguably that it equips us to better understand the role of the media in 
connection with other institutions. On the one hand, it enables us to see 
how the media sometimes work to reinforce epistemic inequalities that are 
generated within other institutions or how existing media policies fail to 
address those inequalities in society as they play out in the media. In a 
more forward-looking manner, an epistemic rights approach to media 
policy also enables us to envisage ways the media can work with other 
epistemic institutions to promote epistemic rights.

The Role of the Media

Although more often framed through the prism of communication rights 
and freedoms, the role of the media in providing a central forum for the 
provision of epistemic goods has long been recognised. As discussed in 
several chapters in this book, in thinking about the role of the media as an 
epistemic institution, it is valid, first, to identify its various forms or com-
ponents, each of which arguably has a distinct position with respect to 
epistemic rights. It is also helpful to adopt a dual perspective. The first 
perspective considers the media as a positive force—and an enabler of epis-
temic rights; the second one, by contrast, considers ways in which the 
media, in their structure and behaviour, fall short of societal expectations 
and are culpable of exacerbating epistemic inequalities.

There is, of course, great variety within what we call the media—so 
much so that talking or thinking of media at large as a single institution is 
less than helpful, all the more so in today’s highly diverse digital media 
environment. At the most basic level, it is helpful to distinguish between 
mainstream media—what were once known as mass media and nowadays 
are more often described as legacy media—and digital media. The former 
include newspapers and other print media, radio, and television. The lat-
ter, whose societal influence has grown exponentially in the last 15 years, 
comprise a realm that is currently dominated by large for-profit social 
media and other digital platforms.
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These two components of our media system have very different histo-
ries and professional and cultural norms. They arguably differ even in their 
primary communication functions (dialogical versus dissemination). 
Perhaps most importantly, from an epistemic rights perspective is the dif-
ferential level of regulatory oversight. While legacy mass media, even pri-
vately owned and commercially run media operations, are bound to 
sector-specific regulations as set out within each national jurisdiction, digi-
tal platforms, as discussed by Terry Flew in his chapter ‘Epistemic Rights 
and Digital Communications Policies: Collective Rights and Digital 
Citizenship’, have historically operated in a regulatory vacuum, and efforts 
in recent years to introduce statutory rules to counter the social harms 
they have created (disinformation, online hate speech, etc.) are proving an 
uphill battle for a variety of reasons, both political/ideological and having 
to do with technological attributes of the internet.

At the same time, the category of mainstream media includes different 
kinds of outlets, and their interest in and capacity to promote epistemic 
rights can differ significantly. A case in point is public service broadcasting 
and its digital-era reiteration, public service media. Not bound solely by 
commercial imperatives, their traditional mandate has been, and continues 
to be, the promotion of access, citizenship, democracy, diversity, societal 
inclusion, and participation. As Maria Michalis and Alessandro D’Arma 
powerfully argue in their chapter ‘Public Service Media: From Epistemic 
Rights to Epistemic Justice’, these organisations are currently central to 
securing rights. Even so, they need to go beyond and become advocates 
of epistemic justice by challenging existing power structures of knowledge 
and collaborating with other actors to envision a more just epistemic com-
mons for all.

Currently, whether public or commercial, legacy media operate with 
professional norms, ethical codes, and regulatory frameworks remarkably 
different from those of digital media and digital platforms as intermediar-
ies for sharing information. This division between legacy and digital media 
is coupled with profound changes in how people access and consume 
information. In particular, the central role of platforms forces us to con-
sider how information about ourselves is collected and managed. For 
example, the chapter ‘Towards Feminist Futures in the Platform Economy: 
Four Stories From India’ by Anita Gurumurthy highlights less discussed 
but crucial questions about how technology companies are supporting or 
undermining epistemic rights. The platforms tell us myths about the flex-
ibility and independence of workers, for example, but, as Anita 
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Gurumurthy’s chapter shows, the reality is very different. The chapter also 
points to the fact that access to information is today very much tied to 
these platform companies, and yet, ironically, people who work for these 
platform companies might not have full access to their own employment 
information.

The chapter ‘Epistemic Rights and Right to Information in Brazil and 
Mexico’ by Fernando Oliveira Paulino and Luma Poletti Dutra illustrates 
well how right-to-information laws are not only for journalists seeking to 
investigate stories. They are also needed so ordinary people can get 
informed and involved as citizens. The manner in which the media can 
promote epistemic rights is similar to that guaranteed by these laws. The 
media need to make knowledge available and accessible to us all.

Human Rights and Global Dimensions

Access to knowledge is arguably a universal prerequisite for citizenship. 
Similarly, digital disruption can be seen as a vast and entirely global devel-
opment. Challenges to epistemic rights pertain both to legacy media and 
digital communication around the world. That is why national contexts—
the histories and developments of media systems as well as economic, 
political, and cultural factors—are sometimes overlooked when consider-
ing epistemic rights in the digital era. The current media environment 
requires us to share normative ideas and understandings, even governance 
and rules, about epistemic rights worldwide. Yet, local, national, and 
regional histories and contexts continue to matter. Just as with human 
rights, the question of epistemic rights entails understanding the interplay 
between the local and the global, the specific and the shared.

Similarities and Differences Around the Globe

This book features cases that seem different—for example, the internet 
shutdowns that Tendai Chari describes are not familiar in Nordic coun-
tries. This means that national context matters, and we have the possibility 
of learning from case studies. Reeta Pöyhtäri and colleagues describe in 
their chapter ‘Nordic Illusion and Challenges for Epistemic Rights in the 
Era of Digital Media’ how different compositions of public service media 
and private media in society support the public’s rights to varied informa-
tion and dialogue in different ways. For example, even though the Nordic 
countries have a long-shared history, they are now following slightly 

14  CONCLUSION: UBIQUITOUS NEED FOR EPISTEMIC RIGHTS… 



212

different paths. Similarities yet partly differing developments in a region 
are also described in the chapter on the right to information in Brazil and 
Mexico and the chapter discussing disinformation sources in Central and 
Eastern Europe.

At the same time, there are shared experiences and challenges that digi-
tal disruption has brought about—including old and new inequalities, as 
Philip M. Napoli outlines in his chapter ‘Epistemic Rights, Information 
Inequalities, and Public Policy’. Once we look at case studies and compare 
them, we can learn a lot about patterns and structures regarding epistemic 
rights, even if they may take different forms in various national or regional 
contexts. For example, the chapter on India reveals the opaqueness of 
platform companies from the viewpoint of workers. These kinds of case 
studies show how things are in practice, which can be distant from the 
level of legislation and regulation.

Epistemic Rights as Human Rights

The country case studies in this book may describe a variety of contexts 
and challenges, but they all point to the necessity of a shared understand-
ing of epistemic needs and rights in our digital era. This book suggests 
implicitly, and in some cases explicitly, as Tarlach McGonagle does in his 
chapter, that at least some epistemic rights should be considered universal 
human rights. The underlying proposition is that defining certain epis-
temic rights in this way would add clarity and cohesion to discussions 
about human rights that have an epistemic dimension. All the chapters in 
this book highlight that these discussions are increasingly prominent in 
our information-centric digital era. Rights concerning freedom of expres-
sion are a case in point: there exists a fundamental tension between the 
freedom of expression of views on online platforms and the curtailment of 
views in these arenas based on different types of harms they cause. Bringing 
epistemic underpinnings into the light is going to help clarify the language 
and conceptual territory we need in order to implement and enforce the 
protection and promotion of epistemic rights.

Even if we argue that certain epistemic rights should be part of the 
canon of human rights, we must simultaneously recognise that they are 
also everyday rights. They are, for instance, consumer rights, workers’ 
rights, and linguistic rights that impact how we can operate as free, flour-
ishing, autonomous human beings. In the world in which we live, these 
rights do not have to be classified as human rights for them to be 
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important. But in many cases, rights turn out to be epistemic in nature. 
This is documented in Lani Watson’s (2021) account of false marketing by 
the pharmaceutical company Purdue Pharma. Its misleading and untruth-
ful information about the drug Oxycontin has led to an opioid crisis that 
affects, directly and indirectly, the lives of millions of people. This shows 
that epistemic rights should be defined as human rights but should also be 
understood more widely as an overarching category of rights that can take 
different forms and interpretations.

In this context, it is essential to note that epistemic rights are not about 
knowledge and information understood narrowly. They do not concern 
only the rational and cognitive dimensions of our lives, in contrast to non-
rational and emotional ones. We must think about our epistemic environ-
ment as a whole as it also includes a cultural dimension with various values, 
norms, and beliefs. These form the basis for what we consider a good and 
just society and the criteria for true and ‘normal’. From this vantage point, 
we can even claim that epistemic rights and the competencies that they 
provide for members of society can be seen as prerequisites to other 
human rights.

That said, epistemic rights are central to fundamental human rights: 
equality, freedom of expression, and the right to education, to mention 
some key principles of the Universal Declaration of Human Rights. As 
Philip M. Napoli argues in his chapter, new epistemic inequalities mimic 
and reinforce old inequalities. His examples point to how economic 
inequalities manifest as news deserts in less affluent areas in the U.S. or 
how economic and racial inequalities are reinforced by algorithmic 
decision-making simply because the data fed to algorithms is itself biased. 
He also makes the important connection between access to information 
and communications technology and the competencies needed to realise 
epistemic rights in the digital era. Navigating and critically evaluating, for 
instance, the variety of tools and platforms, their use of personal data, the 
rapidly changing and multiplying forms of disinformation, and the increas-
ing role of artificial intelligence in our daily lives requires ever more knowl-
edge and skills—and education promoting these capabilities is not equally 
accessible to all.

It is not surprising, then, that this book argues that we cannot think 
about epistemic rights without, at minimum, reflecting on their potential 
impact as universal human rights. Thinking about rights related to com-
munication, information, and knowledge has always evolved when the 
impact of communication infrastructures, structures, means, and forms on 
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our lives has shifted in some way, as aptly chronicled in Hannu Nieminen’s 
chapter in relation to the activities within the United Nations framework. 
When the United Nations Sustainable Development Goals for the year 
2030 were negotiated, communication and epistemic rights were not 
included in the array of key issue areas. If we had those debates today, 
some ten years later, the result might be different. Media and communica-
tion technologies and knowledge rights would most likely be among the 
main goals because, due in part to the COVID-19 pandemic and the war 
in Ukraine, we have witnessed many significant problems with our current 
global communication infrastructures and mechanisms. And with innova-
tions in artificial intelligence, we have woken up to the need to define 
related ethics and rights.

Recognition of the need for the ubiquity of epistemic rights is expand-
ing from academic musings and civil society declarations to policy-making 
circles. Most notably, the European Union (EU) in 2022 signed the 
European Declaration on Digital Rights and Principles for the Digital 
Decade  (European Commission, 2022). The declaration includes but 
goes beyond calls for data rights or the right to access. Instead, it notes the 
necessity for a human-centric approach to digital transformation that 
includes, among other things, freedom of choice for individuals in terms 
of products and services, and it highlights the sustainability and empower-
ing qualities of these. The declaration calls for technology that aims at 
uniting, not dividing, people; it aims at complementing existing rights, 
including data protection, privacy, and, ultimately, the EU Charter of 
Fundamental Rights (2012). This kind of policy language takes rights 
aiming to address digital disruption in the EU close to those of more 
established human rights.

Future Prospects

The central theme in this book is the role of what we call epistemic rights 
in defending liberal democracy in the midst of challenges posed both by 
the many crises we face today (ecological, financial, military, and others) 
and by digital innovations and the different disruptions they produce in 
our everyday environment. In what follows, we first discuss the role of 
epistemic rights in imagining a way out of our present troubles; we then 
ask how we should see our role as academics in promoting epistemic rights.
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Need for New Foci

The future of epistemic rights depends significantly on how we tackle the 
problem of inequality at both global and European levels. The whole idea 
of democracy is about equality, and what we see today is quite a reverse 
development, that of an increase in inequality on a large scale. Without a 
clear strategy and a plan to increase democracy in all areas of life—society, 
politics, economy, culture—epistemic rights are left without the material 
base their realisation requires.

There is a good basis for implementing epistemic rights in several inter-
national agreements and resolutions, including the UN Universal 
Declaration of Human Rights (1948), the UNESCO Universal Declaration 
of Cultural Diversity (2001), the EU Charter of Fundamental Rights, and 
the European Convention on Human Rights (ECHR; Council of Europe, 
1950), among others. Tarlach McGonagle shows convincingly in his chap-
ter how the European Court of Human Rights has materialised epistemic 
rights when interpreting the norms set by the ECHR.

But it is not enough to think that problems are solved by the mere 
implementation of existing agreements and resolutions; if that were so, we 
would not need this book. What we are desperately missing are new radi-
cal imaginaries that offer us positive alternatives to the present situation—
not utopias in the sense of unrealistic fantasies but ideals that are based on 
resources and competencies already within our reach, waiting to be 
exploited for a better future. Bart Cammaerts writes in his chapter ‘On the 
Need to Revalue Old Radical Imaginaries to Assert Epistemic Media and 
Communication Rights Today’ about the imaginaries that we apply in 
thinking about how to govern our societies and the ways we share knowl-
edge and think about our rights. He discusses two radical imaginaries of 
the 1990s, liberal and socialist imaginaries, both of which crucially influ-
ence our societies today. However, we must go beyond them, as condi-
tions have been radically changed by digitalisation and digital disruption.

In building imaginaries for the future, we need to pay attention to the 
positive affordances that digitalisation in its different guises has already 
brought us: new avenues for participation, unprecedented access to knowl-
edge and information,; new means for cultural creativity, etc. This is also 
important in order to balance our assessments of all the adverse effects 
linked with digitalisation. The problem is that in concentrating too much 
on the ‘bad’ things, we inevitably turn our attention back to the old 
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imaginaries that do not answer today’s questions, which leads us too often 
to a defensive posture and to fighting battles that are already lost.

In building a new radical imaginary, we believe epistemic rights already 
offer essential elements. From this viewpoint, then, what conditions are 
currently preventing, for instance, the media from contributing positively 
to their realisation? In his chapter, Philip M. Napoli provides an analytical 
mapping of the main systemic or structural inequalities, which is most 
helpful when thinking about how to operationalise the struggle for epis-
temic rights. It is essential that the discussion always remains context-
sensitive and considers the historical and spatial factors—patterns of 
developments, similarities, differences—currently preventing the media in 
their different national and institutional settings from contributing to 
epistemic rights. Otherwise, there is the danger of leaving the critique at a 
general normative level, making overly large generalisations without offer-
ing concrete ways forward. In this respect, more empirical research is 
urgently needed for us to be able to follow up on developments.

This is directly related to what was discussed above about the necessity 
to think of the positive dimension of digitalisation—not only about the 
threats to and violation of rights but also the protection of rights and the 
use of technology to enhance our epistemic capacities. This is an invitation 
to be more creative and reflective in harnessing technology to access accu-
rate and reliable information.

The Role of Research

This book is motivated by an academic need to learn more about epis-
temic rights and to find a way to articulate the language to discuss them. 
The book can be considered a call to think about the epistemic approach 
and apply it to additional case studies in different social and cultural con-
texts. Indeed, as researchers, we are interested in following up on develop-
ments regarding the case studies presented in this book.

This leads us to discuss the relationship between our academic research 
and the outside world. Once we have gained all this information and 
knowledge, it will be necessary to be more involved with people and activ-
ities outside universities and to both keep ourselves informed about devel-
opments and inform others based on the theoretical insights and knowledge 
we have acquired.

An excellent example of this approach is presented in the chapter on 
public service media by Maria Michalis and Alessandro D’Arma. We know 

  L. WATSON ET AL.



217

that European public service media companies are struggling with many 
challenges, not just because of the growing popularity of other platforms 
but also because of budget cuts and political pressure. To be competitive 
and improve their performance, these companies are experimenting with 
new digital technologies. In this context, researchers can contribute, for 
example, to normative thinking regarding how the adoption of new tech-
nologies is aligned, or not aligned, with the values of these media and with 
their universalistic goal of promoting democratic citizenship.

A significant challenge for academic research is how to escape disciplin-
ary and administrative silos. As an institution, the university has developed 
historically into disciplinary units that are kept separate not only for 
academic-scientific reasons but also increasingly for financial and adminis-
trative purposes. The disciplines—organised into faculties and depart-
ments—fight each other, and individual researchers, especially in social 
sciences and humanities, compete for ever-diminishing research funding. 
This book showcases how scholars from different fields, media and com-
munications, law, philosophy, sociology, and political science, can trans-
gress their siloes and come together around overarching policy-related 
themes of epistemic rights and the role of the media.

One thing we learned while producing this book is the need to avoid 
the temptation of abstract theorising and overgeneralisation. Although 
theory building is necessary in academic research for conceptual clarity 
and the accumulation of knowledge, it is extremely important to connect 
with actual real-world cases and examples to understand at a practical level 
the concepts and language that open the wide areas of issues that concern 
epistemic rights. We urgently need this connection to enable people to 
understand the significance of epistemic rights. We must learn to use 
examples, tell stories, and create narratives, which can come from many 
different contexts. Some direction for this can be found, for example, in 
the chapter on internet shutdowns or the chapter featuring disinformation 
actors in Central and Eastern Europe.

A central term that needs further thinking is ‘epistemic advocacy’, 
understood in this context as a means of translating and communicating 
the nature, extent, and significance of epistemic rights to broader society. 
This should play a significant role within the academy. We may not find 
this role to suit all of us naturally but it is essential that academics from 
different disciplines and traditions, who are involved in conversations 
about epistemic rights, engage in forms of epistemic advocacy in different 
ways and at diverse levels. This includes, among other things, more 
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traditional academic roles, such as sitting on expert panels and in commis-
sions and giving advice, but also at a more everyday level by supporting 
the work of people who are protecting our academic rights and autonomy. 
An example might be supporting and donating to Wikipedia and other 
collective voluntary epistemic initiatives, as primary forms of epistemic 
advocacy. We can also think of other professional settings and people 
working at the front lines to protect our epistemic rights; for example, in 
the case of the COVID-19 pandemic, teachers, doctors, and journalists 
can be thought of as implementing our epistemic rights by disseminating 
critical factual information.

There are increasing pressures on academic research from several fronts. 
From politicians, who require more politically relevant results with less 
and less money; from the corporate world, who expect academic research 
to benefit them materially; and more recently, from critical civil society 
actors (as well as academic critics), who question the epistemic premises of 
modern science as being inherently colonising and racist.

In many respects, these pressures have led social sciences and humani-
ties to retreat into a defensive and introverted stance. An example of this 
is the weak reaction (or even silence) of social scientists in the face of the 
crisis of liberal democracy around the globe, including in Europe—as can 
be witnessed in many countries in the form of worsening public health and 
social services, the decline in public education, problems in public com-
munications infrastructure, etc. Not less urgent is the complacency of the 
academic community in the face of the major war in Europe; voices urging 
an immediate stop to senseless killing in Ukraine are rare and isolated. 
What is urgently needed are new beginnings and initiatives. We need new 
radical social imaginaries, following Bart Cammaerts’ bold invitation. The 
quest for epistemic rights is central to such initiatives.
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