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Preface
 

In early April 2011, Facebook’s head of consumer marketing, Randi Zuck­
erberg, received a phone call from the White House. President Obama 
would like to do a town hall meeting at Facebook in a couple of weeks’ 
time; could this be set up? After she conferred with colleagues, the event 
was arranged. It would be broadcast live, and President Obama would be 
hosted by Randi’s brother, Mark, Facebook’s CEO. She recalls the event’s 
significance as ‘a defining moment’ for Facebook. 

Mark Zuckerberg dressed up for the occasion. Instead of the trademark 
grey t-shirt and jeans he normally donned, he wore a suit. President Obama 
got the first laugh of the day by introducing himself: ‘My name is Barack 
Obama, and I’m the guy who got Mark to wear a jacket and tie’. You can 
view the video exchange still on YouTube. Zuckerberg, clearly in awe, says, 
‘I’m kind of nervous; we have the president of the United States here’, 
which was followed by loud cheering from the assembled Facebookers. 

Obama was in many ways the Facebook candidate and Facebook president. 
Disparagingly, Hillary Clinton’s pollster Mark Penn had dismissed Obama 
supporters in November 2007 as ‘looking like Facebook’, meaning that they 
were young and inexperienced. Facebook co-founder Chris Hughes was 
Obama’s ‘online organizing guru’ in the 2008 presidential campaign. Obama 
Campaign Director David Plouffe now works for the Chan-Zuckerberg Foun­
dation, set up by Mark Zuckerberg and his wife, Priscilla Chan, to distribute 
their billions to charitable causes. Obama’s inauguration was live-broadcast 
in a joint Facebook-CNN operation compered by Randi Zuckerberg. Subse­
quently, Chris Cox, Facebook’s vice-president of product, told Facebook’s 
monthly all-staff meeting ‘this project was Facebook at its best. It was a win 
for Facebook, a win for CNN, and a win for President Obama’. 

In 2016, Obama appeared with Zuckerberg on a Stanford University 
platform to promote entrepreneurship the day after the United Kingdom 
voted for Brexit. He said he had that day spoken to UK Prime Minister 
David Cameron and German Chancellor Angela Merkel, declaring he was 



 

 

    

  
 

Preface ix 

confident that the UK exit from the EU ‘would be handled in an orderly 
manner’. Subsequently, the importance of Facebook advertising to the offi­
cial Vote Leave campaign, confirmed by its director, Dominic Cummings 
(himself a fan of David Plouffe’s campaign skills), became clear. Facebook 
advertising was also important in the election of Obama’s successor, Don­
ald Trump.1 

This is a book about Facebook. It is not a book about Obama, Trump, 
Brexit, fake news or Russian disinformation, though all of those will be 
mentioned. My focus is on Facebook as an institution that shapes our lives, 
our media, our democracies and our political systems and its role in the 
development of what Shoshana Zuboff has called ‘surveillance capitalism’.2 

Communication scholars for much of the last thirty years have writ­
ten extensively about the importance of the public sphere, that space in 
which political issues are considered, debated, deliberated upon and 
explored, independently of state machinery and legislative institutions, 
which Philip Schlesinger rightly says ‘is still the primary locus of political 
communication’.3 

Over a decade ago, the critical theorist from whose work most thinking 
on the public sphere originates, Jurgen Habermas, argued that the Internet 
could only claim ‘unequivocal democratic merits’ for one particular con­
text: undermining the censorship of authoritarian regimes. In liberal democ­
racies, by contrast, it tended to fragmentation of the public sphere into ‘a 
huge number of isolated issue publics’. Those remarks remain germane to 
contemporary debates on the role of social media today. As the New York 
Times chief executive, Mark Thompson, has written, 

Democracies cannot remain healthy if citizens do not know what is 
happening in their communities; if public and private institutions are 
not held to account and if elections come and go without issues being 
aired and candidates being scrutinised.4 

For reasons I will explore in this book, the health of the public sphere is now 
largely dependent on Facebook (along with Google and YouTube, but that 
would be another book). 

I began thinking and writing about these issues quite late, in Novem­
ber 2016. I had returned to academia in September 2016 after 13 years as an 
elected politician, eight of these as a government minister in Wales, where 
I live. I had watched with deepening gloom the UK’s vote for Brexit, but 
like many, I had only become aware of the significance of Facebook’s role 
subsequently, when academics, journalists and activists began to explore 
Facebook after the shock victory of Donald Trump in the United States. In 
preparing a lecture on corporate social responsibility for the ethics module 



 

 

  

 

 
 

  
 

 
 

 
 

 

 

 
 

 
 

 

  
 

 

 
 

x Preface 

taken by our MBA students, I decided to include material on Facebook’s 
corporate social responsibility, contrasting its declared social policies with 
its role as a transmitter of what was then being called ‘fake news’. 

One thing puzzled me as I read. I had been the BBC’s head of public 
affairs in the mid-1990s, just as the World Wide Web was taking off and the 
first Internet browsers were becoming available. I had been present during 
European debates about the challenges of regulating ‘the Internet’ and the 
optimistic expectations that the web would democratise the spread of infor­
mation and education, allowing millions of new outlets to bloom. But at the 
same time, I had been heavily involved, on the BBC’s behalf, in campaigns 
to limit the dominance of monopoly gatekeepers in digital broadcasting and 
to protect European public service broadcasting institutions. 

So where, I thought in November 2016, were the campaigns to regu­
late the digital platforms – the organised collective coalitions of industry, 
consumer and public campaigns – with concrete legislative proposals, that 
would be necessary to change political opinion? Fortunately, I didn’t have 
long to wait before signs began to appear in 2017 with angry voices from 
the advertising sector and the announcement by a former advertising execu­
tive, Damian Collins MP, who chaired the UK House of Commons Select 
Committee on Culture, Media and Sport, of an inquiry into fake news. 
Meanwhile, a Welsh journalist called Carole Cadwalladr, whom I had first 
come across in 2007 when I and others were seeking unsuccessfully to stop 
the closure of the Burberry factory in Treorchy in my Rhondda constitu­
ency,5 had begun to get under the skin of the Internet platforms and the 
billionaire- and Russian-funded disinformation campaigns in the United 
States and Europe. 

My Facebook learning curve, as I know from conversations with them, 
has been similar to that of some of the legislators in the UK and elsewhere 
engaged in in-depth investigations in the period since 2016. 

This book commences with my attempt to explore Facebook’s devel­
oping monopoly. I then locate Facebook in the context of Silicon Valley 
and its culture of vanity capitalism. Chapter Three examines the benefits 
of Facebook: why people use it and why they will continue to do so despite 
campaigns to #deletefacebook. I have drawn on examples from Wales and 
around the world. A sense of place remains important if we are to address 
the challenges of the phenomenon we now call surveillance capitalism,6 

understanding that it is pervasive, structuring and internally controlling. 
In Chapter 4, I look at Facebook’s system, based on its seven ‘A’s, as 

I style them: architecture, advertising, accumulation of data, algorithms, 
attention, addiction and amplification. Chapter Five addresses Facebook’s 
impact upon the media environment. Democracy, human rights and the rule 
of law and Facebook’s interaction with them are considered in Chapter Six. 
Chapter Seven looks at ways of regulating Facebook under discussion or in 
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operation around the world. Finally, the conclusion explains the fight back 
against Facebook and its likely prospects. 

New developments about Facebook emerge every week. At some point in 
2019, the writing had to stop. This will not be the last book about Facebook. 
I hope that it is timely. Political scientists – I am not one – write about the 
emergence of a policy window when the ‘multiple streams’ of the identifica­
tion of a problem, the development of policy and the right political moment 
come together. As a former legislator and policy advocate, I have come to 
believe that regulation is a process, and not an event. The public adminis­
tration scholar Hugh Heclo wrote in the 1970s that government is not only 
about the exercise of power but also about the ‘puzzle’ of policy. To me, that 
seems particularly true in areas of emerging technologies.7 

Writing a book is an individual endeavour but the learning that goes into 
it is collectively achieved. I want to acknowledge at the outset the help 
of colleagues at Cardiff University. Cardiff Business School has been a 
collegiate place to develop and test some of these ideas. Other university 
colleagues have contributed to my thinking. Many of my former BBC col­
leagues are now in other roles in the media and technology sectors and have 
assisted with advice at different stages.8 Some of the themes have been ini­
tially explored elsewhere in opinion pieces, conference papers and lectures. 

In a review of Siva Vaidhyanathan’s compelling 2018 volume on Face-
book, Antisocial Media, the researcher Robert Gorwa writes of the diffi­
culty of drawing together Facebook research for a single volume account: 

Facebook is just one company, but evaluating it holistically and glob­
ally, as Antisocial Media aims to do, requires judiciously deploying 
scholarly tools that represent a polymathic fusion of virtually all the 
social sciences and a few of the natural sciences as well.9 

Amen to that. There are thousands of journal articles on Facebook. Addi­
tionally, the last two years have seen regulatory and legislative inquiries, 
and court cases, around the world. Writing this book has required selection. 

Hanging around on Twitter has its uses. I have been fortunate to learn 
more about the themes covered in this book from a variety of academic spe­
cialists and technology and media industry executives, as well as legislators 
at a number of different events and online. 

All the mistakes you spot, of course, are mine. 

Notes 
1 Zuckerberg, R. (2013). Facebook Town Hall with President Obama, Obama 

White House, 22 April 2011, www.youtube.com/watch?v=3ypVArkbsn8; Brian 
Stelter, The Facebooker Who Friended Obama, New York Times, 7 July 2008; 

http://www.youtube.com
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neurship-stanford-brexit-facebook/; on Vote Leave’s Spending on Facebook 
Advertising, see Dominic Cummings, On the Referendum #22: Some Basic 
Numbers for the Vote Leave Campaign, 30 January 2017, https://dominic 
cummings.files.wordpress.com/2017/01/20170130-referendum-22-numbers. 
pdf; on Dominic Cummings’ recognition of David Plouffe’s campaigning 
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1 The mounting monopoly 

I started Facebook, I run it, and I’m responsible for what happens here. 
– Mark Zuckerberg, April 20181 

Facebook’s origin story is well-known. Mark Zuckerberg, who had already 
successfully developed music suggestion software while at school, arrives 
at Harvard in the autumn of 2003 and develops software called Course 
Match, which enabled Harvard students to pick courses based on whoever 
else might be taking them, and then Facemash, which allowed students to 
rank others by their objectified attractiveness, involving the collection of 
photographs from the student yearbooks (facebooks) of Harvard student 
houses – popular but quickly challenged on grounds of sexism and racism 
by campus women’s organisations.2 

Thefacebook.com opened for subscribers on 4 February 2004 as a plat­
form for people to post their own content to their own personal profile. Peo­
ple could then ‘friend’ others to find out what they were doing. Zuckerberg 
told the Harvard student newspaper, ‘there are pretty intensive privacy con­
trols’. Only those with a Harvard.edu email address could join, and students 
could restrict who could look them up. After a month, it had 10,000 active 
users, and demand started coming in from universities across the United 
States to be allowed to join. Zuckerberg and Facebook later had to settle 
lawsuits relating to Facebook’s creation.3 

Thefacebook.com received its first purchase offer within four months 
of opening.4 That summer, Zuckerberg and key Harvard friends rented a 
house in Palo Alto in California’s Silicon Valley, linking up with former 
Napster entrepreneur Sean Parker, whom Zuckerberg had already met. The 
social web was getting into gear, with companies focusing less on web-
pages or interests than on people and the connections between them. Parker 
became company president, ensuring it was incorporated in Delaware and 
ownership of the IP was transferred to it. Zuckerberg had 51% ownership. 

DOI: 10.4324/9780429466410-1 

http://Thefacebook.com
http://Thefacebook.com
http://Harvard.edu
https://doi.org/10.4324/9780429466410-1


 

 

 
 

 
 

 

  
 

  
 
 
 
 
 

2 The mounting monopoly 

By summer’s end, the site had 200,000 users in colleges across the United 
States, and Zuckerberg and others decided not to return to Harvard. Accord­
ing to early employees, ‘Domination’ was Zuckerberg’s favourite toast at 
company parties.5 

In the autumn of 2004, Zuckerberg was introduced to former PayPal co-
founder Peter Thiel by LinkedIn chief Reid Hoffman (also a former Pay-
Pal founder). Thiel loaned the company $500,000 in return for 10.2% of 
its shares and joined the company board. Hoffman also became an inves­
tor. Along with Mark Pincus, owner of Zynga, a gaming company which 
became an early partner of Facebook, he owned the software patent for 
sixdegrees.com, important to Facebook’s growth.6 

The Facebook ‘Wall’ was launched in September 2004, meaning every 
user now had his or her own ‘bulletin board’, as well as Facebook Groups, 
allowing people to organise a group with its own Facebook page. That 
autumn, a photos feature was added, allowing people to upload pictures 
from cellphones. Thefacebook.com reached one million users by the end of 
November 2004. 

The company bought the web address Facebook.com, officially became 
Facebook on 20 September 2005, with a re-designed logo and streamlined 
typeface, and had 5 million users a month later. It agreed to investment from 
the venture capital company Accel for 10% of shares and in due course was 
the subject of purchase offers, which it resisted. There was an early second­
ary market in Facebook shares. Marc Andreessen, co-founder of the Internet 
browser Netscape, became an adviser to Zuckerberg and a few years later 
joined the board.7 

The News Feed is what today most people think of as Facebook. This 
algorithmically sorts the material posted by Facebook users’ friends into 
an orderly reverse chronological trail of information, using algorithms to 
identify the material likely to be of most interest to them. This means each 
user has a different homepage. News Feed was accompanied by what was 
initially called Mini-Feed, which showed what had recently changed in a 
user’s own profile, such as status updates, relationship changes and so on, 
and what content they had added, such as photographs.8 

News Feed came into operation on 5 September 2006. Data showed 
that people were spending more time on Facebook than before. But soon, 
10 percent of Facebook’s users were protesting about it. Some felt that it 
was creepy, turning them and their friends into stalkers. Although nothing 
would be visible to people who couldn’t have seen it before News Feed 
was created, the protests continued and Zuckerberg agreed to changes 
in privacy controls which allowed users to restrict what could be seen. 
Zuckerberg admitted, ‘We really messed this one up’, and apologised. His 

http://sixdegrees.com
http://Thefacebook.com
http://Facebook.com


 

  
  

  
   

   

 

 

 

The mounting monopoly 3 

approach – denial of a problem, reluctant acceptance, change of position, 
and then apology – would be repeated on other issues subsequently over 
the years.9 

By the end of September 2006, anyone could join Facebook – ‘open 
registration’ – and within weeks, Facebook had 10 million users. With open 
registration also came a facility to allow users to import their email contacts 
into Facebook. From its earliest days, Zuckerberg conceived of Facebook 
as a platform, meaning that it would essentially be an operating system on 
which other applications could build. The notion of ‘platform’ also allows 
the positioning of Facebook as separate from the media sector. For Zucker­
berg, the strength of Facebook was ‘the social graph’, the interconnections 
and relationships between Facebook users. Facebook was building a net­
work composed of nodes with data flowing between them.10 

Facebook launched as a platform on which developers could build from 
August 2006, and in May 2007, at Facebook’s first ever developers’ con­
ference, known as f8, Zuckerberg announced he was opening Facebook’s 
Application Programme Interface (API) to app developers. Their apps 
would operate within Facebook, ensuring users’ attention was enclosed 
within Facebook’s walled garden. The new Facebook Platform develop­
ment tool allowed significant growth for developers, as every time their app 
was downloaded by a user, this would be announced on the News Feed, and 
they would not be charged rental for their space. Developers could charge 
for their apps or collect advertising revenue from them. How app develop­
ers applied Facebook user data was a risk however – and arguably led to 
the Cambridge Analytica scandal in 2018, which exposed Facebook’s loose 
data practices to the world.11 

From the beginning, Facebook’s founder has kept a close eye on competi­
tors. MySpace was the largest social network in the world until Facebook 
overtook it in 2009. The launch of Google Plus in 2011, integrated with 
Gmail and YouTube, looked like a clear attempt to copy Facebook. Zucker­
berg declared a Facebook ‘Lockdown’, calling all staff to a meeting where 
he spoke passionately about the competition with Google.12 

Sponsored company pages started in November 2007. Users could 
become fans of these pages, and announcements to that effect would show 
up in the News Feed. Alongside that development, Facebook also intro­
duced a new service called Beacon, which allowed forty-four companies 
initially to announce in Facebook users’ News Feed products which users 
had bought on these companies’ websites, even if the user was logged out of 
Facebook. Facebook faced another crisis of trust from its users, which this 
time resulted in lawsuits and complaints to the Federal Trade Commission 
(FTC) over the misuse of user data. 



 

 

  

 
 

 

 

 
 

4 The mounting monopoly 

Zuckerberg’s reaction again followed the cycle of denial, acceptance, 
change and apology. He took three weeks to react to the protests, before 
posting a statement on his Facebook Wall, ‘Thoughts on Beacon’: 

We’ve made a lot of mistakes building this feature, but we’ve made 
even more with how we’ve handled them. We simply did a bad job with 
this release, and I apologize for it. 

Beacon was changed to opt-in. In 2008, Facebook launched a product simi­
lar to Beacon called Facebook Connect, which avoided the problems of 
Beacon, allowing users more control. This subsequently became Facebook 
Log-in. In 2009, Facebook closed Beacon following a class action suit. The 
Beacon fiasco led directly to the hiring of Sheryl Sandberg, introduced to 
Zuckerberg by long-term Silicon Valley investor Roger McNamee,13 as 
chief operating officer. Sandberg, a former head of Google’s advertisement 
business, transformed Facebook’s approach to advertising revenues. 

In 2012, Facebook went public. In the run-up to its IPO (initial pub­
lic offering), Facebook bought the photo-sharing company Instagram for 
$1 billion. It has recently been valued at $100 billion. Facebook saw a 
growth curve for Instagram not unlike that of its own in its early days. The 
decision to allow Instagram to stay as a standalone app and keep its own 
branding was also significant: previously, Facebook had preferred to main­
tain a single brand.14 

At the time of its IPO, Facebook had 850 million users. In the prospectus 
filed with its original IPO form on 1 February 2012, there was a letter to 
potential investors from Mark Zuckerberg. The letter began ‘Facebook was 
not originally created to be a company. It was built to accomplish a social 
mission – to make the world more open and connected’. 

Unusually, when Facebook went public on 18 May, the ringing of the 
NASDAQ bell by Zuckerberg took place in Facebook’s headquarters, rather 
than in New York, an indication of the company’s power. The outcome of 
the IPO was controversial. Facebook had lost advertising from General 
Motors, raising questions about the advertising model. Facebook amended 
its prospectus just over a week before the IPO, to say that mobile numbers 
were growing more rapidly than the rate of advertising revenues. Smaller 
investors were to feel that they had not been adequately informed of con­
cerns over future growth, leading to legal action eventually settled in 2018 
for $35 million.15 

Then most users were accessing Facebook on desktop or laptop comput­
ers. Today, the bulk of access and 93% of its revenues come from mobile 
devices. Its mobile advertising revenue has increased from $470 million in 
2012 to $50 billion in 2018. Along with Google, Facebook dominates global 



 

  
 

 
 

 

 

 

The mounting monopoly 5 

digital advertising revenue. Facebook’s acquisition of Instagram deepened 
its engagement with mobile, as did its partnership with the games company 
Zynga, its purchase of WhatsApp and its development of Messenger as a 
standalone app.16 

Facebook acquired WhatsApp for $19 billion on 6 October 2014. Whats-
App is a cross-platform communication medium allowing its billion-plus 
users to exchange unlimited text and multimedia without paying for SMS 
services. 

At the end of 2018, 2.7 billion people were using Instagram, WhatsApp, 
Facebook or Messenger every month, and more than 2 billion were using 
them every day. Average revenue per user (ARPU) varied by territory: US 
and Canada users averaged $34.86, European users $10.98, Asia-Pacific 
$2.96 and the ‘Rest of the World’ $2.11. Facebook headcount at the end of 
2018 was 35,587 compared to around 3,000 at the time of the IPO in 2012.17 

Economists explain Facebook’s rapid growth as being due to network 
effects: the more people who are part of the network, the more valuable it 
becomes. They argue that there is a tendency for the leading applications in 
particular areas, such as search and social media, to attain dominant posi­
tions which are hard to overcome: the market becomes inflexible, and lock-
in occurs.18 

Legal scholar Timothy Wu has written that ‘when a dominant firm buys 
its nascent challenger, alarm bells are supposed to ring’. He points out that 
the analysis of Facebook’s purchase of Instagram by the US regulator, the 
FTC, remains secret, but the analysis undertaken by the UK’s then competi­
tion authority, the Office of Fair Trading (OFT), is available. The OFT con­
cluded that Facebook only had a limited photographic-sharing business, and 
Instagram had little advertising, so they were not competitors. Strangely, the 
combination of data that the deal allowed did not feature to any degree.19 

Facebook’s acquisition of WhatsApp did receive scrutiny in the Euro­
pean Union. In 2017, the European Union fined Facebook $110 million 
for breaking commitments regarding data-sharing between WhatsApp and 
Facebook. Legal scholars Maurice Stucke and Allen Grunes note that while 
the FTC’s judgements on the acquisition remain secret, the FTC director 
of Consumer Protection did warn Facebook that they must not use data 
on the WhatsApp users. The FTC letter makes references to promises by 
Facebook that WhatsApp’s approach to privacy will not change and warns 
that changes could breach its 2012 consent order.20 Stucke and Grunes argue 
that some potential competition issues related to the competition implica­
tions of data accumulation were missed by the European Commission. The 
adtech entrepreneur and legal scholar Dina Srinavasan argues that Face­
book’s eclipse of competition spurred it to compel users to accept tracking 
across the entire web from 2014 onwards.21 



 

 

  

 

  

  
 
 

  

 
 
 

6 The mounting monopoly 

For competition theorists, dominant monopolies can swallow the mar­
kets of smaller insurgents by aping their products. Wu says that Facebook 
‘cloned’ so many of Snapchat’s products that it became ‘a running joke’. 
Snapchat rebuffed a $3 billion purchase offer from Facebook. Twitter’s suc­
cess also drove changes within Facebook, in relation to sharing of content, 
the use of hashtags and the creation of Trending Topics.22 

Facebook bought the virtual private network app (VPN) Onavo in 2013. 
A VPN app allows users to hide their web activity. In August 2018, Apple 
forced Onavo’s removal from its app store on the grounds that it violated 
Apple’s terms and conditions and then removed Facebook’s research app 
in January 2019. Onavo collected data on the usage of other apps. This 
allowed Facebook to decide which companies were doing well and might 
be acquired or should be shut down as a threat. As Stucke and Grunes write, 
‘it is as if the monopoly invented a radar system to monitor in real-time the 
competitive portals’.23 

The House of Commons DCMS Select Committee released emails in 
2018 and 2019 that had been under seal in a California court considering a 
case brought against Facebook by the company Six4Three. The emails show 
that Facebook decided to prevent Vine, Twitter’s video service, from con­
tinuing to have access to its application programme interface. The commit­
tee said, ‘it is clear that Mark Zuckerberg personally approved the decision 
to deny access to data for Vine’. Further emails surfaced in April 2019 – 
Facebook claims they tell only part of the story.24 

In January 2019, Facebook announced the integration of the back-ends 
of Facebook, WhatsApp and Instagram. Stitching the apps together would 
make it even more likely that users stayed within Facebook’s ecosystem. On 
6 March 2019, Mark Zuckerberg announced his ‘privacy-focused vision for 
social networking’. The fastest-growing areas of social networking were ‘pri­
vate messaging, ephemeral stories and small groups’. While Instagram and 
Facebook had operated as ‘the digital equivalent of a town square’, people 
increasingly wanted to connect ‘in the digital equivalent of the living room’. 
Facebook’s new principles would be private interactions, encryption, reduc­
ing permanence of posts, safety, interoperability and secure data storage. 

This ‘privacy pivot’ has been the subject of considerable discussion. 
It was seen as a way of making regulatory break-up more difficult. An 
encrypted environment in which Facebook did not know what people were 
exchanging would also diminish the risk that Facebook would be held 
accountable for what kind of information was being exchanged on its ser­
vices, whether that was Russian disinformation, terrorist messaging or child 
abuse imagery. 

Facebook isn’t stepping away from its existing services. But the new 
move will allow it to develop its business in a different way, building a 
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private e-commerce business on the WhatsApp platform, using the Chinese 
app Wechat as its basic model. The key paragraph in Zuckerberg’s state­
ment might well be this: 

We plan to build this the way we’ve developed WhatsApp: focus on the 
most fundamental and private use case – messaging – make it as secure 
as possible, and then build more ways for people to interact on top of 
that, including calls, video chats, groups, stories, businesses, payments, 
commerce, and ultimately a platform for many other kinds of private 
services. 

Facebook could also use metadata to refine its targeting of advertisements.25 

Already, criticisms are emerging that the Facebook/Google duopoly 
dominance is killing Silicon Valley’s prized goal of ‘innovation’ in a variety 
of areas from apps to advertising technology.26 Facebook is moving into a 
number of areas, including blockchain, artificial intelligence, virtual and 
augmented reality, e-commerce, sports content, its own currency, banking 
and dating.27 Competition researchers note how monopoly activity in one 
domain can provide the cross-funding for moves into other domains. Face-
book is no longer just Facebook. 
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2 Silicon values 
Big tech, small state 

We’ve never seen anything quite like Facebook, where, while we were play­
ing on our phones and apps, our democratic institutions seem to have been 
upended by frat boy billionaires from Silicon Valley. 

– Canadian MP Charlie Angus, November 20181 

On 9 June 1972, the Board of Trustees of Stanford University appointed the 
Welsh cultural critic Raymond Williams as a visiting professor of political 
science for the winter quarter 1972–3 at a salary of $7,000. During his time 
at Stanford, Williams and his wife, Joy, carried out the research which led 
to his book Television: Technology and Cultural Form (TTCF). In the Ray­
mond Williams archive at Swansea University, you can find notes on new 
technological developments in cable and computing, including a television 
programme on KQED, the ‘community-supported non-commercial public 
television station for the San Francisco Bay Area and northern California’, 
where a teacher walks a Palo Alto school class through a computer lesson 
followed by an item with a Stanford professor explaining how computers 
can be used to study reading strengths and how one central computer could 
support all schools in the area in the future. 

Williams, whose work is a resource for contemporary Internet scholars 
like Zizi Papacharissi and Thomas Streeter, wrote, 

San Francisco is a beautiful city, probably the most genuinely and 
actively cosmopolitan in the world. In its Bay Area there are two world-
ranking universities and half a dozen others. 

But he noted the contradictions, the imbalance of resources between public 
and private institutions and the poverty: 

there, in wealthy California – on its own, the ninth-richest state in the 
world – you only have to travel on public transport to see the real poverty, 
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not only of so many Blacks and Chicanos and some Chinese, but of poor 
whites, living hard.2 

Almost forty years later, Alice Marwick, who spent nine months carrying 
out ethnographic research in Silicon Valley from 2008–2009, wrote ‘Silicon 
Valley culture depends on undocumented labor to build microchips, clean 
offices, and mow the lawns of technology workers relocated from Banga­
lore, Shanghai, Dublin and Des Moines’. 

Of 1970s California, Williams notes ‘among the jets and the military 
electronics there is an extraordinary, almost tactile privatisation’. The final 
injunction he was given is worth stating: 

This is the moment to recall what an intelligent Californian said as we 
were leaving. . . . ‘Don’t let them californicate the world’.3 

Although the name Silicon Valley had been coined in 1971, before Wil­
liams arrived in the Bay Area, it did not exist in the public imagination. 
Today, Silicon Valley is both a place, geographically set in the area around 
San Francisco Bay, although technically, California’s hi-tech environment 
spills out beyond Silicon Valley itself, and a shorthand description for a set 
of values, ideologies, practices and narratives. Silicon Valley needs to be 
considered materially and historically. 

Silicon Valley developed on the back of prior industrial investment, which 
was subsequently reinforced by government and university co-operation 
and support. Its development has significantly accelerated since the 1990s, 
with the extraordinary expansion and investment of capital underpinning 
the digital infrastructures of the ‘platform economy’.4 

Arguably, there were two ‘inter-related economies’ of Silicon Valley, the 
first being the circuit, computer, computer networking and software compa ­
nies and other electronics-based industries and the university departments 
which interact with them, the second being the network of venture capital, 
legal and other firms that have grown up around them, which together form 
an interlocking ecosystem. Venture capital firms have played a powerful 
role in shaping the development of hi-tech companies in Silicon Valley, 
including their governance structures, their recruitment strategies and their 
revenue-raising logic of providing free services in return for advertising. 
Facebook has benefitted at all stages from a particular fraction of Silicon 
Valley venture capital, colloquially known as the PayPal Mafia, after their 
online payment system, one of the first IPO successes of the period after the 
dotcom crash of 2000.5 
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Surveillance capitalism 
Professor Shoshana Zuboff sees Facebook as a pivotal player in the devel­
opment of ‘a deeply intentional and highly consequential new logic of accu­
mulation’ that she calls ‘surveillance capitalism’. She says that each era 
of capitalism has developed ‘a dominant logic of accumulation’, based on 
data, extraction and analysis. Data become ‘a new asset class’, and these 
‘surveillance assets’ attract investment which can be called ‘surveillance 
capital’. Surveillance capitalism begats a new logic of accumulation, a new 
form of politics and social relations which imposes a ‘privately adminis­
tered compliance regime’. In this new system, power, as it is so often, is 
asymmetrically held. The data monopolies like Google and Facebook know 
more about the data subjects than citizens do about themselves. Facebook, 
which Zuckerberg said in 2013 was ‘producing this living database of all 
of this content and the stories of people’s lives’, is one of the largest opera­
tors within surveillance capitalism.6 Surveillance capitalism is already on 
its way to being a useful heuristic for legislators such as UK Labour Deputy 
Leader Tom Watson and Canadian MP Bob Zimmer.7 

Following the dotcom crash of 2000, new enterprises, driven by the 
desires of their venture capital backers for rapid growth and massive 
returns, came to adopt advertising as their core business model, harvesting 
data on their users to provide better and better precision targeting. This pre­
dates Google and Facebook, although these two giants are now the domi­
nant recipients of the growth in digital advertising revenue. Joseph Turow 
points to the importance of an early 1993 article in the advertising weekly 
Adweek by Michael Schrage, as indicating the way in which advertisers and 
advertising agencies might turn the Internet to their advantage. One of the 
world’s largest advertisers, Proctor and Gamble, became the pioneer of web 
advertising. Michael Schrage’s brother, Elliot, acted as vice-president of 
global communications and public affairs for Google and then subsequently 
in the same role for Facebook, working for Sheryl Sandberg in both jobs.8 

In April 2018, questioned by a United States Senator about how Facebook 
made money, a bemused Zuckerberg said, ‘Senator, we run ads’. Advertis­
ing has been central to Facebook’s revenues from the beginning. Facebook 
sought to sell advertising not on the basis of click-through, as was common 
with other Internet companies, but on the basis of cost-per-thousand views 
(known as CPM) as with television advertising. Companies also paid on 
the basis of CPA (cost per acquisition of a new user), for example through 
sponsored groups, such as Apple’s for fans of its products for which the 
company paid an overall fee plus a $1 acquisition fee for every user who 
joined. Facebook reached a deal with Microsoft to sell banner advertising 
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through Microsoft’s ad sales network, worth $100 million by 2007. The 
potential of mining the data of Facebook for micro-targeted advertising at 
specific groups, which became central to the debates on the Trump election 
of 2016, began quite early on with the targeting of cheerleaders for a Gwen 
Stefani song in 2005.9 

The underpinning discursive logic of Silicon Valley is sometimes called 
‘cyber-libertarianism’, or ‘the Californian ideology’, ‘a contradictory mix 
of technological determinism and libertarian individualism’, fusing ‘cul­
tural bohemianism’ and ‘hi-tech’ promising ‘a digital utopia’ in which ‘eve­
rybody will be both hip and rich’. The role of the Whole Earth Catalog, and 
its founder, Stewart Brand, in underpinning the countercultural thinking of 
many Silicon Valley entrepreneurs, including Apple founder Steve Jobs, is 
often cited in accounts of the making of the Californian ideology.10 

For Mark Zuckerberg, seeking to manage charges of political bias from 
Republicans, Silicon Valley itself is ‘an extremely left-leaning place’. Some 
analysis of Silicon Valley politics has been undertaken. A detailed survey 
of 600 tech entrepreneurs found significant, if not overwhelming, support 
for Democrats but that they were largely hostile to trade unions and regula­
tion. In terms of registered voters, registered Democrats have been recorded 
at just below 50% of Silicon Valley residents consistently over the last 
20 years, while registered Republicans have dropped from just over 30% in 
1998 to below 20% now.11 

Vanity capitalism 
In 1996, a television play by Dennis Potter, Cold Lazarus, was broadcast 
in the UK, in which, in the year 2368, a team of scientists driven on by a 
media mogul seek to revive the mind of a 20th-century writer who had died 
in 1994, at the end of Potter’s companion-piece, Karaoke. Twenty-third­
century Britain is run by US corporations, and experience is largely virtual. 
The writer’s head is being held in a cryonics laboratory owned by a pharma­
ceuticals plutocrat. The plan to broadcast the writer’s memories on televi­
sion, generating substantial incomes for the media company, is ultimately 
prevented by an activist for a resistance movement opposed to technocratic 
control of society, who has found that the writer’s mind is seeking to com­
municate his desire to die forever.12 

Potter’s dystopia seemed a trifle fantastic in 1996. But today perhaps the 
endgame of neoliberalism has been reached with the assertion that death 
can be prevented and life extended – for those who can afford it. Calico, 
the California Life Company, a product of Google Ventures, seeks to iden­
tify how to prolong life. Other start-ups exist with the same objective with 
investors including Big Tech billionaires. Silicon Valley’s imaginaries 
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extend not only to life-preservation but to sea-steading – floating ocean 
cities with ‘political autonomy’, in other words outside the boundaries of 
normal government.13 Activities formerly undertaken by nation-states, such 
as space exploration, are now the purview of a privileged few billionaires, 
such as Elon Musk or Jeff Bezos – Big Tech, small state. The intellectual 
leader of the PayPal Mafia, Peter Thiel, interviewed by Carole Cadwalladr 
for the Observer in 2014, confirmed his desire to challenge the boundaries 
of mortality, adapting the Welsh poet Dylan Thomas by saying, ‘we should 
not go gently into that good night’.14 

In her powerful, well-researched book, Emily Chang calls the culture of 
Silicon Valley Brotopia, the boys’ club of Silicon Valley. Kate Losse called 
her book on the early years of Facebook The Boy Kings. Silicon Valley’s 
Brotopian libertarianism has given us vanity capitalism. This is not a refer­
ence to the post-hoodie makeover of Silicon Valley entrepreneurs.15 Emily 
Chang identifies the PayPal Mafia as one of the many reasons Silicon Valley 
came to be run by young white men of affluence. Kate Losse describes an 
early glimpse of Peter Thiel at a Facebook party. She suggests that venture 
capitalists tend to have ‘a predilection’ for younger versions of themselves. 
The counterculture was a very male-dominated affair – and Chang shows 
how the philosophy of ‘let it all hang out’ today resurfaces in the entitle­
ment attitude of some newly wealthy Silicon Valley entrepreneurs. Feminist 
critiques of Silicon Valley point out that libertarianism is an ideology aimed 
precisely at privileged young men with no understanding of the ways in 
which the unpaid labour of women in raising children and holding together 
families has underpinned their opportunity.16 

Chang documents the realities for women in Silicon Valley. 1984 was 
the high point for women graduating in computer science, and the figures 
fell for the subsequent two and a half decades. In 2017, 36% of jobs in 
computing-related industries went to women, and the figures were worse 
for Google and Facebook. She is alert to the elite status of institutions such 
as Stanford University, ‘where the median annual family income of a Stan­
ford student is $167,500 while the national median is one-third that’. She 
has written about the ways in which women in Silicon Valley are discrimi­
nated against, objectified, sometimes humiliated and often patronised, har­
assed and on occasions assaulted. 

Kate Losse, Facebook employee number 51, recounts her memory of a 
company memo being sent round which said that all women members of 
staff should come to work on Zuckerberg’s birthday wearing T-shirts with 
his face on the front. She says the – largely male – engineers were valued 
more than staff in other positions. She said that ‘this boys’ world’ was ‘con­
structed on the reactionary model of an office from the 1950s. The male 
engineers were the visionaries and the nontechnical staff – often female, 
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sometimes black, ‘were assumed to be duller, incapable of quick and intel­
ligent thought’. 

In the early days, Zuckerberg and his lieutenants gave themselves a set 
of ironic titles. Zuckerberg’s was Founder, Master and Commander, Enemy 
of the State. Early Facebook pages were footnoted ‘a Mark Zuckerberg pro­
duction’. This is not however a biography of Zuckerberg. It’s important to 
focus more on key moments in the company’s development than on per­
sonal psychodrama. 

Chang acknowledges that similar books could be written about Silicon 
Valley attitudes to race and age. In November 2018, a black former Face-
book product manager, Mark S. Luckie, went public on issues of discrimi­
nation within the company, which he said also had an impact on black and 
minority ethnic users.17 

Kate Losse credits Sheryl Sandberg with making an effort to try to turn 
around the male culture. Facebook’s published data, discussed by Sheryl 
Sandberg in her congressional hearing in September 2018, indicate that 
Facebook still has some way to go in its diversity policies. Michelle Obama 
has been one of those who have criticised Sandberg’s urging of women to 
assert themselves in the workplace, set out in her book Lean-In, suggesting 
that this doesn’t address structural issues of discrimination: ‘It’s not always 
enough to lean in because that shit doesn’t work all the time’.18 

Vanity capitalism embraces all of the counterculture’s narcissism and 
self-indulgence. There is little room for the state and the public sector. This 
was the age of John Perry Barlow’s infamous cyber-libertarian declaration: 

Governments of the Industrial World, you weary giants of flesh and 
steel, I come from Cyberspace, the new home of Mind. On behalf of 
the future, I ask you of the past to leave us alone. You are not welcome 
among us. You have no sovereignty where we gather.19 

If governments had no sovereignty in cyberspace, within twenty years, ‘Big 
Tech’ capitalist conglomerates certainly did. Mark Zuckerberg, in discuss­
ing matters with Sheryl Sandberg when he hired her, honed in on her gov­
ernment experience, saying, 

In a lot of ways Facebook is more like a government than a traditional 
company. We have this large community of people, and more than 
other technology companies we’re really setting policies. 

The legal scholar Frank Pasquale has said that ‘Big Tech’ companies like 
Facebook are more than market participants; they are market makers. 
Over time, they seek to displace government roles, replacing ‘the logic of 
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territorial with functional sovereignty’, meaning people will be subject to 
corporate, rather than democratic, control. Faced with resistance by law­
makers across the globe, Zuckerberg himself has rowed back on what he 
once said. When Recode’s Kara Swisher said to him in June 2018 that ‘some 
people feel you are a nation-state in a lot of ways’, Zuckerberg responded, 
‘We’re not. We’re a company’. Scrutiny changes discourse.20 

For Vaidhyanathan, Facebook is ‘the paradigmatic distillation of the 
Silicon Valley ideology’. It is certainly the paradigm of vanity capitalism, 
exhibited in its monopoly position, its status as a company controlled by 
its founder, its driving rhetoric of permissionless innovation and the hacker 
culture and its technocratic approach to solving global problems. 

Vanity capitalism privileges monopoly. This is a particular feature of 
the digital economy today, but increasingly, the establishment of effective 
monopolies in particular sectors has also become a demand of leading ven­
ture capitalists, notably two who sit on Facebook’s board, Peter Thiel and 
Marc Andreessen.21 Thiel, whom legal scholar Timothy Wu calls not a lib­
ertarian but a ‘social Darwinist’, wrote in 2014, 

Monopolists can afford to think about things other than making money; 
non-monopolists can’t, . . . Only one thing can allow a business to tran­
scend the daily brute struggle for survival: monopoly profits.22 

As founder, Zuckerberg retained strict control over the company through 
a series of ‘voting agreements’ outlined in the IPO filing. Facebook went 
public, but its founder retained control in an arrangement not uncommon in 
certain classes of tech stocks. Marc Andreessen argued it protects compa­
nies from the machinations of hedge funds and short-sellers, saying, ‘it is 
unsafe to go public today without a dual-class share structure’.23 

Control structures were further amended in 2016 to allow Zuckerberg to 
retain control even after transferring stock to the philanthropic foundation 
which he runs with his wife, Priscilla Chan. In a statement at the time, Face­
book’s General Counsel accepted 

This is not a traditional governance model, but Facebook was not built 
to be a traditional company. The board believes that a founder-led 
approach has been and continues to be in the best interests of Facebook, 
its stockholders, and the community. 

In 2017, when Zuckerberg was undertaking a tour of the United States that 
many people thought presaged a 2020 run for the presidency, it became 
known that Facebook’s statutes had been changed to allow him to retain 
control even if he were serving in government office.24 
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In his review of Aaron Sorkin’s film about Facebook’s creation, The 
Social Network, Larry Lessig notes a key omission. In setting up the com­
pany, Zuckerberg didn’t need permission – from anyone. Silicon Valley’s 
discourse of permissionless innovation, coined by Google’s chief Internet 
evangelist Vincent Cerf, has been adopted by right-wing think-tanks as 
a counter to the ‘precautionary principle’ underpinning so much of envi­
ronmental and health policy. Jonathan Taplin traces how avoiding asking 
permission, on the Ayn Rand basis of ‘who will stop me?’ has become a 
doctrine for some in Silicon Valley.25 

In his open letter in Facebook’s SEC filing for its IPO, Zuckerberg said 
Facebook’s approach was ‘the Hacker Way’ – striving always for continu­
ous improvement ‘learning from smaller iterations rather than trying to get 
everything right all at once’. He reiterated, 

We have a saying: ‘Move fast and break things.’ The idea is that if you 
never break anything, you’re probably not moving fast enough. 

All staff had to go through a ‘Bootcamp’ where they learned these princi­
ples, even if they were not coders. Alex Fattal says that Facebook has tried 
to keep an association with its early ideological values through what he calls 
this ‘institutionalised nostalgia’.26 

Losse says Zuckerberg believed that the best engineers would only join a 
company where engineers were clearly in the ascendancy. To address the ris­
ing cost of housing in the Valley, engineers were offered a subsidy – only after 
protests was this extended to other staff. Vanity capitalism privileges engi­
neers as logical problem-solvers. Zuckerberg frequently frames challenges – 
countering terrorism, for example – as an engineering challenge to be solved 
by AI. This, of course, reinforces the mystique and technical superiority of 
Silicon Valley and its young engineers. Technical language and knowhow has 
always been used to allow elite dominance of certain new evolving sectors.27 

‘The moment of any new technology’, said Raymond Williams, ‘is a 
moment of choice’. This was a warning against the notion of ‘technological 
determinism’, which assumes that a new technology emerges simply from 
experimentation and changes the society into which it has emerged as we 
adapt to it. This underpins not only Facebook but its founder’s philanthropic 
approach: 

Our mission is to find new ways to leverage technology, community-
driven solutions, and collaboration to accelerate progress in Science, 
Education, and within our Justice & Opportunity work. 

Philanthropy, indeed, is the epitome of vanity capitalism. 
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Technological determinism also underpins Facebook’s internet.org part­
nership and the Free Basics platform: 

Internet.org is a Facebook-led initiative with the goal of bringing inter-
net access and the benefits of connectivity to the portion of the world 
that doesn’t have them. . . . The more we connect, the better it gets. 

(my italics) 

Martin Moore has documented the moves of Big Tech into education and 
health. The ambitions of vanity capitalism are boundless, though sometimes 
there is caution in revealing what these companies do. Mark Zuckerberg 
was asked about Peter Thiel’s Palantir, started with funding from the CIA’s 
venture capital fund, when he gave evidence to the Senate: might they be 
described as Stanford Analytica? Surprisingly, during his evidence, Zucker­
berg said, ‘I’m not really that familiar with what Palantir does’. 

Vanity capitalism was called out by President Obama, somewhat belat­
edly, towards the end of his term in 2016. ‘Government will never run the 
way Silicon Valley runs’, he said at a technology futures conference.28 

Can these Silicon values survive? Interestingly, one Silicon Valley venture 
capitalist is starting to question the underlying model. His name? Chamath 
Palihapitiya, former vice-president for growth at Facebook. He says, ‘user 
acquisition and growth has become such an entrenched part of the Silicon 
Valley zeitgeist’. He says that his Facebook team made user acquisition a 
science. But now he fears that the venture capital industry is bidding up 
costs and creating ‘a dangerous, high-stakes Ponzi scheme’. 

In April 2019, the ride-sharing company Uber filed for its IPO, warning 
that it might never make a profit.29 Truly, under Silicon Valley leadership, 
vanity capitalism is completely californicated. 
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3 The benefits of Facebook 

To flatter and follow others, without being flattered and followed in turn, is 
but a state of half enjoyment. 

– Jane Austen, Persuasion 

In April 2018, after Cambridge Analytica captured global attention, Face-
book embarked on its biggest-ever advertising campaign to try to rebuild 
trust. At the heart of the campaign was a television advertisement with a 
voiced narration (using different actors for different territories) over a col­
lage of images and videos saying, 

We came here for the friends, we got to know the friends of our friends – 
then our old friends from middle school, our mom (mum in UK and 
Australian versions), our ex, and our boss (workmates in some versions) 
joined forces to wish us a happy birthday. 

Then we discovered our uncle used to play in a band, and realized 
he was young once, too. And we found others just like us and, just like 
that, felt a little less alone. 

But then something happened. We had to deal with spam, clickbait, 
fake news, and data misuse. That’s going to change. 

The slot ended with the words ‘Here Together’. Television advertising was 
accompanied by cinema, radio, social media slots, print and billboards. 
Some advertising emphasised ‘Fake News is not our friend’ (‘Fake news 
is not your friend’ in some versions), ‘Fake accounts are not our friends’ or 
‘Data misuse is not our friend’. The TV ad was soon characterised as being 
part of Facebook’s ‘apology tour’ and rapidly sparked parodies.1 

It wasn’t the first Facebook advertising campaign following the events 
of 2016. Full-page advertisements ran in major US newspapers as Face-
book headed for congressional hearings on Russian meddling in the autumn 
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of 2017. The weekend that the Observer, the New York Times and Channel 
Four broke the Cambridge Analytica story, Facebook ran full-page ads in 
major broadsheets in the US and the UK, saying, ‘We have a responsibility 
to protect your information. If we can’t, we don’t deserve it’, over Mark 
Zuckerberg’s signature. Facebook continued to run print advertising during 
2018, alerting readers to what it was doing to combat bullying online, direct­
ing parents to online guides for how their children could stay safe online, 
pointing users to online information on what Facebook did with their per­
sonal information and how they could control that and informing them of 
the steps that Facebook had taken to keep people safe online by recruiting 
more ‘safety experts’ under the slogan ‘what matters to you, matters to us’. 

Prior to Cambridge Analytica, Facebook had also run a series of ads in 
early 2018 illustrating how small businesses in the UK had benefitted from 
their association with Facebook. With the strapline ‘Let’s get to work’ the 
advertisements focused on case studies of small businesses who had adver­
tised on Facebook: 

James sells British Ale to customers across Italy, America and Japan. 
Charlotte’s queue gets longer and longer and longer. 
Jacqui works out of her flat in Hackney and has a shop in Seoul. 
Guy started with one box of vegetables. Now we help him sell two mil­

lion across the UK. 
Last year, Mark averaged a new customer every day. 
Holly, Paul and team meet customers from Brick Lane to Bahrain. 

The companies featured included real-ale producers, butchers, craft makers, 
organic farmers and hairdressers.2 I recognised the company in one of the 
advertisements: ‘David and Clare ship jeans around the world and create 
jobs in their town’ – the inspiring story of Hiut Denim. As its website says, 

Cardigan is a small town of 4,000 good people. 400 of them used to 
make jeans. They made 35,000 pairs a week. For three decades. 

Then one day the factory closed. It left town. But all that skill and 
knowhow remained. Without any way of showing the world what they 
could do. 

That’s why we have started The Hiut Denim Company. To bring 
manufacturing back home. To use all that skill on our doorstep. And to 
breathe new life into our town. 

David and Claire Hieatt, who previously owned the clothing firm Howie’s, 
sold to Timberland in 2007 but bought back by its management in 2012, set 
up their business in 2012 to create high-quality denim jeans using the skills 
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of former factory workers. The company now has customers around the 
world. David, who had a background in advertising, told the BBC in 2017, 

‘The interesting thing about social media for me is that up until Face-
book, Instagram, Twitter and SnapChat you had to have a huge budget 
in order to tell your story,’ he says. 

Hiut Denim has also created the ‘Do Lectures’, an annual event in West 
Wales, with associated workshops and talks, with their emphasis on encour­
aging people to take a first step to change things for the better, learning 
from the successes of others. In 2018, the company achieved greater global 
attention when the actress Meghan Markle wore a pair of their jeans on a 
visit to Cardiff.3 

I spoke to David about the company’s engagement with Facebook. Ini­
tially, they had not used the platform, but then they attended an Instagram-led 
meeting in London where they learned about its power to build community 
and help sell their jeans. They began most heavily on Instagram but now 
marketed through Facebook as well. They have used their Facebook page 
for organic connection with their audience but also used Facebook’s adver­
tising tools, such as the Lookalike Audience tool. David’s verdict was that 
the experience had definitely worked ‘from the small maker’s perspective, 
it allowed them to find an audience they would have otherwise had to spend 
more serious money to reach’. They could not afford TV or press advertis­
ing – even local press. They used other communications routes – such as 
their newsletter, which was one of their primary tools but also workshops 
and earned publicity – they had recently been featured in the Wall Street 
Journal at the time I interviewed him.4 They were invited onto the Face-
book small business council, which gave them insights on how to grow, 
master classes and networking with other makers, which enabled them to 
learn from the experience of others in the UK and indeed in the United 
States. Their business was featured in Facebook press advertising in the 
UK and poster advertising in London, which helped to build awareness. 
Facebook was second in importance to their newsletter for their marketing. 
Without it, they would not have been so successful. 

Hiut Denim also featured in a television advertisement under the same 
‘Let’s get to work’ strapline, as did another company based in Wales, Recy­
cle Scooters. This is a business run from Cwmbach at the top of the Cynon 
Valley by Helen Walbey and her husband, Stephen. Helen explained to me, 

I was approached to be one of the six businesses in the campaign. . . . 
I had an entire day filming with a professional film crew, and a number 
of Facebook team members, to put together this national advertising 
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campaign. They included twenty businesses when they were filming, 
and six of us made the cut. I was one of the featured businesses. 

At the time I interviewed Helen, she was a post-graduate student in Cardiff 
Business School, where I work, but she was leaving for a job overseas as the 
Global Head for Women’s Financial Inclusion and Gender at an organisation 
called the Alliance for Financial Inclusion, which in ten years has brought 
about 630 million people access to banking.5 She told me, ‘we were trad­
ing for fourteen years and we had a Facebook Page pretty much from when 
we started, and we sold globally, through eBay predominantly’. Facebook 
was used to promote the business. On their Facebook page,6 which has over 
4,700 likes and followers, they would share information and news about the 
motorcycle industry, new regulations and so on. They would undertake a 
small amount of advertising on Facebook as well to direct people to promo­
tions on their eBay shop. 

We would sometimes do just three days, or we would do a longer pro­
motion over perhaps a fortnight, but we used all the data we were get­
ting back to identify when the best times were to put sales on, the type 
of people who engaged. 

She said, ‘the Facebook analytics are very good if you know how to use 
them to enable you to target very specific people with very targeted promo­
tions and advertising’. Demographic information – for example, the age 
range of those clicking through, was particularly valuable. Facebook also 
increased ‘the local footfall’ to their industrial unit. Helen invested time in 
learning about how better to market: 

So there’s something called Facebook Blueprint,7 and Facebook Blue­
print is their database of tutorials and workshops. . . . I went through 
ever such a lot of the Blueprint stuff and learnt how to actually drive 
Facebook. If you really do start running these micro-campaigns and 
then tweaking one of the metrics on it and then checking what kind of 
response you’re getting, you can really target things very well. And it 
does. . . . It does work. But it only works because they have such a vast 
amount of data on us all. 

Helen was actively involved as the Federation of Small Business’s (FSB) 
National Policy Portfolio Chair for Diversity and Inclusion. When Face-
book ran their #SheMeansBusiness campaign to promote women entrepre­
neurs, they chose a number of small businesses run by women: 
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Because there are no scrapyards that are run by women, I happened 
to be one of the businesses that they chose. Because also, if you think 
about the visuals of Facebook, my business is perfect for that kind of 
visual, because it’s all brightly coloured things, it’s lots of dirty things, 
it’s lots of noisy things, it’s lots of things that can explode. For video 
footage it looks great. And of course the fact that I’m little and female 
doing something in such a stereotypical male industry worked very 
well for what they were trying to achieve. 

Helen was invited to speak at the launch of #Shemeansbusiness. She was 
invited to Facebook’s European small business summit, called GATHER, 
in Brussels in 2018, and also to the following year’s in Dublin. ‘Incredibly 
slick, very very very multi-national . . . they had entrepreneurs from all 
across Europe’. The events focused on Facebook, ‘Instagram, AI, machine 
learning, lots of stuff with using metrics again’. Facebook’s Europe, Middle 
East, Africa senior management team were present, and Sheryl Sandberg 
flew in to give keynotes. 

Helen subsequently became uncomfortable about Facebook’s data chal­
lenges and deactivated her personal Facebook account. 

Academics call the technical opportunities offered by social media com­
panies ‘affordances’: they provide real benefits for the user, conditioned 
by the design features which the technologies present.8 The affordances 
offered by Facebook, Instagram and WhatsApp are real and utilised and 
experienced daily by users on a personal, civic or commercial basis. Expe­
riences like those of Hiut Denim and Recycle Scooters provide examples 
of why, despite the #deletefacebook campaigns and the departure of some 
high-profile celebrities, Facebook is here to stay. Facebook has given brand 
projection to many small businesses on an affordable basis. Facebook exec­
utives, particularly Sheryl Sandberg, like to cite examples of small busi­
nesses amongst the seven million advertisers which have benefitted from a 
Facebook presence.9 The solution to the challenges that Facebook raises is 
not to delete it but to regulate it. 

Given the high percentage of people who now use or have used Facebook 
around the world, there is little need today to explain the process of setting 
up an account; creating a profile; uploading photographs, videos and news 
items; adding friends; joining groups or creating Groups or Pages; exchang­
ing messages; organising events; receiving notifications; liking; comment­
ing; and sharing. As Zeynep Tufekci says, 

Facebook has been adopted rapidly in almost every country where it 
has been introduced because it fulfills a basic human desire: to connect 
with family and friends. 
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Over $1 billion has been raised for charities on Facebook. New affor­
dances are created without users asking for them – Marketplace allowing 
people to list things for sale or to find things to purchase, for example. 
Some – e.g., Facebook Stories – ape those of other platforms, like Snap-
Chat. Facebook’s affordances are felt and utilised on a familial, profes­
sional, communal, societal and national basis, although some recent UK 
research has suggested that people may be moving away from Facebook as 
their primary means of keeping in contact with friends, while gravitating 
to other Facebook-owned services like WhatsApp. This was particularly 
true of younger people. These usage patterns have been reported in the US 
as well.10 

Facebook’s ownership of Instagram, WhatsApp and Messenger has 
expanded the range of affordances. They are amongst the top 5 downloaded 
applications on the two major mobile phone application stores, Apple 
and Google Play. Over 50% of Americans surveyed in April 2018 did not 
know that Facebook owned Instagram.11 Social media platforms, notes Zizi 
Papacharissi, can amplify the tendency to articulate lifestyle values, but 
these themselves can become political statements. Instagram, having started 
as a pure photographic site with cool filters has become something of a plat ­
form for design, food and lifestyle photography, where ordinary users fol­
low celebrities and influencers: photography, as Siva Vaidhyanathan says, 
following Susan Sontag, is addictive. Zeynep Tufekci notes that WhatsApp 
as an encrypted messaging service offers specific affordances, not least to 
social movement activists. Messenger as an app is an expansion of the chat 
and messaging sections of the original desktop Facebook application, which 
is itself becoming heavily commercialised with consumer advertising, busi­
ness accounts, gaming and other services.12 

Like Facebook, Instagram has added features over time, such as video, 
Stories and now Instagram TV. Instagram has become more commercialised 
over time with advertising or sponsored posts now featuring in users’ feeds 
more regularly and an interactive ‘Instagram Shopping’ feature, which has 
developed the platform into an e-commerce site, and the international media 
is full of stories about people claiming to be ‘Instagram influencers’, includ­
ing parents who are marketing their children, some of them very young 
indeed. These ‘influencers’ – essentially celebrities or people with large 
numbers of followers, are paid to endorse products and services in their 
social media posts. This practice is now being regulated by the FTC in the 
US. WhatsApp and Facebook Messenger are also increasingly commercial­
ised spaces, with advertising on Messenger being rolled out in 2018.13 

Histories of the early days of Facebook are littered with references to 
the engineers communicating on AOL Instant Messenger, and Facebook’s 
former vice-president of growth had been its vice-president. It is no surprise 
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then that messaging plays such a significant role in Facebook’s new growth 
strategy. The affordances of WhatsApp at first glance appear more like text 
messaging, with the advantages that messages sent over Wi-Fi are free and 
wholly encrypted via end-to-end encryption. The ease of forming groups 
and circulating material within them is another affordance which is obvi­
ous. Users can also send ‘broadcast messages’ to all who have their mobile 
phone number. Chats are stored in a user-friendly way, and WhatsApp mes­
sages can now be used on desktop computers as well. They are used by 
protest movements, political parties and civic movements.14 

Facebook Messenger is more closely integrated with a user’s Facebook 
profile than WhatsApp. Facebook Messenger does not use end-to-end 
encryption but encrypts messages by default from the sender to its server 
and then encrypts them again between the server and the recipient. Unlike 
WhatsApp, there is no limit to the number of photographs that can be sent. 
However, unlike WhatsApp, deletion of messages is not at present possi­
ble, though a deletion feature has been promised ever since it was revealed 
that Mark Zuckerberg was able to delete his messages.15 In December 2017, 
Facebook launched Messenger Kids for under-13s, aimed at an audience 
without phones, where parental approval is required for affiliation, there are 
no ads and data is not collected. 

Less than twenty-five miles north of Cardiff Business School, where this 
book was largely scoped and written, lies the village of Blaencwm, nest­
ling in the hills of the valley known as the Rhondda Fawr, not far from the 
flat-topped mountain of Pen Pych, styled by the UK’s Ordnance Survey 
mapping service as the Rhondda Valley’s own Table Mountain.16 In min­
utes, you can walk from Blaencwm to the location of a disused two-mile 
railway tunnel opened in 1890, which used to transport coal from the former 
coal-mining Rhondda Valleys to the ports of Port Talbot, Baglan, Neath and 
Swansea for shipping all over the world but closed 50 years ago. In recent 
years, there has been a growing civic society campaign to have the Rhondda 
and Swansea Bay Railway Tunnel, to give its full title, re-opened as the 
longest tunnel for cycling and walking in Europe. 

The Rhondda Tunnel Society, formed in 2014 with the simple objec­
tive of siting the recently discovered cornerstone for the tunnel in a 
suitable location, has grown, as its website says, ‘with the aid of mod­
ern social media’, into a campaign to have the Tunnel re-opened, with a 
supportive worldwide membership. As the local constituency Assembly 
member, I helped the society to get initial funding for a scoping study to 
assess the feasibility of its re-opening. The society maintains a Facebook 
group with over 4,000 members, which has grown steadily since Welsh 
media reporting on the society’s plans in early 2015 and has a Facebook 
page with 1,700 likes. Facebook has been a platform for the society in 
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communicating with its members locally and around the world; sharing 
information on media coverage and support from the Welsh government 
and local government, celebrities and politicians; welcoming new mem­
bers by name; and fundraising. What began as a romantic vision in the 
mind of its founder, Stephen Mackey, has developed, through the energies 
of the society’s committee and the organisational affordances of social 
media like Facebook, into a well-supported campaign with institutional 
backing, engineering expertise and extensive coverage in popular main­
stream print, radio and television media. 

The Rhondda Tunnel Society is just one example of a strong network of 
civic organisations in the Rhondda Valleys which actively use Facebook 
to communicate between members, organise, arrange events, campaign 
and share information across the two valleys and within their villages and 
towns.17 Facebook is used as a communications medium between citizens 
and their elected representatives at local council, National Assembly for 
Wales and UK Parliament levels. Information, local news, photographs and 
history are shared, friendships and family relationships sustained and life 
events recorded, celebrated, mourned, remembered or discussed. Facebook 
has been a platform for campaigns over local educational and health issues, 
such as school and hospital re-organisation. My own Facebook activity was 
like that of many other politicians, judging from academic research.18 

In Wales, the English and Welsh languages have equal legal status. 
Annual survey results suggest 29% of people over three can speak Welsh 
from a population of roughly 3 million. From 2008 onwards, Facebook 
made it possible to translate the Facebook interface into languages other 
than English, beginning with languages which made the most compelling 
financial case.19 Facebook’s interface has been translated into Welsh by a 
willing group of volunteers, some of whom responded to an advertisement 
and others who saw friends discussing the translation project on Facebook, 
giving Welsh-speaking users the infrastructure of a mass platform to con­
duct conversations through their preferred language. Robert Jones, one of 
those taking part in the translation exercise, told me, 

the translation interface was easy to use, and the instructions were easy 
to understand. The process was simple. 

He recalled debate involving people from different backgrounds on the 
nature of language to be used – informal or formal, northern dialect or 
southern – not just scholars or linguists. He emphasised the importance of 
having the interface in Welsh: 

As a someone who lives and comes from abroad, who works profes­
sionally and personally in different languages, having an interface in 
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Welsh is very important to me. It gives me another chance to see and 
interact with the language every day.20 

Some of those involved in the translation project, like Chris Griffiths, one of 
the most prolific translators of web applications, had taken part in translat ­
ing applications before. He was often one of the highest-ranked translators 
of Facebook into Welsh. Chris said he got angry when companies failed 
to provide digital services in Welsh. He loved the idea of crowd-sourcing 
translations, which was a great way to involve people in achieving the goal 
of a Welsh language service. He noted that Facebook wanted its service to 
be available in all languages but recognised this was probably for reasons 
different to those undertaking the translations. The important thing from his 
point of view was that the service was available to him and others to use 
in Welsh, and it meant that Welsh-speakers less comfortable in the English 
language, including older people, could use it in their own language. It also 
meant that Welsh-learners could switch their interface to Welsh, which 
might help them in their learning experience. Another of those involved, 
Sion Jobbins, said he felt Facebook could have provided a Welsh-language 
interface themselves, as they had the money and it would fit their objectives 
of rolling out the platform globally. Having the interface in Welsh benefit­
ted Facebook’s objective of being a ‘social’ network. It raised the profile 
of Welsh, which was very important, and it made sense for a company that 
talks about ‘society’ and ‘connecting people’ to do so in the different lan­
guages of different people and communities in the world. The existence 
of a Welsh interface was positive for the Welsh language. It also helped to 
ensure that people who do not normally see Welsh content or type and read 
Welsh do so. Without it, he said, there was ‘a very real risk, and it is real, 
that English is the ‘normal’ and default Facebook language and that Welsh 
speakers connect to each other, or to a larger audience, only in English’.21 

Facebook is used in campaigns across the world. An early example is 
given in Clay Shirky’s ‘techno-optimist’ Here Comes Everybody, where he 
explains how students in the UK responded to the HSBC bank’s decision 
to start charging graduates, originally recruited as students with promises 
of interest-free overdrafts, for any overdrafts they ran in 2007. A campaign 
coordinated by Cambridge Student Union Vice-President Wes Streeting 
forced HSBC to drop its policy: central to the campaign was the Facebook 
Group ‘Stop the Great HSBC Graduate Rip-off’. Wes is now a Labour MP 
in the UK House of Commons. He told me, 

When HSBC announced their change in policy to charge graduates for 
their overdraft facilities, universities had broken up for the summer and 
so our traditional methods of mobilising students on campuses weren’t 
available. We needed to act fast as we knew this would be a dangerous 
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precedent. I set up a Facebook group – almost like a petition really – and 
it fast became a place where students and graduates started sharing infor­
mation about switching bank accounts and organising protests. After we 
won our campaign, HSBC told me that they were tracking Facebook 
activity and the high correlation it had with students and graduates 
switching accounts, which is one of the reasons the bank backed down. 

In the last year, Mark Zuckerberg has spoken more about the importance of 
Facebook Groups, revealing that 1.4 billion people use Facebook Groups 
every month, and 200 million of the Facebook Groups are deemed mean­
ingful. For many people, ‘they become the most important part of your 
Facebook experience and a big part of your real-world social infrastruc­
ture’.22 What goes on in Groups is largely private to the Groups, which are 
policed by the Group administrators. 

It’s clear that Mark Zuckerberg wants those Facebook affordances to be 
widely understood, giving examples in his written evidence to Congress 
in April 2018 of its role in the #MeToo movement and the March for Our 
Lives and fundraising after Hurricane Harvey. Facebook’s engagement in 
disaster relief commenced on an industrial scale with a call from the White 
House to assist after the Haitian earthquake in January 2010.23 

Accounts of Facebook’s early days often cite the example of the anti-
FARC movement in Colombia, which was sustained by a Facebook page 
set up in 2008 by the unemployed engineer Oscar Morales, with 350,000 
supporters. Facebook is often cited as a platform for protest, perhaps reach­
ing its zenith in this context during the Arab Spring, when, like other com­
munications media before it, it was actively promoted as a causal trigger of 
the growing range of protests which took place. The geo-political context 
reflected themes enunciated by US Secretary of State Hillary Clinton on 
Internet freedom a year or so before.24 

The journalist Hannes Grassegger has written, ‘The Arab spring was the 
best marketing for Facebook ever’. In the case of Egypt, it was perhaps 
the CNN interview with one of the organisers of protests in Cairo’s Tahrir 
Square, the Google engineer Wael Ghonim, on the day that Egypt’s Pres­
ident Mubarak announced he would step down in February 2011, which 
promoted the idea that Facebook was responsible for driving forward revo­
lution. Asked by the CNN anchor, what was next after Tunisia and Egypt, 
Ghonim replied, ‘Ask Facebook’. The CNN presenter suggested he was 
giving Facebook a lot of credit for the uprising. Ghonim replied, 

Yes, for sure. I want to meet Mark Zuckerberg one day, and thank him, 
actually. . . . This revolution started online, this revolution started on 
Facebook. 
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The Egyptian revolution, along with other movements such as Occupy, has 
resulted in a considerable amount of scholarship on Facebook.25 

Ghonim recalls, ‘We would post a video on Facebook that would be 
shared by 50,000 people, on their walls, within a few hours’. He was refer­
ring to the Facebook pages We are all Khaled Said (in English) and @ 
elshaheeed (in Arabic), which are still accessible on Facebook. The growth 
in support for these pages showed how the revolt against Mubarak spread 
throughout a widening spectrum of Egyptian society. Activists subsequently 
stressed that organisation on the ground was key and social media platforms 
simply tools.26 

Khaled Said was a young businessman from Alexandria tortured to death 
in June 2010 by Egyptian policemen, whose murder was not properly inves­
tigated by the Egyptian authorities even after interventions by European 
Union representatives. The pages became the focus for organising and post­
ing material about the protests in Egypt. Facebook had been available in 
Arabic from 2009. It had 4 million users in Egypt by late 2010. Ghonim 
posted a Facebook invitation to a rally in Tahrir Square on 25 January 2011. 
That was widely shared on Facebook and thousands turned up. Facebook, 
however, deactivated the ‘We are all Khaled Said’ page in November 2010 
because it violated their policy that pages and profiles must be attributable 
to people’s real names. After international protests, which resulted in an 
Egyptian woman living abroad agreeing to give her name to the page, it was 
reinstated.27 

Social media like Facebook, says Zizi Papacharissi, invite people to ‘feel 
their own place’ in relation to developing current events, enabling them to 
make sense and meaning of them through their emotional reactions cap­
tured within the story-telling infrastructure of these media. The technolo­
gies provide the network, but the narratives connect us. They make visible 
what Raymond Williams referred to as ‘structures of feeling’, the mood and 
feel of a particular historical moment existing before movements can begin 
to articulate a narrative.28 

Egypt is probably the best-known example of Facebook’s role in pro­
test, though it features in a wide range of protest movements, from Iranian 
women protesting the veil and Indian women surreptitiously using Facebook 
for communication beyond the home to the Occupy movement and protests 
against Erdogan’s Turkish government. As Zeynep Tufekci remarks, in her 
rich and important book on social media and political protest, 

Thanks to a Facebook page, perhaps for the first time in history, an 
internet user could click yes on an electronic invitation to a revolution. 
Hundreds of thousands did so, in full view of their online networks of 
strong and weak ties, all at once. 
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Facebook helps protest movements develop their ‘narrative capacity’, their 
ability to frame issues in ways that appeal to supporters, allowing them to 
organise, to raise funds and to generate mainstream media coverage. She 
calls it the ‘indispensable platform’, providing a variety of organisational 
and communications needs for social movements. The optimism of the Arab 
Spring did not last. Ghonim himself is more critical now. Facebook, like 
other communications technologies before it, was a facilitator of protest, 
but what ultimately matters is year-by-year on-the-ground mobilisation.29 

From small business marketing to political protest, the maintenance of 
personal networks of friends, family, colleagues and acquaintances with 
stronger or weaker ties, for alerting friends and family about one’s safety 
during disasters or terrorist incidents through Facebook Safety Check, for 
civic and political organisation more generally and for viral charity fund-
raisers like 2014’s the Ice-Bucket Challenge in which 17 million videos, 
viewed 10 billion times by 440 million people, were uploaded to Facebook, 
Facebook’s features are widely used.30 

Those who’ve worked at Facebook are conscious of the changes that they 
have wrought. Their impressions dovetail with what academic research on 
uses and gratifications records on our need for self-affirmation, on social 
media use as acts of performance, as bonding or competitive activities, as 
helping us maintain wide networks of both strong and weak ties. The affor­
dances of Facebook are real and have been given due attention by academic 
researchers over time. Facebook, says Roberto Simanowski, ‘is cool and 
it’s fun’; it gives people ‘the exciting feeling of being a public person with 
a history, a series of photographs, an audience, and fan letters’. It is a space 
where people can narrate their lives ‘as an adventure’. Facebook’s popular­
ity demonstrates that we are social beings, and it meets our need for connec­
tion. It allows us to express ourselves, principally to our friends and family, 
gaining their approbation for the self that we publicly present. It is, generally 
speaking, our friends and family who remain the key audience for users of 
Facebook. Facebook has become a convenient way in which people access 
both reported and sometimes first-hand participant news – and it has pro­
vided a not uncontroversial platform for media organisations themselves.31 

Although early on researchers reported concerns that Facebook users 
tended to be white, affluent and middle class, more recent developments 
have shown its growing importance across all demographics, including 
under-represented groups. As the #deletefacebook movement got underway 
in 2018, some pointed out the serious difficulties of isolation that might 
happen to the housebound.32 

Increasingly, economists are looking at whether it is possible to estimate 
the value of Facebook to the economy overall and to individual users. The 
debate on these calculations is controversial. As we shall see in the next 
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chapter, Facebook may be a valuable service, but users pay for it with their 
attention – and their data.33 
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4 The Facebook system 

Doing a bit of Facebookery. I could see how people get hooked. 
– Alastair Campbell, February 20091 

Institutions matter. They have their own rules, behavioural norms, expecta­
tions of participants and sanctions against non-conforming behaviour, both 
formal and informal, which regulate internal conduct. Often, they have 
legal, financial, organisational and discursive capacities. They have operat­
ing procedures which govern their conduct and survival. These ordinarily 
develop over time and are codified and set down, modified by agreement or 
de facto by habit and routine. We can refer to these institutional rules and 
customs as a ‘system’. Facebook has developed its own system over time. 
But as an institution, Facebook is reliant on seven particular interlocking 
elements which determine its growth and development. They also circum­
scribe the agency of Facebook users. These elements are the seven ‘A’s: 
architecture; advertising; accumulation; algorithms; attention; addiction; 
amplification. Understanding how the Facebook system works is crucial to 
addressing its challenges. As Siva Vaidhyanathan says, 

Facebook’s surveillance system is part of its pleasure system. They 
cannot be severed.2 

Architecture 
Facebook’s ‘storytelling infrastructure’, says Zizi Papacharissi, enables 
people to place themselves at the centre of developing world events. She 
suggests that ‘affective attunement through liking a post on Facebook’ is 
‘indicative of civic intensity and thus a form of engagement’ even if it falls 
short of a deliberative ideal. Adapting Raymond Williams’s 1961 concept 
of a ‘structure of feeling’, she says that social media architectures support 
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structures of feeling ‘that are affectively felt and lived prior to, or perhaps 
in lieu of, being ideologically articulated.’ 

This ‘architecture of affect’ – or what Karin Wahl-Jorgensen calls ‘emo­
tional architecture’ – structures user-interaction with Facebook. Research­
ers for the Norwegian Consumer Council extensively analysed the way 
in which Facebook’s system is designed to nudge or push users to certain 
courses of action: 

In Facebook’s GDPR-popup, the interface was designed with a bright 
blue button enticing the users to ‘Agree and continue’. 

By contrast: 

users who wanted to limit the data Facebook collects and how they use 
it, had to first click a grey box labelled ‘Manage data settings’, where 
they were led through a long series of clicks. 

These are deliberate architectural design choices. Taken together, Face­
book’s architectural design routes constitute ‘a dark pattern’. Consumer 
organisations in the United States and the UK found similar issues.3 

Alice Marwick and danah boyd say that social media collapses private-
public boundaries. Facebook’s architecture is designed to maximise user 
participation for revenue optimisation on and within Facebook’s platform. 
It is designed to encourage connecting, suggesting new contacts to users 
(‘People You May Know’), prompting people on the anniversaries of their 
engagement with Facebook, getting people liking, commenting and sharing.4 

The Like button, launched on Facebook in 2009 and across the web in 
2010, is a key element in generating data for Facebook both within and 
outside its walled garden. Wahl-Jorgensen has explored the development of 
Facebook’s Like button – originally to be called the ‘Awesome button’– and 
its reactions emoji. Despite support from a petition of three million users, 
the notion of a dislike button was rejected by Facebook, as it would have 
undermined ‘the positive and pro-social forms of engagement’ on the net­
work. Facebook has introduced users to the concept of ‘liking’, leading to 
what has been called the ‘like economy’ as well as ‘friending’ and ‘sharing’. 
As Zenyep Tufekci says, ‘design choices constrain and structure sociality’.5 

Advertising 
Facebook offers a free service in exchange for people’s data and their atten­
tion, which enables Facebook to charge advertisers for user engagement. 
Facebook has said it never sells users’ data, but the release of Facebook 



 

 

 
 

 

 

    
 

The Facebook system 41 

e-mails as a result of leaks of evidence from the Six4Three court case in Cal­
ifornia led the House of Commons DCMS Select Committee to say in 2019: 

We consider that data transfer for value is Facebook’s business model 
and that Mark Zuckerberg’s statement that ‘we’ve never sold anyone’s 
data’ is simply untrue. 

Further emails released show that Facebook conceived a ‘dollars for data’ 
programme and that Zuckerberg thought of Facebook as an information 
‘bank’. These issues have been contested by Facebook.6 

Facebook’s advertising model has developed over time but only became 
turbo-charged in the period around its IPO in 2012. Facebook moved rapidly 
to work out how to link data from different sources, including from data bro­
kers, in a way that was valuable to advertisers and also political campaigns.7 

Facebook advertising is based on the programmatic advertising model 
which has evolved over the last twenty years. Mark Zuckerberg told the Senate, 

we basically calculate on – on our side which ads are going to be rel­
evant for people, and we have an incentive to show people ads that are 
going to be relevant because we only get paid when it delivers a busi­
ness result, and – and that’s how the system works . . . we get paid when 
the action of the advertiser wants to – to happen, happens. 

The majority of online advertising is now sold through automated real-time 
‘programmatic advertising’ or ‘behavioural targeting’. 

Many advertisers may be bidding for access to an individual as they land 
on a website. An advertising exchange consists of Supply Side Platforms 
(SSP) and Demand Side Platforms (DSP). Publishers make their content 
available to advertising exchanges via the SSP. Advertisers decide which 
audiences they wish to target via the DSP. An individual visits a webpage. 
As it loads, information about the individual and the content of the page 
is gathered and reported back to the ad exchange. Algorithms process the 
information, and the advertiser is entered into an auction with other adver­
tisers also bidding for the individual. Publishers get paid for the content 
shown on their sites. This all happens in milliseconds.8 

Facebook’s advertising system is 

a complex model that considers both the dollar value of each bid as 
well as how good a piece of clickbait (or view-bait, or comment-bait) 
the corresponding ad is. If Facebook’s model thinks your ad is 10 times 
more likely to engage a user than another company’s ad, then your 
effective bid at auction is considered 10 times higher than a company 
willing to pay the same dollar amount.9 
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At the time of its IPO, Facebook’s ‘like’ and ‘share’ buttons were on half of 
all US websites. The system also serves ads into Instagram and now Face-
book Messenger. Facebook ads are known as ‘promoted’ or ‘sponsored’ 
content – they will often include a note that your friends have liked a spe­
cific page or item and possibly ask you to like as well, which may mean 
content from that site subsequently appearing in your News Feed without 
being sponsored. 

Facebook allows advertisers to micro-target an audience based on 98 or 
so characteristics including demographics, location, interests and behav­
iours, including purchasing and device usage. In Congress, Zuckerberg was 
vague about this. Facebook may use up to 52,000 different attributes to 
categorise Facebook users, provide some 29,000 categories on Facebook 
users to ad buyers and hold 1,500 data points on average on non-Facebook 
users. Challenged if he could confirm these figures in his hearing in the 
House of Representatives, Mark Zuckerberg said, ‘I do not know off the top 
of my head’.10 

Facebook advertising tools have been simply explained by the UK Infor­
mation Commissioner (ICO).11 In summary, 

Custom Audiences are created using data about an individual which 
an advertiser already possesses, which is then matched with Face-
book data. 

Lookalike audiences are created on the basis of an existing Custom audi­
ence, whose characteristics are used by advertisers to create a larger 
group who share the same attributes. 

Partner categories allows advertisers to draw on data supplied by third-
party organisations such as data brokers to help them target users. 

The Facebook Audience Network consists of Facebook advertisers seek­
ing to expand their advertising across the web and in apps. Facebook 
offers a variety of advertising formats designed to fit advertisers’ con­
tent, including ‘native’ advertising which matches the look and style 
of the app or site where they appear. This ‘blurs the line’ between 
editorial and advertising. 

Facebook Pixels are pieces of code or ‘cookies’ placed on websites to 
register when Facebook users visit it. Facebook allows advertisers 
to target users who had visited a specific website.12 Facebook is now 
adding the pixel to Facebook Groups.13 

When he launched Facebook advertising back in 2007, Zuckerberg said, 

Nothing influences people more than a recommendation from a trusted 
friend. A trusted referral is the Holy Grail of advertising.14 
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Research suggests that users don’t know how advertising is targeted to 
them, and some do not understand how platforms make their money. For 
a long time, Facebook has been judge and jury on its own advertising sta­
tistics, whereas newspaper, radio and television advertising has long been 
independently audited.15 

The development of personalised advertising has led to social discrimina­
tion. Facebook has allowed racially targeted advertising: it is being taken to 
court by the Housing and Urban Development authority in the United States 
for racial discrimination in its advertising and has had to reach a settlement 
with Washington State.16 

Accumulation 
In March 2018, the Observer and Channel 4 in the UK and the New York 
Times revealed the extent of Facebook user data obtained by the London-
based voter targeting company Cambridge Analytica. The UK ICO has said 
that her team were working through 700 terabytes of data from Cambridge 
Analytica, and the investigation is the largest ever undertaken in the world 
by a data protection authority.17 

Facebook is subject to a consent order made by the Federal Trade Com­
mission (FTC) between 2011 and 2012, following various consumer data 
issues. The FTC said Facebook was a company ‘whose entire business 
model rests on collecting, maintaining, and sharing people’s information’ 
and imposed 20 years of privacy audits on the company. The UK House 
of Commons DCMS Select Committee has said that if Facebook had fully 
complied with the FTC order, then the subsequent Cambridge Analytica 
scandal would not have happened. In April 2019, Facebook said it had set 
aside billions in case of an FTC fine.18 

Cambridge Analytica’s parent company, SCL, had developed a relation­
ship with a former Cambridge University researcher, Dr Aleksandr Kogan, 
and his app (‘Thisisyourdigitallife’) developed through his company GSR. 
The ICO said, ‘The app featured a personality test, and it was in relation to 
this that Dr Kogan entered into a contract with SCL Elections Ltd by which 
the latter would pay for US citizens to take the test’. 

Three hundred and twenty thousand Facebook users were paid to take 
a detailed online personality test developed by Kogan. The test gathered 
users’ data and also data from their friends. The data of some 87 million 
people was accessed as a result, 70 million of them in the United States. For 
30 million Facebook users, concluded the ICO, ‘the personality test results 
were paired with Facebook data to seek out psychological patterns and 
build models’. The personality test profiled people against five scales of the 
‘OCEAN’ model: openness to experience, conscientiousness, extraversion, 
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agreeableness and neuroticism. It is believed Cambridge Analytica then 
combined this with other sources of data, such as voter records held by 
SCL, to help inform targeting of individuals in key marginal US states with 
personalised advertising during the presidential election process. At the 
time of writing in April 2019, more detail keeps emerging, with a report 
from the Canadian Privacy Commissioner the latest example, but the full 
facts must await the end of the UK ICO inquiry in late 2019.19 

Kogan had developed his app after working in the same department 
where Michael Kosinski and colleagues had previously identified how it 
was possible to understand key personality traits of individuals by analysing 
their Facebook likes. Facebook subsequently suspended the MyPersonality 
app on which the Kosinski research had been developed.20 Kogan shared 
some of the data accessed from Facebook with others, including a com­
pany called Euonia Technologies, founded by Christopher Wylie, who sub­
sequently came to be the whistleblower who provided information to the 
Observer’s Carole Cadwalladr. 

Kogan was able to develop his app as a result of Facebook’s platform 
strategy. In 2008, Facebook launched version 1 of its Graph Application 
Platform Interface (API). This allowed app developers to access Facebook 
data concerning Facebook users and their friends. According to the ICO, 
‘Facebook did not take sufficient steps to prevent apps from collecting data 
in contravention of data protection law’. 

Facebook made changes to its developer platform in 2014 after an audit 
by the Irish Data Protection Commissioner, as the lead European data pro­
tection authority for Facebook, which reduced the ability of apps to access 
information about their users and about the Facebook friends of their 
users. There was a one-year grace period until May 2015 for some of these 
apps. The Information Commissioner said, ‘it was during this grace period 
that the GSR app accessed the majority of its information’. 

In December 2015, the Guardian newspaper ran an extensive article 
about the Ted Cruz campaign and how it was using ‘pyschographics’ devel­
oped by Cambridge Analytica, based on Facebook data that might have been 
harvested from Facebook users without their permission. Facebook asked 
Cambridge Analytica to delete the data that it held and any derivative data. 
Facebook undertook no forensic checks to ensure that deletion had taken 
place, and the ICO has said that Facebook’s actions were ‘ineffective and 
slow’. Mark Zuckerberg has publicly said that he did not know Cambridge 
Analytica had failed to delete the data until the stories broke in March 2018. 
Challenged in the US Senate, Zuckerberg appeared unaware that Kogan’s 
terms of service allowed him to sell the data he collected.21 

Kogan told the Senate he had made Facebook aware in the Spring of 2015. 
Who in Facebook knew what and when is under scrutiny in a Washington, 
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DC, court, where the district attorney-general has filed suit against Face-
book. The UK ICO has said that senior people in Facebook were aware of 
the data breach ‘in 2014–15’. She did not have evidence that Mark Zuck­
erberg knew, but ‘that is not to say that he did not know’. Facebook had 
also employed Kogan’s former GSR partner, Joseph Chancellor, as a virtual 
reality researcher in 2015 until it confirmed in September 2018 that he no 
longer worked for the company. Zuckerberg says Facebook may sue Kogan. 
Kogan is now suing Facebook.22 

The House of Commons DCMS Select Committee has said ‘it was a pro­
found failure of governance within Facebook’ that the matter wasn’t imme­
diately referred to Mark Zuckerberg in 2015. The Information Commissioner 
issued its maximum possible fine of £500,000 to Facebook in October 2018, 
because of Facebook’s ‘repeated failures’ to protect users’ data. At least 
one million UK users had been put at risk. The Information Commissioner, 
Elizabeth Denham, had previously been acting Privacy Commissioner in 
Canada, where she had carried out a previous inquiry into Facebook in 2008, 
‘which laid bare the business model of Facebook’. Ms Denham said that she 
felt that Facebook ‘has looked at the Canadian finding and the Canadian 
and Irish recommendations more as advice’. Facebook would not change its 
business model without a legal order compelling it to do so.23 

Facebook has also purchased data from data brokers to supplement Face-
book data to target Facebook users, though in March 2018, Facebook said 
it would no longer do this. They would be shutting down Facebook Partner 
Categories. Facebook has sought to give the impression that it was GDPR-
compliant – even that it considered GDPR a possible gold standard for data 
protection globally. The Irish DPC said at the end of 2018 it is currently 
examining ten possible breaches of GDPR by Facebook.24 

In his House of Representatives’ hearing in April 2018, Congressman 
Lujan asked Mark Zuckerberg about the collection of data on non-Facebook 
users: 

LUJAN: So these are called shadow profiles? Is that what they’ve been 
referred to by some? 

ZUCKERBERG: Congressman, I’m not – I’m not familiar with that . . . 

In fact, Facebook had called these ‘dark profiles’. Former Facebook 
employee Kate Losse says that Facebook’s product team created ‘dark pro­
files’ in the autumn of 2006: hidden profiles of people who were not yet 
on Facebook but whose photographs had been tagged on the site. Face-
book subsequently said, ‘We do not create profiles for non-Facebook users, 
nor do we use browser and app logs for non-Facebook users to show tar­
geted ads from our advertisers to them or otherwise seek to personalize the 
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content they see’. That leaves open the question of whether they had done 
so in the past.25 

Mark Zuckerberg told the Senate in April 2018 that he could technically 
look at a user’s file ‘but it would be a massive breach’. Losse says that 
Facebook employees who had ‘super access’ – the facility to view anyone’s 
data regardless of privacy settings – never wanted to lose it. According to a 
report from security journalist Brian Krebs in March 2019, Facebook stored 
600 million user account passwords without encryption and viewable as 
plain text by 20,000 company employees. Both of these matters are serious 
issues: under GDPR, shadow profiles are likely to be illegal, and storing 
user passwords in plain text with mass access is likely to be a major breach 
of basic rules on data storage.26 

Since the Cambridge Analytica scandal, journalists have been very 
alive to further Facebook data issues. Facebook is reportedly under crimi­
nal investigation over data-sharing with device manufacturers. The SEC 
and the judiciary department are looking into its data issues as is the FTC. 
Among potentially the most serious issues was the April 2019 disclosure 
that Facebook may have harvested 1.5 million users’ email contacts, now 
under investigation in Europe as well. Losse says, ‘At Facebook, you had to 
always assume surveillance, as that was our business’.27 

Algorithms 
In March 2019, Facebook began to explain to users how News Feed worked, 
in a feature it planned to roll out worldwide. Research shows that most peo­
ple do not understand how the News Feed operates. Facebook’s algorithms 
have been extensively analysed by Taina Bucher: Edgerank (as it was known 
then) judged every interaction a user makes, and Graphrank sifted these for 
meaningful patterns. Facebook algorithms rank objects (e.g., photographs), 
the user and what Facebook calls ‘edges’ – interactions. There are a number 
of elements to this ranking: the available range of stories; the data points or 
signals that can inform ranking decisions; the predictions which Facebook 
makes, based on what it knows about you, as to how likely you are to engage 
with a story, liking, commenting or sharing it with friends, hide it or mark it 
as spam; and a score for the relevancy of that story to you. Time decay – i.e., 
the length of time between postings – is also a factor. Sharing an item was 
worth more than commenting, and commenting worth more than liking.28 

The legal scholar Karen Yeung argues that what we are seeing today is 
a process of algorithmic ‘nudges’ which shape user choices ‘through pro­
cesses that are subtle, unobtrusive yet extraordinarily powerful’. The News 
Feed, say Parker et al. ‘is a classic multiuser feedback loop’. The average 
user has access to about 1,500 posts daily, but Facebook estimates that we 
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see about 10% of everything posted by our friends and other organisations 
with whom we have engaged. Instagram moved from a chronologically 
sorted to an algorithmically organised feed in 2016.29 

After Facebook was forced to give evidence to Congress in 2017 about 
the impact of Russian advertising and fake news, the company announced 
further changes to News Feed in January 2018. These were designed to 
ensure that ‘meaningful social interactions’ were prioritised: users were 
likely to see fewer stories from news organisations. Facebook wanted to 
prioritise friends and family. This was not a new claim. In making changes 
to the News Feed in June 2016, Facebook said, ‘Today, we’re announcing 
an update to News Feed that helps you see more posts from your friends and 
family’. They admitted then, ‘we do this not only because we believe it’s the 
right thing but also because it’s good for our business’.30 

A simpler algorithm drives the nudges to connect with new people on 
Facebook, known as the ‘People You May Know’ feature. This has on occa­
sions proved controversial with users. It has surfaced abusive partners, 
estranged relatives, patients of doctors, sperm donors and their offspring, 
sex workers and clients amongst others and friends who have passed away. 
The UK Online Harms White Paper suggests giving an online regulator the 
right to test and inspect algorithms.31 

Attention 
Social media have given us an ever-increasing flow of information, from 
the latest uploaded family photographs to entertaining videos about domes­
tic animals to news gobbets designed to shape outraged reactions. Atten­
tion is a scarce commodity. The commercial battle for our attention is not a 
new one, as Tim Wu explains, arguing that ‘advertising was the conversion 
engine that, with astonishing efficiency, turned the cash crop of attention 
into an industrial commodity’. Facebook, with more data than most, can 
afford to run thousands of experiments to assess the effectiveness of its 
attempts to keep us locked in its system. 

This is not, of course, accidental. This attention economy developed an 
intensity in the 1990s once Silicon Valley’s surveillance capitalism demanded 
that new digital services supplying content should be free to users, as this 
dictated that advertising based on data-mining would be the dominant rev­
enue source. Web-based and subsequently app-based technologies offered 
new opportunities for advertisers who began to move away from brand-
building to targeting. At Silicon Valley’s Stanford University, there is even a 
Persuasive Technology Laboratory, where the study of what is called ‘cap­
tology’ is undertaken to find ways of making people click more and remain 
within an app universe. Advertisers are concerned about ‘dwell time’.32 
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Facebook’s growth team, ‘aggressively focused on engagement’, has 
become extraordinarily good at managing the attention economy, finding 
ways to bring people onto the platform and keep them there, developing 
the new metrics of engagement – for example, monthly active users – in a 
practice called ‘growth accounting’. They also developed the ‘People You 
May Know’ feature. Another example is the Facebook notification icon: 
originally blue, it was changed to red when no one used it, according to 
former Google manager Tristan Harris, founder of Time Well Spent: red, he 
says, ‘is a trigger colour’, explaining why it is used as an alarm signal. This 
inevitably has been accelerated by the smartphone, always on and always 
connected to the web.33 

Addiction 
In her analysis of the use of social media by teenagers, danah boyd notes 
that new technologies often provoke moral panics about their supposed dan­
gers. She notes that some do come to form an unhealthy relationship with 
smartphones and apps, in terms of what might be called ‘behavioural com­
pulsions’. She also notes how people speak ‘jocularly’ about their addiction 
to social media. She is right to stress that the dangers of ‘addiction’ and 
behavioural compulsion can be over-stated. However, an increasing num­
ber of scientists are now raising questions about the engineered addictive 
qualities of social media: ‘legalised crack’, as Martinez calls it. One study 
suggested just seeing the Facebook logo can provoke a craving for social 
media. Infamously, Facebook ran an experiment in 2014 alongside Cornell 
University that demonstrated the company’s ability to influence emotional 
responses positively or negatively. 

Respected psychologists and neuroscientists state that Facebook encour­
ages the release of dopamine into the brain, an organic chemical associated 
with pleasurable feelings. By posting pleasurable messages, we are also 
seeking to raise the level of Oxycontin in respondents so that they like what 
we have posted. This helps raise our sense of esteem. Whether or not this is a 
matter of addiction, defined as a state of dependence, remains contested, but 
these features are designed into social media such as Facebook. Some argue 
that the appeal of social networking is rooted in biological urges which we 
may not understand. Prominent former Facebook employees and advisers 
have also weighed in against Facebook’s dopamine-driven behavioural tox­
icity. Roger McNamee says this is a public health crisis: he is particularly 
scathing about the creation of Messenger Kids, launched in 2017, against 
the advice of many child health experts. Several of those who vetted it had 
been funded by Facebook.34 
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The interaction of young people with social media has become a signifi­
cant, but arguably under-researched, area of public policy. Although plat­
forms such as Facebook have an age limit of 13, restricting when young 
people can join, research has shown that many children younger than 13 
do access social media.35 The use of ‘13’ as an age limit derives from the 
Children’s Online Privacy Protection Act of 1998 in the United States, 
which pre-dates the creation of major social networks like Facebook. John 
Carr, Secretary of the UK Children’s Charities Coalition on Internet Safety 
and adviser to the Internet Watch Foundation, says that the age limit of 13 
has not been properly researched and that when the European Union was 
adopting the GDPR, the original proposed single EU-wide age limit of 13 
was instead converted at the last minute into a range from 13 to 16, with 
individual member states left free to choose: a variety of age limits now 
exist. Social psychologist Sonia Livingstone, who is leading a significant 
research project on children’s data and privacy online, points out that chil­
dren’s voices are ‘particularly absent’ from national or international delib­
erations on online issues. With time spent by young people online doubling 
over the last decade, this has become an area of increasing controversy, but 
research has produced mixed results, suggesting correlation but not neces­
sarily causation of harm to mental health. But most would advocate taking 
a precautionary approach, and the ICO has launched a Code of Practice to 
protect children and young people online, setting out standards for age-
appropriate design for online services, with privacy by default settings. This 
is scarcely surprising, given that Facebook executives have marketed the 
ability of their service to identify when teenagers feel insecure or worthless 
or need a confidence boost and therefore are most susceptible to particular 
kinds of marketing.36 

Amplification 
On 15 November 2018, Mark Zuckerberg posted a 5,000-word essay on 
his Facebook page where he confirmed something that had been known 
by researchers for years but which had been downplayed in Facebook 
statements and corporate actions: Facebook’s algorithm prioritised posts 
which were controversial, resulting in ‘polarization and extremism’. 
Zuckerberg said, ‘when left unchecked, people will engage dispropor­
tionately with more sensationalist and provocative content’. Facebook 
research showed that, no matter where the line was drawn, as a piece 
of content got closer to the prohibited line, people would engage with it 
more, even if they didn’t like it. Facebook amplifies extreme and polaris ­
ing content and views.37 
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Zuckerberg said Facebook could address this by ‘penalizing borderline 
content so it gets less distribution and engagement’. To do that, Facebook 
would change its News Feed algorithm and its other ‘recommendation 
systems’. This would depend on developing better-trained artificial intelli­
gence systems. While this would address many challenges, it also reinforces 
Facebook’s power, meaning that much inflammatory content will disappear 
without Facebook having to account for why it has been taken down.38 

danah boyd says Facebook and other social networks provide new affor­
dances ‘for amplifying, recording and spreading information and social acts’. 
Facebook has been used in a systematic way by a range of extremist organi­
sations to recruit new members by leading them through a process of engage­
ment, whereby more and more extreme content is recommended to them. 

Renee DiResta, head of policy at Data for Democracy, writes of how 
extremists develop their views: 

They usually report that their initial exposure started with a question, 
and that a search engine took them to content that they found compel­
ling. They engaged with the content and then found more. They joined a 
few groups, and soon a recommendation engine sent them others.39 

Academic research has shown how conspiracy theories spread fast on 
Facebook and other platforms and how some groups may be more prone to 
believing conspiracy theories, fake news, disinformation and so on. Fact-
checking has no impact on these groups. As DiResta notes, 

When Facebook tried adding fact-checking to misinformation, research­
ers found, counterintuitively, that people doubled down and shared the 
article more when it was disputed. They don’t want you to know, read­
ers claimed, alleging that Facebook was trying to censor controversial 
knowledge. 

Disturbingly, Facebook’s increasing focus on Groups could increase the 
effect of amplification of polarising and extreme material, feeding what the 
legal scholar Cass Sunstein calls ‘the law of group polarization’.40 

The amplification effect of social media has also been cited in respect 
of young people and depression, with the tragedy in the UK in 2017 of the 
young teenager Molly Russell, who took her own life after searching for 
images of self-harm on social media. It transpired that her Instagram feed 
was full of such materials. Following a public outcry in the UK, with calls 
from the Secretary of State for Health for real action by platforms, Insta­
gram announced it was going to pull graphic images of self-harm. Images of 
anorexia also thrive on the platform.41 The problem is that recommendation 
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engines on Facebook and Instagram and other social media can keep ampli­
fying more and more extreme material to people. Perhaps it is no wonder 
that Facebook has embarked on an advertising campaign to explain how 
they have made a tool for people to judge how long they are spending 
online. 
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5 Facebook and the media 

Our goal is to build the perfect personalized newspaper for every person in 
the world. 

– Mark Zuckerberg, 20141 

Facebook has disrupted the global media ecosystem. This chapter assesses 
the dependency relationship which Facebook’s dominance has imposed 
upon the media sector as a whole; the question of whether Facebook itself 
is a media company and the implications which that has for debates on 
media plurality and diversity; the economics of online advertising; the ‘fake 
news’ distraction and the role of Facebook’s News Feed; the decline of trust 
in established media and the rise of especially ‘alt-right’ news sites, which 
has been fuelled by Facebook. 

The dependency relationship 
The UK’s Cairncross review examined how to create a sustainable future 
for journalism. There was a need to reset the ‘unbalanced’ relationship 
between news media organisations and news aggregating platforms, with 
new codes of conduct overseen by a regulator. Cairncross particularly notes 
the decline of UK newspapers: ‘Print circulation has halved over the last ten 
years – national papers from 11.5m daily copies in 2008 to 5.8m in 2018 
and for local papers from 63.4m weekly in 2007 to 31.4m weekly in 2017’. 

These conclusions are borne out by academic research and industry 
surveys. Rasmus Kleis Nielsen and Susan Ganter argued that relation­
ships between media organisations and social media platforms are charac­
terised by ‘a fear of missing out’, by the difficulties of making a realistic 
assessment of the risks and opportunities of new platform initiatives and 
by ‘asymmetry’ in the relationship. News media are now increasingly in a 
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dependent relationship with platforms, which hold structural power and act 
on the basis of their own interests. 

Emily Bell and Taylor Owen showed that platforms not only act as dis­
tribution channels but ‘control what audiences see’ and even what kind 
of journalism flourishes. News organisations are losing out to platforms 
through ‘loss of branding, the lack of audience data, and the migration of 
advertising revenue’. The structure and economics of platforms incentiv­
ises low-quality clickbait over high-quality material, emphasising share and 
scalability over investigative or minority journalism.2 

Media organisations pump out more and more material, in different 
formats, on a variety of platforms, including Facebook’s Instant Articles, 
designed to ensure fast-loading of news stories within the Facebook app 
(with the downside that traffic does not go to their websites), Live Video 
and Instagram Stories. There is an impact on news media branding: research 
shows that users are less likely to notice news sources if they receive the 
material via social media. ‘I saw it on Facebook’ has become something akin 
to folklore. Until recently, there was no branding difference in the Facebook 
News Feed between fake news sites and established and respected news 
outlets: all were formatted in Facebook’s own style.3 

Media organisations had to press Facebook for a year to get their brand­
ing included within Instant Articles. This is not to say that publishers have 
not received revenues: it’s estimated that publishers received $3 billion 
from Facebook in 2016. But by 2018, the Colombia Journalism Review 
suggested that more than half of publishers who originally signed up for 
Instant Articles were no longer using it. 

Harvard scholar Greg Piechota says, ‘Facebook outperforms publish­
ers in all major activities that previously created or captured value in the 
industry – from aggregation to distribution and advertising sales’. Piechota 
surveyed 37 news executives from US and European media brands about 
their relationship with Facebook. He found that Facebook helped increase 
reach and engagement but was not as open as they would like on product 
or algorithm changes – and advertising revenue returns were not sufficient. 
Facebook was felt to privilege some media partners above others.4 

Premium-brand publishers are in a stronger position. I asked New York 
Times (NYT) chief executive Mark Thompson about their Facebook rela­
tionship at the 2019 Oxford Media Convention in open session. He said that 
it was ‘complicated and interesting’. Facebook could be useful for getting 
the message out and as a marketing channel for subscriptions. The NYT 
will also advertise on Facebook to encourage those who see their content 
to become subscribers. But they limit the number of stories that they make 
available on Facebook.5 
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The economic model for news journalism was eroded as newspapers 
became unbundled, with Craigslist grabbing classified advertising and 
Google display, and the vertical integration of media organisations as 
revenue-raising distribution engines was disrupted.6 

Media companies are dependent on changes to Facebook’s News Feed. 
In late 2013, Facebook began to serve ads inviting users to like media 
pages, which caused a massive increase in traffic to media companies. But 
subsequent changes to the News Feed algorithm had a significant impact 
on traffic on particular digital news sites, when Facebook made algorithm 
changes to balance ‘content from Friends and Pages’ and reduce clickbait. 
Further changes to the News Feed in January 2018 have pushed up angry 
reactions and news on divisive topics.7 

In 2015, Facebook adjusted the algorithm to give video higher visibil­
ity. This ‘pivot to video’ led to many publishers laying off journalists and 
investing instead in video production. Facebook had regular issues with its 
video metrics, which it acknowledged, but in the autumn of 2018, the Wall 
Street Journal revealed that publishers were now claiming in a California 
court case that these metrics were fraudulently, not accidentally, exagger­
ated by Facebook.8 

The Cairncross Review cites research by Dr Rachel Howells in respect 
of the loss of the Port Talbot Guardian in South West Wales and the impact 
that this has had on local democracy. I saw similar issues in my former con­
stituency of the Rhondda in the South Wales Valleys. When I was elected 
to the National Assembly for Wales in 2003, media research suggested that 
60% of local people read the Rhondda Leader, which had a cover price of 32 
pence, its own editor and dedicated local reporters working from an office in 
Pontypridd. By 2016, the newspaper price was over 90 pence, the editorial 
team had long been merged with other reporters, the local office was closed, 
local news content specifically from the Rhondda had significantly reduced 
and copy was often shared with other valleys’ newspapers. NiemanLab has 
found the same phenomenon in the United States. Newspaper circulation 
in the United States has halved since the mid-1980s, and print newspaper 
advertising has fallen from $67 billion in 2000 to below $20 billion today, 
with US newspapers cutting 45% of their employees between 2008 and 
2017; regional and local newspaper circulation has halved in Britain over 
the last decade, with a net loss of 245 titles.9 

Is Facebook a media company? 
Media organisations, and many academics, have argued that Facebook should 
be regarded as a media company or a publisher. Facebook has resisted such 
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a definition, even though when announcing changes to the Facebook News 
Feed in 2013, Mark Zuckerberg said ‘What we’re trying to do is give eve­
ryone in the world the best personalised newspaper we can’. More surpris­
ingly, seeking to resist the California court case brought by the app-maker 
Six4Three, Facebook lawyers said that the right to deny data to Six4Three 
and other developers was ‘a quintessential publisher function’ comparing 
this to the right of a newspaper. Yet Facebook continued to claim publicly 
that it was a technology company, not a media company.10 

As Facebook announced that it was entering the market for original and 
licensed video content in December 2016, with Facebook Watch joining 
Facebook Live as an opening for media content, Mark Zuckerberg said that 

Facebook is a new kind of platform. It’s not a traditional technology 
company. It’s not a traditional media company. 

In January 2017, Facebook announced its journalism project, a new pro-
gramme ‘to establish stronger ties between Facebook and the news indus­
try’, with three main elements: new collaborative tools for news journalism; 
training and tools for journalists; and training and tools for everyone else. 
Facebook now also shows major sports in the US and oversees.11 

On a definitional basis, some argue that media companies create, post, 
curate, distribute and monetise content, although in the UK, Channel Four, 
for example, has operated on a publisher-broadcaster model of publishing 
content produced by others. Facebook’s algorithm curates content, and it 
produces edited videos of users’ activity for them to post to their pages. 
Natali Helberger has argued that we should consider Facebook as a ‘social 
editor’: the design choices of the Facebook algorithm shapes how users 
consume news. Facebook’s famous censorship of the naked young Viet­
namese girl fleeing Napalm, which became the subject of a row with the 
editor of the Norwegian newspaper Aftenposten and the Norwegian prime 
minister, its regular censorship of breast-feeding photographs, breast cancer 
awareness programmes, naked statues and many other examples, as well as 
deliberate actions to remove material offensive to governments around the 
world are all examples of an editorial role being played. Gillespie says that 
the switch from a chronological news feed to an algorithmically curated one 
meant that Facebook had started to produce ‘a media commodity’.12 

The Australian Competition and Consumer Commission (ACCC) has 
said platforms like Facebook ‘increasingly perform similar functions as 
news media businesses such as selecting, publishing and ranking content, 
including significant amounts of news media content’. Academics and pol­
icy advocates have argued that platforms like Facebook need to be incor­
porated into sector-specific legislation on media plurality and diversity, 
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designed to support a healthy public sphere with diverse media sources, 
content and exposure.13 Facebook may be a publisher or a media company, 
but it is also an advertising platform, and analysing its role in the advertising 
market is key to addressing issues of market power. 

The economics of online advertising 
Current estimates are that the Facebook and Google duopoly account for a 
higher proportion of digital advertising revenue in the UK than in the US. 
Facebook’s share was estimated at 22.7% in the UK in 2018 and Insta­
gram’s 4.9%. Facebook is forecast to grow to 28% by 2021 and Instagram 
to 9.4%. Google is forecast to decline from 40% in 2018 to 36.7% in 2021.14 

Concentration of online and especially mobile advertising on two par­
ticularly dominant players such as Facebook and Google limits funding 
diversity with all its implications for source, content and exposure diversity, 
and the advertising industry has been at the forefront of recent criticisms 
of digital platforms. In the UK, a series of reports have now called for a 
Competition and Markets authority investigation into duopoly dominance 
of online advertising.15 

In Australia, a market inquiry has already been undertaken on some 
of these issues. The Australian Competition and Consumer Commission 
(ACCC) found that both Facebook and Google had ‘substantial market 
power’ in certain markets. Sixty-eight per cent of advertising spend is 
going to the duopoly. The ACCC has said that they need particular scrutiny, 
because they are vertically integrated, that is, present at multiple levels of 
the same supply chain. Facebook is vertically integrated through the Face-
book audience network and the services offered on Facebook platforms. The 
European Commission fined Google $1.7 billion for competition breaches 
in respect of its online advertising operation in March 2019. 

The ACCC has found that there is a lack of transparency which means 
that ‘advertisers do not know what they are paying for, where their adver­
tisements are being displayed, and to whom’. As different regulatory con­
ditions apply to digital platforms from media companies, the ACCC says 
there is a ‘regulatory imbalance’ which may provide an unfair advantage 
to platforms ‘in attracting advertising expenditure.’ The ACCC said there 
may be merit in a regulator monitoring the digital advertising market in 
respect of the behaviours of dominant players and the pricing of digital 
advertising.16 Meanwhile, a US FTC Commissioner has also suggested 
that behavioural advertising technologies ‘radically alter the relationship 
between platform, user, and content’. The German Cartel Authority has of 
course called Facebook’s entire advertising model into question, unless it 
gets direct consent from users.17 
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Researchers Vian Bakir and Andrew McStay have called the modern fake 
news phenomenon an issue of the ‘economics of emotion’. They suggest 
that the solution lies in part with the advertising industry and its potential 
to discipline the platforms. There has been a fightback against what New 
York Times chief executive Mark Thompson called the ‘nightmarish joke’ 
of the digital advertising market, with Proctor and Gamble and Unilever, 
the two largest global advertisers, in the lead. Proctor and Gamble slashed 
$200 million from its digital advertising budget without seeing any negative 
impact on its bottom line. Unilever said it would move money from sites 
that could not prove that the ads were being seen by humans rather than 
robots. Media stories in 2017 demonstrated that reputable companies were 
advertising, without knowing it, next to terrorist, hate-speech, criminal or 
pornographic content.18 

The ‘fake news’ distraction 
Facebook’s role in news distribution rode to the top of the political agenda 
in many countries, following the 2016 UK Brexit referendum outcome and 
the election of Donald Trump in the US.19 Buzzfeed’s Craig Silverman 
reported that fake news stories – such as the idea that the pope had endorsed 
Trump – recorded more engagements on Facebook than did real news items 
in the period from August to November 2016. Silverman and his colleague 
Lawrence Alexander also found fake news factories in a variety of places, 
perhaps most surprisingly, the town of Veles in Macedonia, where teenagers 
were reported to be earning good incomes from manufacturing items set to 
appeal to Trump supporters. Fake news ‘factories’ were also recorded closer 
to home. Within weeks of his election, President Trump had appropriated 
the words to use against media outlets with which he disagreed. 

Media scholar Dr Claire Wardle sought definitional clarity over the term 
fake news, which she called ‘a woefully inadequate phrase’. Her work has 
been influential in policy terms, particularly at a European level. She and 
others successfully expanded the discussion from a narrow focus on ‘fake 
news’ to a conceptually richer examination of misinformation, disinforma­
tion and what she and Hossein Derakhshan have called mal-information. 
Meanwhile, the EU’s high-level group (EC, 2018) has produced a series of 
recommendations which offer proposals for countering fake news and dis­
information without introducing content censorship. The group favoured 
use of the term disinformation to cover all kinds of false, inaccurate or 
misleading information and urged multi-stakeholder collaboration to 
address the problems, based on a Code of Practices reflecting the varying 
responsibilities of different stakeholders, with public authorities taking an 
enabling role.20 
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Immediately after the US election, the respected digital sociologist Zeynep 
Tufekci tweeted that Facebook’s News Feed algorithm had been central to 
its outcome. Tufekci had been an early critic of the algorithmic sorting of 
Facebook’s News Feed and challenged the company’s own research which 
sought to dispel the notion that it created a filter bubble. She had demon­
strated that the News Feed had diminished coverage of the shooting by Fer­
guson, Missouri, police of an African-American male, Michael Brown, in 
August 2014 and the protests that took place following this, while elevating 
coverage of the ice-bucket charity challenge. As she said, the News Feed 
algorithm is ‘dynamic, all but invisible, and individually tailored’.21 

There are clear economic incentives for purveyors of fake news and dis­
information: more likes, more shares and more clicks lead to more money 
for Facebook pages and Facebook as a platform. As one former Facebook 
product manager posted in November 2016, 

Sadly, News Feed optimizes for engagement. As we’ve learned in this 
election, bullshit is highly engaging. 

Users who are made angry or anxious by particular posts are more likely 
to share such items, particularly if they are members of networks driven by 
particular partisan beliefs, such as conspiracy theorists. Extensive research 
by Cambridge University in the UK recently identified the prevalence of a 
range of conspiracy theories where significant numbers believed the author­
ities were keeping facts from them. These included doubts about immigra­
tion figures, belief in a Muslim plot to take over, anti-vaccination theories 
and hostility to global warming.22 

Survey evidence has suggested that most Facebook users are unaware 
that an algorithm does the sorting of their News Feed. For a significant 
period after 2016, the key questions were whether Facebook’s News Feed 
acted, as Pariser has suggested, as a filter bubble or, as Sunstein has argued, 
allowed the easier formulation of echo chambers. Stereotypical ‘conserva­
tive’ and ‘liberal’ News Feeds were rigged up to demonstrate the potentially 
divisive nature of the distribution effects.23 

Academic commentators started to unpick some of the reasoning behind 
the claims that Facebook’s News Feed could have dictated the outcome of 
the result, pointing to decades of research on media campaign and persua­
sion effects and influence in psychology, media studies and political science. 
People often receive their news mediated by social context (e.g., the shar­
ing by community or national opinion-formers, which post-war research by 
Katz and Lazarsfeld termed the ‘two-step’ flow of communication). There­
fore, the assumption that individuals cast their votes because of the nature 
of the news they consumed through their Facebook News Feed was overly 
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simplistic. There is significant research evidence to suggest that people, 
including heavy Facebook users, are not insulated from other perspectives, 
and that their media diets include news likely to challenge their political atti­
tudes; that pre-existing views profoundly shape people’s beliefs, as we have 
a tendency to confirmation bias, or homophily; and that people with different 
political views will derive different meanings from news presented to them: 
their receptivity is grounded in attitudinal and contextual ways. Additionally, 
while fake news was widely read and shared, the extent that individual US 
citizens were exposed to fake news should not be over-estimated, televi­
sion news was a more significant source, the news selections of print and 
broadcast journalism gave more attention to Hillary Clinton’s emails than 
her policies and so on. Other research showed that the bulk of visits to and 
sharing of ‘fake news’ items came from a very small section of the overall 
electorate and that partisan identification played an important role in this.24 

Social media organisations like Facebook present political news and 
opinion in the News Feed in the context of a flow of personal news and 
engagement, gossip, sport and celebrity commentary, which means users 
may encounter views that they would otherwise avoid. Understanding the 
difference between exposure to news and consumption of such information 
is important, with social media’s interactivity and engagement by users pro­
viding one element of that understanding. Sharing of news items by friends 
and family members trumps selection by partisan identification. Martin 
Moore says that by leveraging the power of friends, Facebook enables the 
hacking of Katz and Lazarsfeld’s two-step flow. What happens, says Alice 
Marwick in an important recent article, is that ‘virtually every story is aug­
mented with someone’s opinion’. She says that scholars and journalists are 
only just ‘beginning to understand the myriad impacts of social sharing’. In 
seeking to develop a ‘sociotechnical’ model of media effects, she says, ‘fake 
news’ must be understood as part of ‘a larger media ecosystem’. It is not 
simply a problem of pre-existing polarisation, of online advertising or algo­
rithmic sorting, of a more sustained extreme right politics or right-tilting 
media environment: all of these things matter.25 

Attention has increasingly switched to the closely integrated alt-right 
news network, which includes a wide variety of online publications and 
news stations, websites and Facebook groups and advertising identified 
shortly after the 2016 election by Dr Jonathan Albright. Albright demon­
strated that while Facebook certainly performed an amplifying and enraging 
function, the real issue was the sourcing of the original output from within 
the highly integrated alt-right media ecosystem of real-time propaganda. 
Research by Jose van Dijck and others shows that Facebook ‘substantially 
contributed to the development of an insulated right-wing media system’. 
The most substantial research on the subject says that the fundamental 
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explanation cannot be blamed on Facebook, new technology or indeed Rus­
sian propaganda. While these are important, there is a danger, argue Yochai 
Benkler and others, in short-term approaches, which could fail to address 
long-term trends. Their data support the claim of President Trump’s cam­
paign manager, Steve Bannon, that ‘Facebook is what propelled Breitbart 
to a massive audience’. But Facebook’s was the primary source of news for 
only 7% of Donald Trump voters, compared with Fox News which was the 
primary source for 40% of them.26 

Mark Zuckerberg initially responded after the US election that the idea 
that Facebook had caused the election outcome was ‘a pretty crazy idea’. 
Within a week of the election, he had announced a series of initiatives that 
Facebook was going to take to address the problem of ‘misinformation’, 
including reducing incentives to share fake news and introducing fact-
checking, and by September 2017, he was apologising for his initial reac­
tion. By early 2019, however, a number of fact-checking organisations, such 
as Snopes, had given up on helping Facebook. Around the world, Facebook 
was working with 43 fact-checking organisations in 24 different languages – 
but at the beginning of 2019, it imposed a monthly payment cap, typically 
40 articles per month per agency. But Facebook also moved to downgrade 
the News Feed impact of groups that repeatedly shared misinformation.27 

Facebook has of course been on the defensive about the News Feed since 
2016 when Gizmodo suggested that human moderators were reducing the 
quantity of US conservative news seen. Mark Zuckerberg allegedly had to 
re-assure conservative politicians and publishers that there would be no bias 
against them, and human monitoring was reduced. Indeed, staff who per­
formed an editorial curation role left the company in 2016 and subsequently 
had a few choice things to say about the ‘fake news’ scandal after the US 
presidential election. Trending Topics was closed down in 2018.28 

One of Mark Zuckerberg’s solutions when the News Feed algorithm was 
changed again in January 2018 was to suggest that trusted sources could be 
elevated in the News Feed and that views of what outlets should be trusted 
could be out-sourced to Facebook users. Zuckerberg said, 

The hard question we’ve struggled with is how to decide what news 
sources are broadly trusted in a world with so much division. We could 
try to make that decision ourselves, but that’s not something we’re 
comfortable with. . . . We decided that having the community determine 
which sources are broadly trusted would be most objective.29 

Yet surveys in the US indicate strong partisan alignment in respect of trust 
in established media organisations and indeed social media. Trust in main­
stream media institutions from organisations on the right of politics has 



66 Facebook and the media  

 

 

 
 

  

diminished particularly in the United States following the ending of the 
Fairness doctrine in the 1980s, the growth of shock-jocks and the launch 
of Fox News. Measurement of trust in the media and journalism generally, 
as distinct from specific news organisations such as (say) the BBC or the 
New York Times, often produces highly negative results. Trust in the media 
was measured across 37 countries by the Reuter’s Institute (2018), showing 
variable degrees of media trust in different countries, but there was a ten­
dency for people to trust the media that they themselves used. The decline 
in trust pre-dates Facebook. Gallup records trust in journalism as having 
plunged from 72% in 1976 to 32% in 2016 – and only 14% among Republi­
cans. Perhaps encouragingly there has been a recovery from that low point, 
although trust among Republicans remains at only 21%.30 

While some have called for Facebook to undertake proper editorial cura­
tion, creating a hierarchy of trusted news outlets, others worry about the 
power that this gives Facebook. Trust in media, as we have seen, is con­
textual, influenced by personal preference and experience and social and 
historical events. 

Funding quality journalism 
One of the recommendations of the Cairncross Review is that ways should 
be found to ensure greater prominence for quality news. Some major 
newspaper brands have been able to generate subscriber and membership 
income at a meaningful level and have been able to leverage their brands 
for advertising revenue. Facebook’s Journalism Project has committed to 
spending $300 million to help local newsrooms in local papers around the 
United States and local journalists in other countries, spending for example 
£4.5 million on 80 local journalists in the UK. However, Facebook said in 
March 2019 that 40% of people in the United States lived in areas where 
there were no local newspapers at all, making it impossible to support local 
journalism in those areas.31 

There have been calls for Facebook to support quality journalism through 
the payment of ‘carriage fees’. Media organisations have argued for some 
time that Facebook – and Google – is developing its social network by 
raising advertising revenues against media content circulated sometimes 
illegally by users, and they should be compensated for this. In 2019, the 
European Union adopted a new Copyright Directive opposed by the Big 
Tech companies. One response to this by Facebook, dressed in the guise 
of supporting journalism, has been to suggest that its role in this might be 
to build a dedicated section of its website for ‘trusted’ news. Since Face-
book will have to compensate publishers under the Copyright Directive in 
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two years’ time, this could simply be a reactive move. Other moves under 
consideration by lawmakers and regulators include varying anti-trust law, 
allowing news organisations to negotiate collectively with platforms, and 
a recent suggestion that platforms should lose their Section 230 protection 
under the 1996 Communications Decency Act, one of the foundations of US 
regulation in the Internet era, since they are no longer passive conveyors of 
user-generated content but are instead actively soliciting, algorithmically 
sorting and repurposing content.32 

Cairncross suggested direct funding including innovation funding for 
public-interest news and tax reliefs for publishers for online news and local 
and investigative news. Some countries of course have newspaper subsidies 
in place. Meanwhile, a variety of organisations have suggested a levy on 
online platform profits to support quality journalism. Meanwhile, Facebook 
provides its own subsidies through sponsored content relationships with news 
media organisations to promote its arguments and downplay criticisms.33 
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6 Facebook and democracy 

We hope to change how people relate to their governments and social 
institutions. 

– Mark Zuckerberg, 20121 

On November 16, 2010, FBI Director Robert Mueller burst into a meeting 
in Facebook’s Silicon Valley headquarters to meet and shake hands with 
Mark Zuckerberg. Mueller was at Facebook because Zuckerberg had ‘a bet­
ter database’ than the FBI did.2 

The word democracy barely features in Mark Zuckerberg’s notorious 
5,737-word 2017 ‘manifesto’. Zuckerberg noted that 

In recent campaigns around the world – from India and Indonesia 
across Europe to the United States – we’ve seen the candidate with the 
largest and most engaged following on Facebook usually wins.3 

Instead of democracy or democratisation, ‘Facebook stands for bringing us 
closer together and building a global community.’ Connect or connection are 
the most frequently used words to describe Facebook’s role in ‘building global 
community’. This is a populist, not a democratic, formulation. Facebook lacks 
a normative view of democracy, is prepared to make political accommoda­
tions in the interest of its business and offers a platform for those opposed to 
the kind of liberal democracy which brought Facebook into being.4 

Democracy demands more than efforts to safeguard the security of elec­
tions: it demands support for democratic institutions. Facebook stands 
implicated as a platform for state-sponsored cyber-warfare, terrorism, hate 
speech, child abuse, human rights abuses and even genocide. 

Facebook, elections and referendums 
Ian Lucas MP, a critical voice on the House of Commons DCMS Select 
Committee, has said, ‘Facebook is the most important platform in election 
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campaigns in the UK.’ Facebook facilitates data-driven electioneering: 
building the audience, segmenting it, message creation and testing, message 
targeting and delivery and fundraising. The Trump campaign spent an esti­
mated $70–90 million on Facebook advertising and raised $250–280 mil­
lion.5 Facebook staff were embedded in the Trump and Clinton campaigns 
to assist campaign operatives in their targeting.6 

The importance of Facebook advertising for the Trump campaign has 
been emphasised by Campaign Director Steve Bannon and others. Sophis­
ticated advertising techniques were utilised to test and market different 
variations of advertisements to different demographic groups and in dif­
ferent geographic areas. Data analytics teams, including staff from Cam­
bridge Analytica, used 5,000 data points on 200 million Americans, to target 
advertising, raise funds and schedule events and determine in which states 
to focus campaign efforts, including a specific focus on Michigan, Wis­
consin and Pennsylvania in the last few days of the campaign. The data of 
30 million US citizens obtained by Cambridge Analytica was used in the US 
election. The chair of the DCMS Select Committee, Damian Collins, MP, 
has said that the UK Information Commissioner had found evidence that 
data had been accessed from Russia. The political communications special­
ist Kathleen Hall Jamieson has demonstrated how the Trump and Russian 
campaigns reinforced one another’s targeting.7 

The most important tools used by the Trump campaign were Facebook’s 
standard advertising offerings – Custom Audiences, loading in all known 
Trump supporters and segmenting them by race, gender, location and other 
attributes; then the Lookalike Audiences tool to find people with similar 
interests and qualities; and testing advertising using other Facebook mar­
keting tools. Negative advertising was developed to suppress voting turn­
out by demographic groups or areas likely to be sympathetic to Hillary 
Clinton. These were often personally targeted and invisible to other users 
(‘dark posts’ and ‘dark ads’). The provocative Trump ads may have drawn 
more engagement, pushing down their cost. In its answer to the Senate on 
these issues, Facebook merely says that it offered ‘identical support’ to both 
campaigns.8 

The UK’s referendum on Brexit was a test-bed. Roger McNamee has 
said, ‘it seemed likely that Facebook might have had a big impact on the 
vote because one side’s message was perfect for the algorithms and the oth­
er’s wasn’t’. The Observer’s award-winning journalist Carole Cadwalladr 
was the first to point to the role of an obscure Canadian digital advertising 
and software company AggregateIQ and its links with the Leave campaign. 
The UK Information Commissioner (ICO) subsequently found that Aggre­
gate IQ had significant links to Cambridge Analytica.9 

AggregateIQ placed significant numbers of advertisements on Facebook 
for Leave: about 1 billion targeted advertisements were served, mainly on 
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Facebook. Different versions were tested. For some time, AggregateIQ car­
ried a testimonial on its website from the campaign director of the official 
Vote Leave campaign, Dominic Cummings: 

Without doubt, the Vote Leave campaign owes a great deal of its suc­
cess to AggregateIQ. We couldn’t have done it without them.10 

Cummings himself has said that UK electoral laws are not fit for the digi­
tal age. The various Leave campaigns, official and unofficial, have been 
fined for election law and data law breaches, and there is a National Crime 
Agency investigation into the sources of funding of one of the campaigns. 
One prominent British academic has testified that overspending by the vari­
ous Leave campaigns could have swayed the Brexit vote in the UK. All of 
these issues have been the subject of legislative inquiries in the US, the UK, 
Canada and the European Parliament.11 

There is nothing wrong with political parties using Facebook adver­
tising. Earlier campaigns, such as Obama’s 2012 presidential campaign, 
had developed sophisticated data targeting operations, which were closely 
integrated with Facebook’s systems, though there is no suggestion that 
they contracted with any parties who illicitly had access to Facebook 
data.12 

The issue of micro-targeting, of dark advertising and dark posts paid 
for by dark money, where adverts are seen by limited groups of people 
and the source and its funding are not declared, has become a signifi ­
cant focus of concern. Traditionally, there has been relative transparency 
in political advertising, and it has been regulated. Key to this has been 
identifying the source of the advertising on print, on posters and in other 
media. Facebook, under pressure, has begun to make changes, compel­
ling political advertisers to have their advertisements pre-authorised, so 
that identity and location can be confirmed, making advertising more 
transparent by publishing who has paid for it and ensuring that ads being 
run from Facebook pages are visible to all through an archive. Legisla­
tion on this has happened in Canada and Australia and is planned in the 
UK.13 

Added to this is the sheer scale and sophistication afforded by big data 
analytics to test messages in volume and target precisely. Facebook has 
run its own campaigns to encourage voter turnout: research suggests that 
its ‘nudges’ can be very effective. There is no transparency about how it 
chooses where to mount these turnout campaigns. Given the concerns that 
exist around Facebook’s attempts to manipulate user emotions, it is no 
wonder that Facebook’s potential power as a political actor should prompt 
demands for tighter regulation.14 
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Facebook and national security 
In January 2017, the three US intelligence agencies concluded that Russian 
President Vladimir Putin ordered a campaign in 2016 to undermine pub­
lic faith in the US democratic process, denigrate Secretary of State Hillary 
Clinton and harm her electability. They added ‘we further assess Putin and 
the Russian Government developed a clear preference for President-elect 
Trump’. In April, Facebook published a security report on interference in 
the elections. Facebook later admitted cutting out references to Russia, 
because of concerns from its legal and policy teams. In the autumn of 2018, 
Facebook came under further pressure about the internal discussions which 
had taken place over what to publish, when the New York Times suggested 
that these had led to serious divisions at the top of the company.15 

Facebook conceded in September 2017 that Russian sources had spent 
about $100,000 on Facebook advertising in the run up to the 2016 elec­
tion. They handed over 3,000 election advertisements paid for by Kremlin-
linked actors, including by the Russian ‘troll factory’, the Internet Research 
Agency. Facebook estimated that 10 million people might have seen the 
advertisements. Research by Dr Jonathan Albright subsequently showed 
that these advertisements, which included classic voter suppression and 
racially divisive advertising, might have been shared hundreds of mil­
lions of times, although before he could complete his research, Facebook 
removed access to the data sets on which he had been working. Instagram 
is not excluded from this. Dr Albright identified 170 Instagram accounts 
spreading Russian propaganda compared to 120 Facebook pages. Facebook 
owned up that Russian ‘memes’ might have reached 126 million people, 
some spread by trolls and ‘sock-puppets’.16 

In February 2018, Special Counsel Robert Mueller handed down 
indictments to several Russian operatives in a case against the Internet 
Research Agency amongst others which stated, ‘the defendants and their 
co-conspirators also created thematic group pages on social media sites, 
particularly on the social media platforms Facebook and Instagram’. These 
weren’t just advertisements: some stimulated people into action, such as 
marches and rallies.17 

In July 2018, Mark Zuckerberg confirmed that Facebook had known 
since 2015 about Russian attempts by the group Advanced Persistent Threat 
(APT) 28 to abuse the platform.18 As far as Russian interference in Brexit is 
concerned, there has been no Mueller equivalent. A Minority Staff report for 
the US Senate Committee on Foreign Relations found that 

the picture of potential Russian meddling in the June referendum vote 
has only begun to come into sharper focus as subsequent elections 
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around the world revealed common elements – false or inflammatory 
stories circulated by bots and trolls. 

Facebook has confirmed to the UK House of Commons that there were 
Russia-linked ads during the Brexit referendum campaign.19 

Terrorism 
Facebook has spoken relatively openly of its work to stop the spread of 
Islamist terrorism on its network, explaining how it uses machine learning 
to detect the bulk of ISIS- or al-Qaeda-related material. Facebook says that 
it has reduced the amount of time reported material stays online signifi­
cantly, though it regards amount of exposure as more important than dura­
tion. Facebook works with law enforcement agencies across the world and 
through the Global Internet Forum to Combat Terrorism, which includes 
Microsoft, Twitter and YouTube. Digital ‘fingerprints’ or ‘hashes’ (image, 
video, audio and text) of identified terrorist material are shared with these 
other providers to permit earlier detection and removal. Millions of pieces 
of terrorist material were taken down in 2018 alone. 

The disinformation researcher Renee DiResta says that social networks 
‘facilitated’ ISIS’s online activities, ‘simultaneously providing a captive 
user base, a virality engine infrastructure, no editorial oversight, and fairly 
limited rules’. 

What ISIS pioneered, she says, Russia learned: essentially, how to exploit 
‘a relatively lawless federated system for reaching mass audiences’. While 
others were focused on Facebook’s ‘fake news problem’, DiResta was 
already warning about the radicalisation effects of Facebook Groups: 

If you join a Facebook Group for a particular topic, it will naturally 
serve you other Groups, Pages, and news content related to that topic. 
Join a couple more, and it’ll look at the people who are common to the 
groups, decide that you are probably something like them, and then 
suggest other Groups based on groups that they are in.20 

Interrogating Facebook data is difficult, and data on private groups is not 
available, Professor Pete Burnap of Cardiff University’s Hatelab explained 
to me, so it is not possible to track with confidence the interactions within 
them. The Counter-Extremism Project has documented in detail how Face­
book’s algorithms have connected ISIS terrorists and potential recruits 
together, making recommendations of people to friend and groups to join. 
In other words, this is a systemic problem, directly linked to Facebook’s 
business model.21 
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Far-right movements and white nationalist terrorism 
Facebook has aided the growth of far-right white nationalist and neo-Nazi 
movements across the world. Donna Zuckerberg says, ‘the election of Don­
ald Trump in 2016 empowered these online communities to be even more 
outspoken about their ideology’. Breitbart, says Martin Moore, acts as a 
bridge between the alt-right and neo-Nazi sites in the US. Daniel Kreiss 
calls it ‘the supporting media for a contemporary white nationalist cultural 
commune that falls under the label of the alt-right’. Facebook was critical 
to Breitbart’s success, Steve Bannon has said. Behavioural scientists work­
ing for the UK security service MI5 have warned ‘social media provides 
a forum in which people can explore their dark thoughts in the company 
of like-minded people’. Extreme and polarising views have been amplified 
into the mainstream, with Facebook central to this.22 

Facebook has been the central communication platform for extreme 
right organisations like the English Defence League (EDL), Britain First 
and the extremist leader Stephen Yaxley-Lennon, also known as Tommy 
Robinson, as well as extreme right movements in mainland Europe. When 
he was banned from Facebook and Instagram in 2019, Yaxley-Lennon 
had a following of one million people. Britain First and the EDL gained 
additional social media support after the terrorist murder of British sol­
dier Lee Rigby on the streets of London in May 2013. Cardiff University 
research has shown that multiple social media platforms, including Face-
book, were used to spread disinformation following the 2017 UK terrorist 
attacks. 

The EDL and Britain First both used emotional videos and tabloid-style 
clickbait posts about immigration and Islam mixed with stories support­
ive of Britain’s troops and remembrance activities to draw in unsuspecting 
innocent supporters as part of their strategy of building support. Pai notes 
how Britain First managed to lead many people to become engaged without 
realising what sort of organisation it was. This approach, as Donna Zucker­
berg explains, is 

a conversion process . . . often called ‘swallowing the red pill’ – a ref­
erence to the famous scene in the film The Matrix (1999) in which 
Morpheus (Laurence Fishburne) offers Neo (Keanu Reeves) a choice to 
return to blissful ignorance or learn the truth about their reality. 

Disinformation may be inculcated on sites like 4chan or Reddit and move 
to Twitter; then, if it is starting to get media traction, it moves to the mass 
market, which is Facebook, where it is placed in Facebook groups to ensure 
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widespread sharing and acceptance. Rebecca Lewis and Alice Marwick 
describe red-pilling thus: 

In far-right circles, one is redpilled when they begin believing a truth 
that is counterfactual to a mainstream belief, which may include white 
supremacy, Holocaust denial, the danger that immigration posits for 
white Americans, the oppression of men by feminists, and so forth. 

The Pizzagate conspiracy theory, which was based on the idea that a sup­
posed Democratic Party paedophile ring operated out of pizza restaurants in 
Washington, DC, and resulted in one individual firing shots into a specific 
pizza restaurant in December 2016, developed in this way. The right-wing 
terrorist who killed a man and injured others in Finsbury Park in 2017 was 
also radicalised by social media.23 

A Channel Four documentary on Facebook moderation procedures in 
2018 showed a manager in the moderation team saying that the page of 
the far-right UK leader Tommy Robinson, which had been found to have 
violated Facebook’s community guidelines, would have to be referred up 
because of the number of followers he had. This suggested that Facebook’s 
concern was actually to maintain sites that had large numbers of followers 
in order to keep monetising them in the US; it was only in the summer of 
2018 that the far-right conspiracy theorist behind Infowars found his Face-
book page taken down.24 

In March 2019, Facebook finally banned white nationalist groups and 
propaganda from its site, and specific named groups and individuals were 
subsequently banned. The decision came two weeks after a white national­
ist terrorist attacked two mosques in Christchurch, New Zealand, killing 50 
worshippers. He had announced the attack on the 8chan message-board and 
live-streamed it on Facebook. Facebook tried to stop viewing of the video, 
stating it was viewed live fewer than 200 times and about 4,000 times in 
total before being removed. In the first 24 hours, Facebook removed about 
1.5 million videos of the attack globally, with 1.2 million blocked at upload. 
Alex Stamos, former chief security officer of Facebook, says combatting 
white nationalist terrorism is different from combatting ISIS, as there is a 
network of smaller platforms such as 8chan, which allow white supremacist 
content to proliferate, and the penalties imposed by governments on groups 
hosting ISIS content do not exist for these.25 

Days after the attack, UK Digital Minister Margot James said that it called 
into question the role of live-streaming services. In April, Facebook banned 
the British extreme-right groups the BNP, EDL and Britain First. Later that 
month, a Facebook executive confessed to the UK Parliament that Face­
book’s systems had failed to identify the video for blocking immediately 
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because in events before this ‘we had not seen content from the actual angle 
of the shooter or the attacker’. Inconsistencies in Facebook’s policies are 
still being found.26 

Facebook and international human rights 
In 2013, Mark Zuckerberg asked, ‘Is connectivity a human right?’ In his 
own mind, it was. He announced a plan ‘to sustainably provide free access 
to basic internet services’. What sprang from that were internet.org and the 
Free Basics platform on which the services sat. It has had some success – 
100 million people connected in 70 countries. In many countries, Facebook 
is the Internet: surveys have shown that people don’t even know that using 
Facebook means they are technically on the Internet.27 In rolling out its ser­
vice, Facebook has run into resistance from net neutrality and anti-colonial 
activists and from regulators like the Telecommunications Regulatory 
Authority of India.28 

Little thought seems to have been given to the negative externalities, 
or to the systems and processes of management, policy and governance 
that Facebook would need to have in place. ‘Facebook is an idealistic and 
optimistic company’, Mark Zuckerberg told Congress in 2018, but it is the 
morality of a 2016 memo written by Facebook senior executive Andrew 
‘Boz’ Bosworth – ‘The Ugly’ – that comes to mind here: 

Maybe someone dies in a terrorist attack coordinated on our tools. . . . 
We connect people. Period. That’s why all the work we do in growth 
is justified. 

The human right of connectivity has caused the breaching of other human 
rights. 

In August 2018, the United Nations Independent International Fact-Finding 
Mission on Myanmar reported on a range of human rights atrocities, includ­
ing crimes against humanity bordering on genocide of the Rohingya people: 

Facebook has been a useful instrument for those seeking to spread hate, 
in a context where for most users Facebook is the Internet. Although 
improved in recent months, Facebook’s response has been slow and 
ineffective. The extent to which Facebook posts and messages have led 
to real-world discrimination and violence must be independently and 
thoroughly examined.29 

Facebook had not employed a single Burmese-speaker until 2015, had no 
staff in Myanmar and monitored hate speech online from an outsourced 

http://internet.org
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monitoring operation in Kuala Lumpur. Initially, it only had one Burmese-
speaker in its moderation team, based in Dublin. This grew to four people, 
based in Dublin and Manila, at a time when there were 7.3 million active 
Facebook users in Myanmar. 

On the day the UN published the report from its mission, Facebook 
banned 20 organisations and individuals in Myanmar, including a military 
leader.30 

Facebook commissioned the corporate social responsibility consultancy 
BSR to carry out an independent assessment of its activity in Myanmar. The 
report confirmed the findings of the UN mission that Facebook had allowed 
hate speech to flourish and had become a platform through which violence 
was incited. There were significant implications for Facebook’s governance 
and accountability, including human rights policies, formalised governance 
structures and public communications and, tellingly, community standards 
enforcement by Facebook. Facebook’s investment in local country staff was 
unlikely to be unique to Myanmar. There was cynicism about Facebook’s 
motivation in taking action, with the view being expressed that Facebook 
was more concerned about its reputation on Capitol Hill.31 

Facebook’s ‘privacy pivot’ and the coming  
encryption wars 
The BSR report looked ahead to future challenges that Facebook might 
face, particularly if WhatsApp, which is an encrypted messaging service, 
became widely available in Myanmar. Fake news issues are prevalent on 
Facebook services, including WhatsApp, in other countries, including 
Kenya and Nigeria. Neo-Nazi propaganda has been spread on WhatsApp 
in Germany. In India, Facebook has been challenged over the role of What­
sApp in a series of lynchings across the country, based on misinformation 
spread across the platform. Facebook has taken steps to limit certain kinds 
of WhatsApp features. Stories that are forwarded are now labelled as such; 
limits were put on the number of stories which can be forwarded and suspi­
cious stories are flagged. WhatsApp’s role in elections in Brazil has also 
come under scrutiny, where the app has 120 million users, with Facebook 
taking down 100,000 fake accounts.32 

Mark Zuckerberg’s announcement in early 2019 that Facebook would in 
future focus more on private communications via encrypted apps and par­
ticipation in groups poses further worrying challenges for the rule of law, 
democracy, human rights and counter-terrorism. But many people suggest 
this is a way of Facebook evading the long-term costs of content modera­
tion. If the content is encrypted and can’t be read, then it will be harder to 
hold Facebook accountable for it.33 
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Governments will always want easier access to encrypted terrorist mes­
sages, but as a number of authors have pointed out, weakening end-to­
end encryption through the use of electronic backdoors means weakening 
encryption for everyone. Government agencies through court orders have 
anyway found ways through this. Some point out in any case that if there 
were weaker encryption, then users would move to other alternatives. For­
mer FBI Director James Comey reports discussing encryption with Presi­
dent Obama. The president told him, ‘You know, this is really hard. . . . 
Normally I can figure these things out, but this one is really hard.’34 

What isn’t hard to understand is that Facebook profits from dark adver­
tising, disinformation campaigns, terrorism, crime and hate speech, and 
authoritarianism. 
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7 Regulating Facebook’s 
dominance 

Done is better than Perfect. 
– Sign painted on Facebook walls at the time of its 2012 IPO1 

Facebook is under regulatory and political scrutiny around the world. A sig­
nificant range of regulatory proposals has been advanced to address the 
kinds of challenges identified in this book. These include anti-trust and 
competition policy matters; regulation of the digital advertising systems 
that support Facebook and others, including programmatic advertising; 
changes to electoral laws to reflect the realities of digital advertising; fur­
ther requirements to govern take-down of hate speech, terrorist-supporting 
material, child pornography and other material in some cases, including dis­
information or fake news, supported by fines; and action to make Facebook 
pay a greater share of taxation. 

Belatedly, Facebook has become a convert to further regulation. Mark 
Zuckerberg posted ideas for regulation on his Facebook page and in the 
Washington Post in March 2019. He said there were four key areas: harm­
ful content; fair elections; harmonised data and privacy regulation, along 
the lines of Europe’s GDPR; and ‘true’ data portability, which would allow 
users to switch their data to another platform. Research by the Harvard aca­
demic Debora L. Spar suggests we shouldn’t be surprised by this. During 
most waves of technological development, it is often the incumbents who 
are the first to call for it. Within weeks, Facebook lobbyists were telling 
Congress Zuckerberg’s comments were for international consumption, but 
in June, congressional hearings began.2 

Zuckerberg told Congress that smaller incumbents may suffer more, as 
they will not have the resources to deal with regulation in the way that larger 
companies such as Facebook do. On the contrary, it is possible to develop 
a graded approach which deals with the most dominant operators, as the 
UK White Paper published in April 2019 suggests. This could be further 
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strengthened by adding specific rules around company turnover or number 
of users or percentage of users in Facebook’s market on a daily or monthly 
basis, as the German Competition Authority, the Bundeskartellamt, identi­
fies in its February 2019 judgement.3 

Regulators and government have been developing their discursive capac­
ity around these issues, with significant input from academics and intel­
lectuals. We should think of regulation as a process, not an event. There 
is a cycle ranging from problem-identification in the public arena, which 
can itself lead to corrective action, through a variety of regulatory and gov­
ernance proposals and their adoption and enforcement by regulators or the 
courts. Corrective action sometimes happens in the market-place – Apple 
has taken regulatory action against Facebook, kicking some of its apps off 
its platform,4 and advertiser boycotts have happened. 

Regulatory proposals range from reliance on the general law, public pres­
sure, agreed industry collective norms of self-regulation by trade bodies, 
co-regulation involving co-operation by companies and state bodies and 
regulation set down in and underpinned by statute. 

Facebook’s scale and dominance are factors driving regulatory action. 
Martin Moore and Damian Tambini state that digital platforms not only 
operate on a scale bigger than previous regulatory challenges, giving them 
structural dominance, but also have explicit political and social aims and 
perform genuine civic functions. Tarleton Gillespie says that social media 
platforms are neither conduit nor content, nor are they just network or 
media, but a hybrid not previously anticipated in regulation: ‘a fundamen­
tally new information configuration, materially, institutionally, financially, 
and socially’.5 

Facebook of course is already subject to regulation. It is regulated by 
the Securities and Exchange Commission (SEC) in respect of its reporting 
to shareholders, and the SEC has been investigating it over the Cambridge 
Analytica issue, as have the US Department of Justice securities fraud divi­
sion, the FBI and the FTC. Facebook told investors in April 2019 it was 
preparing for an FTC fine of potentially $3–5 billion. Thirty-eight state 
attorneys in the US are investigating Facebook. Meanwhile, Facebook ben­
efits from regulation every day. As Cass Sunstein says, so do its users: 

If you have a Facebook account, you didn’t pay for it. But it’s definitely 
yours.6 

The new challenge to Facebook’s power comes principally from two areas: 
the resurrection of anti-trust and competition concerns and the intersection 
of data protection policy and competition policy, which is under active dis­
cussion both at academic and institutional levels and in consumer lobbying 
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in the EU and publisher lobbying globally.7 Institutionally, the IMF, the 
OECD, the European Competition Commissioner, the FTC, the Australian 
Competition and Consumer Commission, the German Bundeskartellamt, 
the UK House of Lords and House of Commons, the Cairncross Review 
and the Furman Review for the UK Treasury have all raised these issues.8 

Facebook is subject to data protection laws in countries which have them, 
to competition law and to a variety of other laws governing unlawful con­
tent. In respect of data issues, it has been fined by the European Competi­
tion Commissioner and the UK Information Commissioner. In May 2018, 
the European Union’s General Data Protection Regulation (GDPR) came 
into force, placing new responsibilities on data controllers and new levels 
of fines that could be imposed of up to 4% of global annual turnover. In 
evidence to the US Senate, prior to its implementation, Mark Zuckerberg 
suggested that he might be willing to consider the GDPR as a gold standard 
for data regulation for Facebook globally, though he was to row back from 
that position subsequently. Facebook frequently lobbies against the tighten­
ing of rules on its activities, from the 2011 Federal Election Commission 
attempts to tighten of laws on digital election advertising, to GDPR, which 
Zuckerberg admitted may have cost Facebook one million users, to the 2018 
California Consumer Privacy legislation. In April 2019, Facebook accepted 
changes in its Terms and Conditions which more clearly state how they use 
the data of their users for targeted advertising, following discussions with 
the European Commission and consumer authorities across Europe.9 

Regulation, as Roger McNamee has said, is about changing a compa­
ny’s behavioural incentives. Following Germany’s Network Enforcement 
Act (NetzDG) requiring speedy removal of illegal content, including hate 
speech, the bulk of Facebook moderators employed in Europe focus on Ger­
many. This is a good example of what Ed Richards, the former chief execu­
tive of the UK communications regulator Ofcom, has called the ‘nudge’ 
power of regulation.10 

The key driver behind the new regulatory approach is Facebook’s domi­
nance. Mark Zuckerberg has regularly referred to Facebook as ‘a social 
utility’ or simply, ‘a utility’, and in his manifesto in 2017, he referred to 
it as ‘social infrastructure’ on several occasions. Utilities, of course, are 
regulated – and so is critical infrastructure. The potential for exploitation 
by hostile state actors certainly means that Facebook is now critical social 
infrastructure. 

A growing number of organisations and individuals are now suggesting 
that Facebook should be treated as a utility or as critical social infrastruc­
ture. Researchers in the US have sought to re-examine and revive the public 
utility concept to address ‘concentrated private power’. The House of Lords 
Communications Committee (2019) drew on evidence from this author, 
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which suggested that Big Tech companies should be designated as informa­
tion utilities and concluded that it was appropriate to put special obligations 
on companies such as Facebook to ensure that they acted fairly to users, to 
other companies ‘and in the interests of society’. These obligations would 
be enforced by a regulator. Hindman suggests they should be seen as ‘atten­
tion utilities’ providing critical distribution infrastructure which cannot be 
substituted. Senator Elizabeth Warren has called for regulation of what she 
calls the ‘Platform Utilities’: 

Companies with an annual global revenue of $25 billion or more and 
that offer to the public an online marketplace, an exchange, or a plat­
form for connecting third parties would be designated as ‘platform 
utilities.’ 

These companies would be prohibited from owning both the platform 
utility and any participants on that platform. Platform utilities would be 
required to meet a standard of fair, reasonable, and non-discriminatory 
dealing with users. Platform utilities would not be allowed to transfer 
or share data with third parties. 

Senator Mark Warner has proposed a revision of ‘essential facilities deter­
minations’ to ensure that beyond a certain threshold ‘user base size, market 
share, or level of dependence of wider ecosystems’ certain platforms would 
be recognised as critical infrastructure. Although ideas like this have been 
considered occasionally over recent years and pushed hard by organisations 
like the Open Markets Institute, there are now signs that these ideas are 
being given credence on all sides of the political debate, although the lib­
ertarian lobby against this remains strong. Facebook’s latest move, Zuck­
erberg’s pivot to privacy, designed to integrate Facebook, WhatsApp and 
Instagram, if it makes break-up harder, may require utility treatment as the 
default.11 

We need an overall framework to address dominance because an approach 
based simply on rectification of harms and providing redress for individual 
issues is unlikely to capture the systematic nature of the problems thrown up 
by dominant players whose very business model provides financial incen­
tives for abuse. The starting point has to be to put the Big Tech companies 
on a clear statutory footing in national and supra-national laws on digital 
market competition. There are precedents from telecommunications and 
broadcasting regulation, where specific categories of companies have been 
defined, and controls on their abilities to dominate markets established. Tak­
ing the UK as an example, British Telecom, after privatisation in 1984, was 
prohibited for many years from entering the television market until effec­
tive competition had been established. From 1990, independent television 
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companies, and the BBC, were required to have a significant percentage of 
their programmes made by independent television producers. 

Merger legislation could also be amended: in the UK, the CMA currently 
uses three public interest categories for mergers: media plurality, national 
security and financial stability. Its chief executive told the House of Lords 
Communications Committee in 2018 that Parliament could add a fourth cat­
egory, such as ‘the creation of data monopolies’. Had that existed in 2012, it 
might have forced a more detailed examination of the Facebook/Instagram 
merger. It doesn’t however tell us what to do now.12 

Former Ofcom regulator Robin Foster argued in 2012 that in respect of 
any new regulatory framework, ‘there are advantages in having some form 
of statutory underpinning, to secure public trust and clear and independ­
ent accountability’. New legislation could be introduced, establishing a 
framework by which these dominant data monopolies might be categorised 
(in each of social, search, news aggregation and distribution and digital 
store categories, previously identified by Foster, and the addition perhaps 
of another category of advertising platform). Tests of dominance would be 
triggered, as I have suggested earlier. Following the triggering of those tests, 
a consultation might be undertaken by the relevant regulator (or regula­
tors, as it is possible that the interests of a number of regulators might be 
engaged). Depending on the outcome of that consultation, it would be a 
matter for the relevant secretary of state to determine that a specific com­
pany would be categorised as an information utility (there would be nothing 
to stop the foundational legislation determining that certain companies were 
automatically to be considered information utilities). Information utilities 
would be licensed as such, and they would have specific reporting regula­
tions in respect of the designated regulator, which would be granted strong 
back-stop intervention powers. Dominant information utilities would have 
the most stringent reporting duties, which would be based on far greater 
transparency around their operations. 

The way into this discussion may be through consideration of the infor­
mation utilities’ role in online advertising, where the duopoly dominates. 
Attacking advertising concentration attacks Facebook’s power, as we can 
see from the ACCC examination in Australia. The ACCC found that both 
Facebook and Google had ‘substantial market power’ in certain markets. It 
is estimated that 68% of advertising spending is going to them. They need 
particular scrutiny, because the dominant businesses are vertically inte­
grated, that is, present at multiple levels of the same supply chain. Facebook 
is vertically integrated through the Facebook audience network and the ser­
vices offered on Facebook platforms. 

The ACCC has found that there is a lack of transparency which means 
that ‘advertisers do not know what they are paying for, where their 
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advertisements are being displayed, and to whom’. Transparency on met­
rics is an issue, as we have already seen, as is ad fraud, and the opacity 
around programmatic advertising means that advertisers don’t know if they 
are getting value for money. As different regulatory conditions apply to 
digital platforms from media companies, the ACCC says there is a ‘regula­
tory imbalance’ which may provide an unfair advantage to platforms ‘in 
attracting advertising expenditure’. The ACCC said there may be merit 
in a regulator monitoring the digital advertising market in respect of the 
behaviours of dominant players and the pricing of digital advertising.13 It 
was the lack of transparency which made the case for a competition inquiry 
into online advertising in the UK, said both Cairncross and Furman. Mean­
while, a US FTC commissioner has suggested that behavioural advertising 
technologies 

radically alter the relationship between platform, user, and content. 
Under the behavioural advertising model, companies don’t place ads 
by targeting content; they place ads by targeting people. 

The German Cartel Authority, the Bundeskartellamt, has called Facebook’s 
combination of data on individual users, drawn from a variety of data 
sources, ‘an exploitative abuse’ of its dominant position. If its judgement is 
confirmed, Facebook’s advertising model, based on the massive accumula­
tion of data which makes it so attractive to advertisers, will be called into 
question, unless it gets direct consent from users. The e-Privacy directive 
could also have a significant impact on Facebook and Google, according 
to the US publishers’ association, Digital Content Next, and their ability to 
harvest data.14 The UK’s Information Commissioner has also begun seri­
ous work on advertising technology, with research indicating how little it 
is understood by users and how more understanding of its nature results in 
greater concern about it.15 

It is sometimes argued that the most effective way to regulate Facebook 
would be some form of structural separation – to break it up, stripping it of 
WhatsApp and Instagram or Facebook Messenger. Siva Vaidhyanathan says 
that Facebook, WhatsApp, Instagram, Oculus Rift and Facebook Messenger 
should be severed from ‘the core Facebook application and company’, and 
each should compete against each other. However, some legal scholars like 
Harold Feld warn of the ‘starfish problem’: 

‘If you tear up a starfish, the pieces regrow and instead of one starfish 
you have five starfish,’ says Feld. ‘If you’re going to split up Facebook, 
what’s to prevent it becoming three Facebooks, each one dominant in its 
particular market segment?’16 
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Arguably, the real power centre of Facebook is its vertical integration as 
a social media network, a media distribution company, a media buying 
company, an advertising exchange or platform, an advertising agency and a 
data analytics company; its horizontally integrated data exchanges between 
Facebook, WhatsApp, Messenger and Instagram; and the ability of adver­
tisers to sell across the Facebook companies. Structural separation of these 
functions might be a powerful solution. Damian Tambini has suggested 
separating Facebook’s advertising and editorial functions (e.g., in the News 
Feed). Channel Four in the UK was originally prohibited from selling its 
own advertising. It would be entirely possible for regulators to take action 
to restrict Facebook’s freedom of manoeuvre in a number of these areas, 
preventing it from operating its own advertising exchange, preventing the 
cross-company sharing of data or cross-selling of advertising and forcing 
its advertising operation to operate as an external buyer against competitive 
operations also granted access in a form of regulated unbundling and no 
doubt in other ways. These are all challenges which one might expect an 
empowered regulator to examine. 

Academic commentators and legislative inquiries have looked at struc­
tures of regulation. Different jurisdictions have different lead regulators 
for digital industries. Key to their effectiveness are a clear remit for over­
sight, the necessary technical expertise and strong enforcement powers and 
staffing. In many cases, there needs to be close and effective cooperation 
between different regulators in the competition, data, media and telecom­
munications regulation, algorithmic governance and election regulation 
fields, with regulators empowered to share information and work collab­
oratively, between them and regulators in other nation-states. A standing 
authority to identify emerging gaps in regulation and to fill them would also 
be useful, as the House of Lords recently suggested, identifying the need for 
a Digital Authority to instruct and coordinate other regulators.17 

Aside from a regulatory framework to address questions of dominance, 
there are sector-specific issues which need to be addressed and which have 
been examined by a number of researchers. These include media plural­
ity; electoral law; policies for moderation and take-down of abusive posts, 
hate-speech, terrorist and extremist content; advertising regulation; data, 
including issues where data ownership affects competition; and algorithmic 
accountability. Taxation to address value extraction and levies to support 
quality media also need to be addressed. 

Proposals to address platform impact on media plurality have been 
advanced by a number of authors. These proposals are intended to address 
both plurality issues affecting the media industry as a whole and the experi­
ence of the users themselves in terms of enabling their exposure to a diverse 
range of sources (exposure diversity). Proposals for media plurality include 
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adopting the ‘due prominence’ approach set down in, for example, the 
EU’s Access Directive, to ensure fair, reasonable and non-discriminatory 
access for media organisations to the platforms through which individu­
als increasingly consume their media, including the possibility of requiring 
‘must-carry’ provisions (i.e., that the platforms ‘must carry’ certain kinds of 
content, e.g., public service broadcasting), backstop regulation in respect of 
access guarantees and cross-media ownership restrictions, effective rem­
edies and codes of practice in respect of content in each domain of interme­
diary activity. 

A number of researchers and organisations have stressed the need to 
update laws on elections and regulations, and in a number of these areas, 
Facebook has decided to change its own rules. Proposals have included 
suspending micro-targeting of political advertising; aligning rules on televi­
sion and online advertising; ensuring that online materials produced by par­
ties, candidates and campaigners reveal their source and funding; stronger 
internal procedures to check eligibility of spending and ensure that it is 
monitored; tightening of rules to prevent foreign donations being used in 
elections and referendums, including by subsidiary companies of foreign-
controlled companies; online databases of political adverts; fair pricing of 
campaign advertising for all candidates, rather than leaving it to the auto­
mated advertising exchanges of social media platforms; stronger investiga­
tory powers for election regulators to obtain information and the ability 
to impose tougher sanctions; and commitments to ethical messaging and 
greater transparency and accountability by political parties for the data that 
they have collected on voters and processed. France has passed a law speci­
fying that candidates in elections can ask judges to order the removal of 
fake news which is being circulated and including rules on transparency of 
social media advertising.18 

It is in the area of platform liability that the legacy legislation of the Inter­
net era comes under challenge. The legacy legislation includes of course 
Section 230 of the US Communications Decency Act of 1996, the EU’s 
E-Commerce Directive of 2000 and the UK’s 2003 Communications Act.19 

The first two limited the liability of Internet platforms as carriers of infor­
mation akin to USPs. The UK legislation created Ofcom without a remit for 
regulation of the Internet. The principles underlying S230 and the E-Commerce 
directive are now under challenge in jurisdictions around the world. 

Unlawful speech, including conspiracy, bribery and child pornography, 
has always been regulated, as Cass Sunstein says, even in the United States, 
even under the First Amendment to the Constitution. Gillespie says there 
have always been measures to address abusive hate speech or obscenity, 
often operated as self-regulatory systems by the early ISPs, such as Com­
puServe. The First Amendment is designed to prevent Congress passing 
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laws that prevent free speech, not to ensure that everyone has a right to have 
their views carried on major platforms. Ben Wagner argues, however, that 
one of the issues raised by Facebook’s global operations is that it seeks in 
effect to promote American speech norms across the world. Pragmatically, 
it has been forced to address different legislative approaches in delivering 
its services to countries beyond the United States, which may have – for 
example Germany – stronger rules on the regulation of hate speech.20 

In 2016, the European Union secured agreement from Big Tech compa­
nies to a code of conduct on hate speech and takedown and issued a Com­
munication on these issues in 2017, laying down guidelines and principles 
for platforms. Countries around the world, including Australia, India and 
Singapore, have developed new measures around the takedown of illegal 
content or disinformation. I don’t argue that these laws are perfect, unprob­
lematic or uncontested: as with the UK proposals announced in April 2019, 
many questions remain, including around due process, precision in defini­
tion of prohibited material and satisfaction of human rights principles.21 

Facebook dominance drives the reforms, along with a growing distrust 
of Facebook’s seriousness about these issues, no matter the avowed com­
mitment of its senior figures. Facebook now commands little confidence, 
because it has been found wanting before and because its decisions on 
content moderation have appeared inconsistent, contradictory, capricious 
and compromised by the profit motive. Legislative and regulatory frus ­
tration with Facebook and other platforms has turned to the question of 
criminal penalties on the senior managements of platform companies. The 
new Australian law on social media violent content suggests fines of up 
to 10% of annual revenue and up to three years in prison for executives 
found to have offended. The recent UK White Paper on Internet Safety 
suggests fines amounting to 4% of annual turnover; as with GDPR, the 
new online safety regulator will have the power ‘to disrupt the business 
activities of a non-compliant company’, as well as the ability to target 
individual managers with fines. An FTC commissioner suggested that 
there might need to be prison time for repeat offenders or personal fines 
or obligations, bonus crackdowns, bans on business practices and closing 
of business lines.22 

Journalists and lawmakers regularly complain at Facebook’s failure to act 
swiftly to remove content that not only breaks its terms of service and com­
munity guidelines but also frequently breaks the law. Facebook has created 
teams of moderators, sometimes in-house, often sub-contracted. Its guide­
lines to these moderators were leaked to the UK’s Guardian newspaper in 
2017 and were revealed to be ‘a messy and disturbing hodgepodge’, in the 
words of the researcher Tarleton Gillespie, who has studied social media 
moderation in detail.23 
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Facebook responds by pointing to the amount of material posted on its 
platform every day, with billions of posts and hundreds of millions of pho­
tographs. It has to moderate at ‘industrial scale’ as Robyn Caplan says. Oth­
ers argue that Facebook is effectively being subsidised for the costs of its 
own failures by users, media organisations and others who flag up problem 
materials. Instead, it should be investing sufficiently to address the online 
pollution that it is causing, under the ‘polluter pays’ principle that under­
pins much environmental legislation. More serious is Facebook’s failure to 
implement the promises that it has made: it seems repeatedly to be caught 
out. In November 2018, the Intercept news organisation was able to select 
‘white’ as a category of advertising, a year after ProPublica had been able 
to use the category ‘Jew hater’ and Facebook had promised to clean up its 
act, signing an agreement with the Attorney General of Washington State. 
But now it faces a lawsuit from the US Department of Housing and Urban 
Development for allegedly violating the Fair Housing Act by allowing 
advertisers to exclude certain races, religions or genders.24 

Facebook has announced plans to double from 10,000 to 20,000 the num­
ber of individuals worldwide employed in content moderation. Stories have 
regularly surfaced about the pressures on Facebook content moderators in 
terms of both their daily targets for appraising contents and the impact on 
their mental health of the vile content that they have to police. The rules 
are also enforced inconsistently, with far-right activists kept on Facebook 
for years even after rule breaches or holocaust denial posts kept up even in 
jurisdictions where they are illegal. The House of Lords Communications 
Committee heard evidence in 2018 from Matt Reynolds, a journalist with 
WIRED UK, who had reported far-right content to Facebook ‘that had a 
reach of millions of people in the UK’. Initially, Facebook took no action. 
He then found that Facebook had taken it down, but he found it ‘very hard’ 
to get clarity from Facebook about why the decision had been made.25 

Gillespie points out that Facebook’s decision to change the News Feed 
from a chronologically curated flow of information to an algorithmically 
chosen selection was profitable for the platform but says that shift makes 
Facebook more liable for the content that is made available. This act of 
algorithmic sorting is said to be what differentiates platforms from mere 
carriers of content and is now being raised by regulators as a reason for 
amending their liability obligations under S230 in the US. This is a highly 
contested area of policy at both a practical and a theoretical level.26 

Doubts are also raised about the effectiveness and independence of Face­
book’s internal structures. Facebook has advisory boards. How free are the 
members? Are they muzzled by non-disclosure agreements? What is the 
financial connection, if any, between Facebook and the individuals who 
sit on them? These are questions that are legitimate for regulators – and 
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lawmakers – to ask. This applies to Facebook’s proposed Oversight Board 
for Content Decisions, announced by new Facebook vice-president of Global 
Affairs and Communications, former UK Deputy Prime Minister Nick Clegg. 
Membership will be chosen by Facebook.27 Based on his observations of 
Facebook’s Safety Advisory Board, respected Internet safety adviser, John 
Carr, is sceptical. He, like others, has long advocated the notion of a ‘duty of 
care’ now proposed in the UK Internet Safety White Paper. 

Wagner suggests minimum standards of content moderation stipulated 
under legislation. If there is to be confidence in Facebook’s internal pro­
cesses, regulators will need to be reassured that there is due process in place, 
that Facebook isn’t adjusting its rules to suit itself, for example when repeat 
violators are allowed to keep posting if they have large groups of followers 
who keep engaging with their material and raising revenue for Facebook. 
There will also need to be proper internal whistle-blowing procedures for 
staff who identify that Facebook practices are likely to cause breaches of 
rules. It is likely that we are heading to a form of ‘statutory underpinning’ 
of Facebook’s practices, with firm codes of practice agreed with regulators – 
regulated self-regulation, in other words, with codes of practice which draw 
on the Santa Clara principles on transparency and accountability in content 
moderation or the Manila Principles, based on international human rights 
law. Issues of child abuse and terrorism are already the subject of specific 
laws in most territories, and there is evidence from law enforcement agen­
cies of effective co-operation – but even here, doubts have been raised about 
Facebook’s internal practices, particularly in relation to Instagram,28 and as 
we have seen, the Christchurch terrorist incident has called into question the 
basic operation of the Facebook Live service without more effective controls. 

Other areas where Facebook faces challenges over moderation of con­
tent and takedown lie in consumer protection policy – for example, anti-
vaccination advertising and propaganda, influencer advertising, dishonest 
advertising – and in copyright. Where the law is clear, then the responsi­
bility lies with Facebook to implement instructions determined in law, by 
courts or advertising regulators, and they can be held to account for a failure 
to address those issues. The general problem lies more in public trust in 
Facebook’s ability or willingness to implement its own policies. 

Algorithmic governance and regulation has become an intense area of 
debate.29 The UK White Paper also addresses concerns around the algo­
rithms used by social media companies such as Facebook and the need for 
regulators to have more insight as to how these operate. This includes the 
right to demand explanations of how they make the distribution of disin­
formation more likely and how they organise and select content aimed at 
children and a power to inspect them in situ to assess for bias or other ethi­
cal issues, including designed addiction. 
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In the past, EU action against the major platforms was attacked, includ­
ing by President Obama, as protectionist. Antitrust specialist Lina Khan has 
said that is ‘just insulting’.30 But platform liability is a trade issue for the 
United States, with the United States Trade Representative recently salut­
ing the new trade agreement with Canada and Mexico, which includes a 
clause to 

Limit the civil liability of Internet platforms for third-party content that 
such platforms host or process, outside of the realm of intellectual prop­
erty enforcement, thereby enhancing the economic viability of these 
engines of growth that depend on user interaction and user content. 

Libertarian lobbies, such as the American Enterprise Institute, have said 
that the EU’s GDPR represents trade tariffs by other means, and data deals 
should be incorporated in trade talks. In contrast, the EU and Japan have 
allowed data to flow unimpeded between the two economies, as Japan’s 
rules were deemed the equivalent of Europe’s.31 

Franklin Foer says that Big Tech companies owe their dominance not 
only to innovation but also to ‘tax avoidance’. Facebook will find itself 
subject to new kinds of digital taxes. In his October 2018 budget, the UK 
Chancellor of the Exchequer, Philip Hammond, announced a new Digital 
Services Tax, which would be levied on the revenues of the ‘Big Tech’ 
companies from 2020. This followed speculation over some months that an 
EU-wide tax would be imposed to prevent companies using tax arbitrage to 
ensure that they were taxed in the lowest possible tax jurisdictions and using 
complicated mechanisms of internal re-charging to re-state their profits in 
EU member states and in discussions within the OECD at G20 level. It 
seems likely that the full range of taxation measures has yet to be deployed. 
Legal scholar Lilian Edwards proposed a ‘privacy tax’ before Facebook was 
available to the general public, but these ideas are now being resurrected. 
Some have called for remedial taxes to address the impact of platforms on 
high street traders, on media companies and others; elsewhere, I have called 
for a connectivity tax to address cybersecurity concerns about the Internet 
of Things. A number of groups have suggested levies on the advertising 
revenues of companies such as Facebook and Google. Like so many other 
issues, political debate on these issues is emergent rather than conclusive. 
Taxation is one way to address the negative externalities of platforms such 
as Facebook or to fund social goods such as independent news.32 

At the core of this discussion of course is corporate power in the age 
of surveillance capitalism. The evidence, increasingly, is that governments 
will not accept the status quo. Where Facebook has users, governments will 
regulate. 
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Conclusion 
Digital gangsters, morally bankrupt 
liars or just serial offenders?1 

Since the Cambridge Analytica scandal burst into global prominence in 
March 2018, Facebook has been ‘at war’, according to its founder. The devel-
opments have seen the departure of many long-standing Facebook execu-
tives, including Facebook’s respected chief security officer, Alex Stamos, 
and Chris Cox, tipped by WIRED to be Zuckerberg’s successor, publicised 
tensions between Mark Zuckerberg and his chief operating officer Sheryl 
Sandberg, and questioning of Facebook’s aggressive PR campaign against 
critics like George Soros. By the end of 2018, the founders of both Whats-
App and Instagram had left the company. WhatsApp’s Jan Koum quit in the 
aftermath of the Cambridge Analytica scandal, allegedly over privacy issues. 
His co-founder Brian Acton had left the year before to help establish Signal. 
Their earlier-than-scheduled departure cost them $1.3 billion. In Septem-
ber 2018, the founders of Instagram announced that they were leaving. One 
subsequently said, ‘no one ever leaves a job because everything’s awesome’. 

Whatever the stock market success, this is a corporation in crisis, one 
which has had a hard time identifying forensically all of the areas in which 
it may be vulnerable because of historic and current corporate executive 
behaviour. Leaks have come from within the company on an unprecedented 
basis. Morale in Facebook had slumped. Staff were worried about public 
trust: ‘It is a major concern and a major topic of conversation’, said Rich-
ard Allan at the International Grand Committee hosted by the UK House 
of Commons in London in November 2018. Facebook listed a significant 
number of regulatory and legislative risks in its SEC filing in January 2019 
which could restrict its business activities, including laws and regulations 
which ‘can impose different obligations or be more restrictive than those 
in the United States’. Facebook’s data problems were now under criminal 
investigation.2 

The last three years have been a period when legislators in liberal democ-
racies across the world have come to understand better the underlying busi-
ness model – and business ethics – of this particular corporate expression of 
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surveillance capitalism. Liberal democracies have been engaged in a pro­
cess of building the necessary ‘discursive capacity’ to address the challenges 
of Big Tech. Problems have been identified and many solutions advanced. 
Some of those solutions are limited and specific to particular aspects of 
Facebook’s behaviour. Others challenge their business model more deeply. 
As Facebook has become more exposed before legislatures and regula­
tors worldwide, repeated examples of poor corporate practice have come 
to light, including a lack of transparency, an unwillingness to own prob­
lems until Facebook is about to be exposed by news organisations or about 
to give testimony to legislative committees and deliberate withholding of 
information. Meanwhile, legislators and regulators are co-operating across 
the world in an unprecedented way to deal with the challenge of this one 
company. The global interest in the UK House of Commons hearing with 
Cambridge Analytica whistleblower Christopher Wylie on 27 March 2018, 
which followed the joint reporting by the Observer in the UK and the New 
York Times, provided the biggest live-streamed audience the UK Parliament 
has ever had. 

Facebook, for some, is now an empire.3 But the fight-back has begun. We 
must fix Facebook. Facebook’s leaders have demonstrated repeatedly that 
they cannot. Fixing Facebook will take coordinated international regula­
tion. It will require scrutiny of its data-mining business model, as the Ger­
man Bundeskartellamt has done. It will require analysis of its role in the 
digital advertising market, as the Australian Competition and Consumer 
Commission has commenced. It will require forensic analysis of its data 
practices, as the UK Information Commissioner has done in relation to 
Cambridge Analytica and political advertising. It will require interrogation 
of Facebook’s recommendation and other algorithms, as the UK Govern­
ment’s Online Harms White Paper proposes. It will require personal obli­
gations on Facebook’s founder and other senior executives and directors, 
as one FTC commissioner has suggested. It will require re-designation of 
Facebook as a utility, as Senator Warren proposes. It will require break­
up of the Facebook family of companies in a meaningful way, focusing 
as much on its vertically integrated advertising operation as on its owner­
ship of Instagram, Messenger and WhatsApp. The planned integration of its 
family of companies should be blocked by regulators in the US and Europe. 
It will require restrictions on Facebook’s ability to enter and operate in cer­
tain market segments. It necessitates limits on opportunities to collect and 
process and combine data from different sources and to infer what is being 
done by users and legally enforceable ethical limits on what Facebook can 
do with the data it currently holds, including behavioural nudges and emo­
tional manipulation. It will require new taxation systems which reduce the 
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incentives for corporate surveillance and support the development of inde­
pendent media. It will demand modernised electoral laws around the world 
and a ban on dark money and dark advertising. 

Facebook is already recognised as a national security issue in many coun­
tries. Its desire to move into cryptocurrency, based on an encrypted mes­
saging platform, potentially threatens banking, stock market and currency 
exchange laws internationally.4 Regulators need the powers to act to protect 
international financial systems from Facebook’s imperial adventurism. We 
need to move fast and break up Facebook, before it breaks us. 
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