IntechOpen

Heat Transfer -
Fundamentals, Enhancement
and Applications

Edited by Salim Newaz Kazi

"~
»






Heat Transfer -
Fundamentals,
Enhancement and

Applications
Edited by Salim Newaz Kazi

Published in London, United Kingdom




Heat Transfer - Fundamentals, Enhancement and Applications
http:/dx.doi.org/10.5772/intechopen.97951
Edited by Salim Newaz Kazi

Contributors

R. Yuvaraj, Obaid Ur Rehman, Nor Erniza Mohammad Rozali, Marappa Gounder Ramasamy, Sudarmadii
Sudarmadii, Sugeng Hadi Susilo, AsroriAsrori, Miha Bobi¢, Bijoy Kumar Purohit, Zakir Hussain, PVR Sai
Prasad, Rania Jradi, Christophe Marvillet, Mohamed Razak Jeday, Tatsuhiko Aizawa, Naoki Ono, Hiroki
Nakata, Naga Ramesh Korasikha, Thopudurthi Karthikeya Sharma, Gadale Amba Prasad Rao, Kotha Madhu
Murthy, Thanh Nhan Phan, Moises Meza Pariona, Seung Jin Oh, Yeongmin Kim, Yong-yoo Yang, Yoon Jung
Ko, Nickan H. Hossein Ghahramani, Martin Sharp, Michael Morgan, Mehdi Seddighi, Nguyen Minh Phu,
Nguyen Van Hap, Tahir Naseem

© The Editor(s) and the Author(s) 2023

The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright,
Designs and Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED.
The book as a whole (compilation) cannot be reproduced, distributed or used for commercial or
non-commercial purposes without INTECHOPEN LIMITED’s written permission. Enquiries concerning
the use of the book should be directed to INTECHOPEN LIMITED rights and permissions department
(permissions@intechopen.com).

Violations are liable to prosecution under the governing Copyright Law.

&

Individual chapters of this publication are distributed under the terms of the Creative Commons
Attribution 3.0 Unported License which permits commercial use, distribution and reproduction of
the individual chapters, provided the original author(s) and source publication are appropriately
acknowledged. If so indicated, certain images may not be included under the Creative Commons
license. In such cases users will need to obtain permission from the license holder to reproduce
the material. More details and guidelines concerning content reuse and adaptation can be found at
http: /www . intechopen.com/copyright-policy.html.

Notice

Statements and opinions expressed in the chapters are these of the individual contributors and not
necessarily those of the editors or publisher. No responsibility is accepted for the accuracy of
information contained in the published chapters. The publisher assumes no responsibility for any
damage or injury to persons or property arising out of the use of any materials, instructions, methods
or ideas contained in the book.

First published in London, United Kingdom, 2023 by IntechOpen
IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales,
registration number: 11086078, 5 Princes Gate Court, London, SW7 2QJ, United Kingdom

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Additional hard and PDF copies can be obtained from orders@intechopen.com

Heat Transfer - Fundamentals, Enhancement and Applications
Edited by Salim Newaz Kazi

p.cm.

Print ISBN 978-1-80355-939-1

Online ISBN 978-1-80355-940-7

eBook (PDF) ISBN 978-1-80355-941-4



We are IntechOpen,
the world’s leading publisher of

Open Access books
Built by scientists, for scientists

62(D(D+ 169,000+ 185M+

ailable International authors and editor Downloads

Our author: among the

156 Top 1% 12. 2%

Countries deliv most cited s Contributors from top 500 universities

J ook *
CITATION
INDEX

Selection of our books indexed in the Book Citation Index
in Web of Science™ Core Collection (BKCI)

Interested in publishing with us?
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected.
For more information visit www.intechopen.com

1






Meet the editor

Dr. Salim Newaz Kazi is a professor of mechanical engineering
at the University of Malaya. He obtained his BSc, MSc, and
MS in mechanical engineering and his Ph.D. in chemical and
materials engineering. After a long career in the petrochem-
ical industry and consultancy work for different engineering
companies, he has been working as an academic since 2009,
specializing in heat transfer, fluid mechanics, particle charac-
terization, heat exchanger fouling mitigation, nanofluid synthesis and applica-
tions, and renewable energy. He is an active member of many professional bodies
and an editorial member of many journals. He has supervised many postgraduate
theses and published many technical papers.







Contents

Preface

Section1
Fundamentals of Heat Transfer and Mechanism

Chapter1
Boiling and Condensation
by Bijoy Kumar Purohit, Zakir Hussain and PVR Sai Prasad

Chapter2

Heat Transfer in Double-Pass Solar Air Heater: Mathematical Models
and Solution Strategy

by Nguyen Van Hap and Nguyen Minh Phu

Chapter 3
Transfer of Heat through a Thin Liquid Film
by Tahir Naseem

Chapter 4

Heat and Mass Transfer of a Decoupling Cooling System:

A Desiccant-Coated Heat Exchanger and a Dew-Point
Evaporative Cooler

by Seung Jin Oh, Yeongmin Kim, Yong-yoo Yang and Yoon Jung Ko

Section 2
Different Forms of Heat Transfer and Applications in Various Aspects

Chapter5
Dropwise Condensation and Heat Transfer
by R. Yuvaraj

Chapter 6
Boiling Heat Transfer on the Micro-Textured Interfaces
by Tatsuhiko Aizawa, Naoki Ono and Hiroki Nakata

XI

25

39

49

69

71

87



Chapter?7

Multi-Track Overlapping by Laser-Treated and Its Effects

on the Microstructural Behavior of Al-Fe Alloy Assessed by FEM
by Moises Meza Pariona

Chapter 8

A Review on Condensation Process of Refrigerants in Horizontal
Microfin Tubes: A Typical Example

by Thanh Nhan Phan

Chapter 9

Internal and External Influences on Hydro-Thermal Behavior
of Micro-channel Flow

by Naga Ramesh Kovasikha, Thopudurthi Karthikeya Sharma,
Gaddale Amba Prasad Rao and Kotha Madhu Muvrthy

Section 3
Heat Transfer Enhancement and Techniques

Chapter 10

The Combined Method to Improve Heat Transfer Coefficient
on Heat Exchanger

by Sudarmadji Sudarmadji, Sugeng Hadi Susilo and Asrori Asrori

Chapter11

Enhancing Surface Heat Transfer Characteristics Using Laser Texturing

by Nickan H. Ghahvamani, Martin Sharp, Michael Morgan
and Mehdi Seddighi

Chapter12
Digital Twin of Heat Exchanger
by Miha Bobi¢

Section 4
Fouling and Its Mitigation in Heat Exchangers

Chapter13

Fouling and Mechanism

by Obaid Ur Rehman, Nor Erniza Mohammad Rozali
and Marappa Gounder Ramasamy

Chapter 14

Fouling in Industrial Heat Exchangers: Formation, Detection
and Mitigation

by Rania Jradi, Christophe Marvillet and Mohamed Razak Jeday

113

131

151

171

173

187

199

225

227

245



Preface

Heat transfer, its mechanism, augmentation, and applications are an aid to various
aspects of engineering design. With energy saving and environmental protection
high on the scientific community’s agenda, the augmentation and application of
heat transfer are highly significant. Heat Transfer - Fundamentals, Enhancement and
Applications is a contribution to these endeavors.

This book has four sections: “Fundamentals of Heat Transfer and Mechanism”,
“Different Forms of Heat Transfer and Applications in Various Aspects”, “Heat
Transfer Enhancement and Techniques”, and “Fouling and Its Mitigation in Heat
Exchangers”.

Boiling and condensation heat transfer are manyfold higher than convective heat
transfer. Chapter 1, “Boiling and Condensation”, provides a brief overview of these two
heat transfer phenomena. A detailed explanation is given of different classifications

of boiling, including pool, flow, subcooled and saturated boiling, and different boiling
regimes (natural convection boiling, nucleate boiling, transition boiling, film boiling).
Types of condensation (drop and film-wise), their heat transfer aspects and applica-
tions are also presented. The chapter also includes information about advanced heat
transfer enhancement techniques available for boiling and condensation.

Energy conversion is a very contemporary concern. Thermal radiation is converted
into heat in many activities: drying agricultural products, space heating, desiccant
regeneration, timber seasoning and natural ventilation. Indigenous materials can be
used for solar air heating. Solar thermal air heaters have low performance because
the convection heat transfer coefficient of the air is low, and the heat loss to the
environment is considerable. Chapter 2, “Heat Transfer in Double-Pass Solar Air
Heater: Mathematical Models and Solution Strategy”, presents two mathematical
models of convection and radiant heat transfer in double-pass solar air heaters, which
are commonly used because they produce higher air temperature than that of a single
pass heater. In this case, the average temperature model was solved by dealing with

a system of linear algebraic equations and the other model was derived as ordinary
differential equations and solved by numerical integration.

Chapter 3, “Transfer of Heat through a Thin Liquid Film”, discusses heat transfer in
thin liquid film past a stretching surface in the presence of Joule heating, radiation,
viscous dissipation, and magnetic effect. The nonlinear coupled partial differential
equations were reduced to nonlinear ordinary differential equations, which were then
solved using the shooting method. The effects of Prandtl and Eckert numbers over
the temperature distribution were incorporated. Increasing unsteadiness parameter
values on the thermal conductivity of the fluid are reported.

Chapter 4, “Heat and Mass Transfer of a Decoupling Cooling System: A Desiccant-
Coated Heat Exchanger and a Dew-Point Evaporative Cooler’, investigates a de-coupling



cooling technology where latent cooling load and sensible cooling load were handled
separately by a desiccant-coated heat exchanger-based dehumidifier and a dew-point
evaporative cooler. The undesired moisture in the outdoor air was discarded through
adsorption and the dehumidified air was then cooled by the dew-point evaporative
cooler to the desired temperature. Performance was investigated numerically by
analyzing the heat and mass transfer.

Chapter 5, “Dropwise Condensation and Heat Transfer”, discusses the fundamentals
of condensation, heat transfer and relevant equations for dropwise condensation.
Dropwise condensation is much more effective than film-wise condensation because
water droplets formed on the nucleation sites accumulate, enhancing heat transfer

as they detach from the surface. As the contact angle of the water droplet increases,
the heat flow resistance between the substrate and the vapor decreases, and the heat
transfer coefficient and the condensation rate both increase. Augmentation in boiling
heat transfer was performed by modifying the texture of the bare surface using the
thermo-solution immersion method.

Forced cooling in a very large-scale integrated circuit became a turning point to
reconsider how to improve the capacity to cool down highly energy-consuming
devices and systems. Researchers have sought to enhance equipment performance in
heat and mass transfer engineering, and these techniques are discussed in Chapter 6,
“Boiling Heat Transfer on the Micro-Textured Interfaces”. Micro-/nano-textured
aluminum and copper devices can enhance the boiling heat transfer process to the
subcooled water. Forced water cooling over a surface with convex micro-textures was
achieved by varying the Reynolds number, and the resulting heat transfer character-
istics were investigated. The newly constructed boiling curve on the micro-textured
interfaces is also presented here.

The use of multiple laser tracks leads to nonuniform hardness in the surface of compo-
nents. In Chapter 7, “Multi-Track Overlapping by Laser-Treated and Its Effects on the
Microstructural Behavior of Al-Fe Alloy Assessed by FEM”, a numerical simulation was
applied, using the finite element method, optimized through the multigrid technique,
to study the influence of multi-track overlapping on the microstructure processed

by laser surface remelting. The experimental and numerical simulation results of the
multi-track overlapping were validated.

Chapter 8, “A Review on Condensation Process of Refrigerants in Horizontal Microfin
Tubes: A Typical Example”, explores the application of micro fins in refrigeration
systems. Proper refrigerant with good thermodynamic properties helps optimize the
equipment. Micro fin tubes can be used to improve heat transfer performance while
reducing the size, weight, and amount of refrigerant in the system and maintaining a
suitable environment.

Thermal management of modern electronic equipment is discussed in Chapter 9,
“Internal and External Influences on Hydro-Thermal Behavior of Micro-channel
Flow”. Heat generation has become a recurring problem in high-powered electronic
systems, energy storage batteries, fuel cells, etc. Operation of these electronic
devices at higher temperatures reduces their performance, lifespan and reliability.
Microchannel flow is one of the effective solutions for many thermal engineering
problems.

XII



Global energy production and consumption levels from fossil fuels (coal, oil, and
natural gas) are unsustainable, with energy consumption expected to increase three-
fold in the next 30 years. Fossil-fueled power plants convert heat into mechanical
energy and then to electrical energy using a heat exchanger. Researchers are investi-
gating various ways of saving energy by increasing the heat transfer coefficient, and
hence the performance, of a heat exchanger with smaller dimensions. Chapter 10,
“The Combined Method to Improve Heat Transfer Coefficient on Heat Exchanger”,
focuses on the enhancement of thermal properties of the cooling fluids by introducing
nanofluids to enhance the overall performance of the heat exchanger. The combination
of nanofluids and ultrasonic vibrations was found to improve overall heat transfer
performance in heat exchangers.

Chapter 11, “Enhancing Surface Heat Transfer Characteristics Using Laser Texturing”,
reports the use of a pulsed laser system to manufacture parallel streamwise riblets on
the plates of a heat exchanger. The alteration of surface morphology for enhancement
of heat transfer or drag reduction on a surface has been the subject of research for
some time. Although skin drag reduction positively lowers energy consumption and
enhances heat transfer, there has been little notable research in this area. Surface
roughness is thought to keep heat transfer efficiency high in two flow regimes,
laminar and turbulent.

Heat exchangers are used extensively in everyday life. The outlet temperature on the
secondary side of the heat exchanger can be controlled by the flow on the primary side
under given inlet temperature conditions on the primary and secondary sides, using an
electronic controller. Chapter 12, “Digital Twin of Heat Exchanger”, has investigated
alternative models in the trade-off between the accuracy of the calculation and speed.

Fouling material deposits on the heat exchanger surface are usually gradually solidified
by the action of heat, and since they have lower thermal conductivity than the substrate,
heat exchanger performance is gradually reduced, eventually causing it to be shut

down for maintenance. Chapters 13 and 14, “Fouling and Mechanism”, and “Fouling in
Industrial Heat Exchangers: Formation, Detection and Mitigation”, discuss fouling, its
formation mechanisms and mitigation approaches. Design concepts, and the operation,
cleaning, and maintenance of heat exchangers in industrial practices are also covered.

Although this work was an addition to my routine academic workload, it was thor-
oughly enjoyable. I would like to thank my students for their patience in receiving
delayed support from me. Lastly, I would like to thank my wife, Nilufa Parveen, and
son, Kazi Mehrab Newaz, for their sacrifices in our daily life for the duration of this
work.

Salim Newaz Kazi

Faculty of Engineering,

Department of Mechanical Engineering,
University of Malaya,

Kuala Lumpur, Malaysia
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Chapter 1

Boiling and Condensation

Bijoy Kumar Puvohit, Zakir Hussain and PVR Sai Prasad

Abstract

This chapter contains a brief overview of both boiling and condensation heat
transfer phenomena. Boiling and condensation are the two convective heat transfer
phenomena that involve phase change from liquid to vapour and vapour to liquid,
respectively. The chapter starts with the basis of heat transfer with an emphasis on the
boiling and condensation phenomenon. Next, the overview of the boiling phenome-
non and its different classifications like pool, flow, and subcooled and saturated
boiling are discussed in detail. Different boiling regimes (natural convection boiling,
nucleate boiling, transition boiling and film boiling) with the observed heat transfer
rate in the case of pool boiling are mentioned in detail using the boiling curve. The
heat transfer aspect and basics of condensation with types (drop and film-wise con-
densation) and application are also presented. The derivation for the calculation of the
rate of heat transfer during film condensation with the correlations for heat transfer
coefficient on vertical, horizontal and inclined plates is explained. Some numerical for
the calculation of the rate of heat transfer and heat transfer coefficient for condensa-
tion phenomena has been also been mentioned. Apart from a basic overview, this
chapter also includes information about the advanced heat transfer enhancement
techniques available for boiling and condensation.

Keywords: Heat transfer, boiling, condensation, film-wise condensation, boiling
regimes, convection, Heat transfer coefficient

1. Introduction

Heat is a type of energy that is in transit between a hot body (source at a
higher temperature) and a cool body (receiver at a lower temperature). The driving
force for heat energy transport between two points is the temperature difference
between them. Calorie and joule are the most frequent units for expressing heat
energy [1].

Heat transfer is the branch of science concerned with determining the rates of heat
energy transfers. Conduction, convection and radiation are three modes, by which the
transfer of heat occurs from a hot source to a cold recipient. In the conduction mode of
heat transfer, the heat energy is generally transferred within the substance or to
another substance in physical contact and is caused by lattice vibration and free
electron movement. Convection is the transmission of heat due to the macroscopic
motion of molecules within the medium. In general, conduction heat transfer is
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observed within solid mediums and convection occurs within fluids (gases or liquids)
mediums by the mixing of hot and cold portions of the fluid. In the radiation mode,
heat is transferred through electromagnetic waves produced by a hot body. Radiation
heat can be transferred over the medium within vacuums and space [2].

Sensible heat is the heat that must be transferred to raise or lower the temperature
of a system when no phase change is observed within the medium. The latent heat of
phase change is the thermal energy associated with a unit amount of matter at a fixed
temperature and pressure when it experiences a phase transition (from solid to liquid
and vapour to liquid or vice versa) [2].

2. Boiling and condensation phenomenon

Boiling and condensation both are under the convection heat transmission process
in which the system undergoes a phase transition and are opposite to each other.
These processes include the involvement of both sensible and latent heat.

Boiling is the process of transferring a medium from a liquid to a vapour state by
applying heat. When a liquid medium is applied to heat, then the medium will start to
boil at a certain temperature (boiling point temperature). At this particular tempera-
ture, the liquid phase changes to the vapour state, known as the boiling phenomenon.

In reverse, condensation is the process of transferring a medium from a vapour to a
liquid by removing the heat from the medium. When a medium initially in the vapour
state is cooled, then its phase will change from vapour to liquid state, known as the
condensation phenomenon. Vapours are generated by boiling, and liquid droplets are
formed by condensation [1, 3].

3. Heat transfer to boiling liquids

Boiling phenomenon is generally observed in unit operations such as evaporation,
distillation and steam generation and is the opposite of the condensation phenome-
non. When the liquid medium is exposed to a surface, at a temperature above the
saturation temperature of the liquid, the phase of the medium changes from liquid to
vapour.

Suppose a liquid medium is kept within a solid vessel, to which heat is supplied to
boil the liquid. Let the temperature of the solid surface be ‘Ts’ and the liquid medium
have the saturation temperature of “Tsat’. Initially, let the solid surface temperature be
below the saturation temperature of the liquid. The boiling will start, when the
temperature of the supplied liquid increases from ‘Ts’ to the saturation temperature
‘T'sat’. Further on increasing the temperature of the supplied liquid, the boiling rate
will also increase.

According to Newton’s law of convection, heat transferred from a solid surface to
the liquid (through convection mode) is

Q = hA(TS — TSat) = hAATexcess

Here, (T's — Tsat) = AT excess = €XCess temperature = temperature of the supplied
liquid - saturation temperature of liquid = the extra heat supplied in excess above the
saturation temperature of the fluid, during boiling of the liquid medium [3, 4].
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3.1 Classification of the boiling phenomenon

According to the bulk fluid motion and the bulk fluid temperature, the boiling
phenomenon can be classified into two basic categories.

i. Based on the bulk fluid motion within the liquid medium

Pool boiling: Boiling phenomenon within a liquid medium, which is at a
stationary or non-flow condition, is called pool boiling. In pool boiling, heat is
generally supplied through a submerged solid surface (by placing a heating coil
inside the liquid) or boiling water within a solid container from external heat.
Bubbles generate during the heating process travel in the liquid medium, due to
buoyance, and the heat gets transferred through the natural convection process.

Flow boiling: Boiling phenomenon within a liquid medium, which is at
flowing condition, is called flow boiling. In the case of flow boiling, heat is
generally transferred to a flowing liquid medium through the forced
convection process. Boiling in a liquid medium when it is flowing over a hot
surface or within a heated pipe is an example of flow boiling [3, 5].

ii. Based on the bulk liquid temperature within the liquid medium

Subcooled or local boiling: The boiling phenomenon is said to be subcooled or
local boiling if the temperature of the bulk liquid medium above the heating
surface is less than the saturation temperature of the liquid.

Saturated boiling: The boiling phenomenon is said to be saturated if the
temperature of the liquid medium above the heating surface is about the
saturation temperature of the liquid.

At the early stages of pool boiling, the liquid adjacent to the hot solid surface
vaporises and the bubbles are formed by absorbing heat from the hot solid
surface. The bubbles contain more heat energy and travel within the liquid
medium due to the convection phenomenon.

But during the initial stage of boiling, the bulk fluid (a certain height above a
hot solid surface) will be at a temperature much less than the liquids
saturation temperature. These bubbles when they move away from the hot
surface and come in contact with cold liquid, they condense and collapse by
transferring the absorbed heat (from the hot surface) into the liquid medium.
This phenomenon happens when the bulk liquid is at a temperature much
lower than the saturation temperature (subcooled or local boiling).

Further, when the temperature of the entire liquid medium reaches about the
saturation temperature, the bubbles will not condense and will start rising to
the top (saturated boiling) (Figures 1 and 2) [3, 6].

3.2 Boiling regimes and the boiling curve in case of pool boiling

Boiling process in the pool of a liquid medium will start, when the supplied
temperature exceeds the saturation temperature (ATexcess >0). Depending on this
excess temperature ATexcess supplied to the liquid medium, different types of boiling
regimes are observed in a pool of liquid [1, 3, 4]. Those regimes are
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Liquid with in a container with bubbles Liquid flow direction with bubbles
Q
3 8
{8 €
5 2
- =
Pressure=1atm 0o 3
- 3
& ©
©
o T
Heated solid surface
Pool Boiling Flow Boiling
Figure 1.
Pool and flow boiling phenomena [3, 6].
Liquid is below saturation temperature Liquid is at saturation temperature
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Subcooled Boiling Saturated Boiling

Figure 2.
Subcooled and saturated boiling phenomena [3, 6].
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Figure 3.
Boiling curve with the boiling regimes for a pool of liquid [1-5].

To demonstrate these boiling regimes for a pool of liquid, a plot between boiling
heat flux (rate of heat transfer per unit area) versus the excess temperature supplied is
shown and known as the boiling curve (Figure 3).

3.2.1 Natural convection boiling (to point a on the boiling curve)

Boiling or saturation temperature of a pure liquid substance depends on the
applied pressure. But in practice, the bubbles are forming on the heating surface only
after being heated to a few more degrees above its saturation temperature (up to 6°C
for water).

The transfer of heat within the fluid (from the heating surface to the bulk fluid) in
this step is by natural convection, and hence the heat flux curve increases slowly.
During this condition, the liquid will be at a slightly superheated state and the super-
heated liquids will evaporate when it rises to the free surface.

3.2.2 Nucleate boiling (between points A and C on the boiling curve)

Upon further increasing the excess temperature (ATexcess), the bubbles will start
forming at the temperature with respect to point A of the boiling curve. With further
increase in excess temperature, the rate of formation of bubbles and hence the heat
flux will increase till the point C in the boiling curve.

The nucleate boiling regime (from A to C) can be further divided into two separate
regions (from A to B and from B to C). In the region from A to B, with excess heat
supplied beyond point A, isolated bubbles will start forming on the heated surface. As
soon the bubbles start to move, these bubbles will dissolute in the liquid (subcooled
boiling). The formation and dissolution of the bubble will be repeated till the temper-
ature of the liquid reaching to saturated temperature. During nucleate boiling, the
movement of the bubbles is responsible for the increase in heat transfer coefficient
and heat flux.

In the region from B to C, with excess heat supplied beyond point B, the bubbles
form at a great rate and a continuous column of vapour in the liquid will be observed.
These bubbles move to the free surface (saturated boiling) where the vapour got
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released from the bubbles. The heat flux observed in this region will be larger due to
the combined effect of liquid entrainment and evaporation.

High heat transfer rates are observed in the case of the nucleate boiling regime
compared to other regimes; hence, it is the most desirable boiling regime in practice.
For water, it can be achieved with ATexcess within about 30°C. The correlation for
the boiling heat flux for this region was proposed by Rohsenow, which is [6-9].

Cpl AT excess

behﬁg (PV[)"

¥
Pr— Py

o

3.2.3 Transition boiling (between points C and D on the boiling curve)

With A Texcess value near reaching the point C, the rate of evaporation of bubbles
at the heater surface will be at a very high rate throughout the entire solid surface.
These bubbles may cover the heater surface; hence, the contact between solid surface
and liquid will be difficult. This formed vapour film acts as an insulation due to the
low thermal conductivity of the vapour relative to that of the liquid, and hence the
heat flux decreases beyond point C.

The heat flux till point C reaches a maximum value and is called the critical (or
maximum) heat flux, ¢,,,x. The correlation for the boiling critical heat flux for this
region for boiling was proposed by Lienhard et al. and is expressed as [6-8]:

Yy
0 Py
D = 0.149'01]%, [%}

3.2.4 Film boiling (beyond point D on the boiling curve)

During the transition boiling, the heater surface will be completely covered by a
continuous stable layer of vapour film (with increasing ATexcess). As the vapour film
separates the liquid from the heater surface and will be responsible for transferring
less heat flux, the heat flux will reach a minimum value (point D), called the
Leidenfrost point. The correlation for the boiling minimum heat flux at the Leidenfrost
point for a horizontal plate was proposed by Zuber, which is [7].

vy
ag(p; — py)

R [P

q max

As the ATexcess further increases, the heat transfer will start due to the radiation
from hot solid surface to liquid through the vapour medium. The heat flux will again
rise slowly and as the heating takes place over a film of vapour, it is known as film
boiling. The correlation for the boiling heat transfer coefficient for this region for
boiling above a horizontal tube was proposed by Bromley, which is given as follows
[6-8]. However, for a vertical plate, the constant 0.62 and D will be replaced by 0.7
and L, respectively:

Ya
k:ﬂv (P — pv)g (h]fg + 0~4vaATexcess) )
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Burnout point: As the heat flux is decreasing beyond point C, the boiling process
will not be advised to continue further. Beyond point C, the power that needs to be
provided to the heater surface will be more (as the heat flux decreases). However, in
this condition of excess power supply, the temperature of the nichrome wire (heater)
immersed in the liquid will abruptly rise to the melting point of the wire, resulting in
burnout. Burnout can be avoided by using platinum wire, which has a much higher
melting point.

4. Heat transfer in condensation

Condensation is a convection process of changing a vapour medium to a liquid
state and generally occurs when a saturated vapour comes into contact with a cold
solid surface at a temperature less than the saturation temperature of the vapour. The
latent heat of vaporisation must be removed during the condensation.

Condensers are widely used in the chemical industry. The process of condensation
occurs by two distinct mechanisms/modes and at different rates of heat transfer.
Those are film-wise and drop-wise condensation [2, 3].

4.1 Difference between drop-wise and film-wise condensation
4.1.1 Drop-wise condensation

When a saturated vapour comes into contact with a cold solid surface (a surface at
a lower temperature than the saturated temperature of vapour), it condenses to liquid
form. If condensate does not wet the surface, then the droplets of liquid are formed on
the surface.

The size of droplets expands with time and eventually drops down the surface in a
random pattern (due to the effect of gravity), leaving the metal surface bare on which
further condensation develops.

4.1.2 Film-wise condensation

When a saturated vapour comes into contact with a cold surface (a surface at a
lower temperature than the saturated temperature of vapour), it condenses to liquid
form. If condensate wets the surface, then it forms a continuous film of condensate.

These condensates completely cover the solid surface, and then heat must be
transported through the condensed liquid layer. Then the vapours have to condense
into the liquid film rather than direct contact with the surface. Under the action of
gravity, the condensate eventually flows down the surface. The condensation caused
by this technique is termed as film-wise condensation [2, 3].

The film covering the solid surface serves as a heat transmission barrier in film-
wise condensation, but in drop-wise condensation, a considerable section of the sur-
faces is exposed directly to the vapour. Hence, the heat transfer coefficients (and thus
the heat transfer rates) in drop-wise condensation are generally four to eight times
greater than in film-wise condensation. The presence of dirt on the surfaces (where
condensate drops develop), which appear to favour drop-wise condensation, is known
as nucleation sites. Because most surfaces become wet after being exposed to the
condensing vapours, film-wise condensation is very common (Figure 4) [2, 3, 6].
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Figure 4.
Drop-wise and film-wise condensation phenomena [2, 3, 6].

Drop-wise condensation Film-wise condensation

In drop-wise condensation, the condensate liquids  In film-wise condensation, the condensed liquid
partially wet the complete solid surface by forming wets the solid surface by forming a continuous film

droplets of condensate on the surface. of condensate on the surface.

These droplets then fall down the surface under the Condensate flows down the surface under the action
action of gravity, leaving the bare solid surface to  of gravity by forming a continuous film, and further
condense further. heat transfer takes place through this layer.

As the bare solid surface is further available to
condense, the heat transfer coefficients and thus

Due to the presence of a continuous liquid film of
condensate between the vapour and solid surface,

heat transfer rate are very high compared to film-  the heat transfer coefficients and thus heat transfer

wise condensation. rate are very low compared to drop-wise

The heat transfer coefficient value is difficult to condensation.

predict. The heat transfer coefficient value can be predicted
easily.

Drop-wise condensation is difficult to achieve and  Film-wise condensation is easily obtainable and
generally occurs on oily or greasy surfaces. generally occurs on smooth, clean and

uncontaminated surfaces.

Drop-wise condensation condition is difficult to
maintain and is unstable.

Film-wise condensation conditions can be easily
maintained and stable.

Film-wise condensation is commonly used
industrially.

Drop-wise condensation is commonly not used
industrially.

4.2 Heat transfer for film-wise condensation on vertical plate

Let us consider a vertical plate maintained at a constant surface temperature ‘Ts’
with a height ‘L’ and width ‘b’. Let us consider a single vapour medium, at the satura-
tion temperature ‘Tsat’, exposed to this surface [3, 4]. The surface temperature of the
solid surface is below the saturation temperature (Ts < Tsat). When this saturated
vapour comes in contact with the cold surface, then the vapour will condense on it.
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In the case of film-wise condensation, it will form a continuous film of condensate
on the surface of the vertical plate. The condensate liquid film layer ultimately flows
down and will obtain a state as shown in the figure under the influence of viscosity
and gravity.

Let the downward direction is taken as the positive x-direction with the origin
placed at the top of the plate where condensation initiates, as shown in Figure 5. The
film thickness of condensate ‘6’ and thus the mass flow rate of the condensate increase
with respect to the length of plate x’.

Heat must be transferred from the vapour to the plate through the film, which
provides heat transfer resistance. The greater the thermal resistance of the film, the
slower the rate of heat transfer will be. Nusselt first derived the analytical relationship
between the heat transfer coefficient throughout the length of the plate in film con-
densation on a vertical plate in 1916, using the following assumptions:

* The surface temperature of solid surface (‘T's’) and the vapour is at saturation
temperature (“Tsat’) and is more than solid surface temperature (Ts < Tsat).

* The temperature of condensate liquid varies linearly across the liquid film.

* The flow within the condensate liquid layer is laminar and the acceleration of the
condensate liquid layer is negligible.

* Heat transfer within the condensate liquid film is through conduction mode only
(no convection phenomenon in the film).

o All the properties of the condensate liquid are constant throughout the film.

i

=
L

Vapour at saturated
temperature “Tsat”

(Ts< Tsat)

>

Film of
Condensed

liquid I Buoyancyforce(T)
'dx Shear force (T)
- l Weight force (¥)

Length of solid surface “L”

é‘x =Y
Small element of condensed liquid

Solid surface at
temperature “Ts”

Figure 5.
Heat transfer phenomena for film condensation on vertical plate [3, 4].
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* The viscous shear on the liquid—vapour interface is negligible (velocity of the
saturated vapour is maintained very low to avoid drag on the condensate film).

The rate of heat transfer from the vapour phase to the solid surface with respect to
vertical direction x can be expressed as:

Q = heA(Toe — Ts) = kiA @
Then, Heat flux = q = % = h(Tor — Ts) = Ky (T%;T)
ke
he =5 (1)

The heat transfer coefficient value for the heat transfer from the vapour to the
plate is changing along the length of the plate due to the thermal resistance offered by
the varying thickness of condensate liquid film. If the thickness of the film is more,
then more will be the thermal resistance for the flow of heat from vapour to solid and
thus lower the rate of heat transfer.

Let us consider a small selected volume element of condensate in the vertical x-
direction. Since the acceleration of the small section fluid is assumed zero, then
according to Newton’s second law of motion, it can be written as:

> Fe=ma,=0
ZFx (Downward direction, |, ) = ZFX(Upward direction, 1)
Weight force () = Viscous shear force (1) + Buoyancy force (1)

The forces that act on this small elemental volume will be the weight of the liquid
element (acting downward), viscous shear or fluid friction force (acting upward) and
buoyancy force (acting upward).

Weight (1) or gravity force on small liquid element = pg(6x — y)dx
Viscous shear force (1) on small liquid element = jl—udx
y
Buoyancy force (1) on small liquid element = pyg(6, —y)dx

Thus,
du
Pig (0 —y)dx = ﬂl@dx + pvg(dx —y)dx

du
" de = pg(8x — y)dx — pyg(dx — y)dx

du _ (pr—pv)g(dx —y)

dy H

dy— PLpvE (s

—)d
m y)dy
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Integrating the aforementioned equation from y = 0 to y, we will have the
relationship between the velocity along the length of the vertical pipe:
[Aty = 0; u = 0 (no-slip boundary condition) and at y = y; u = u (y) (not zero)]

J W _i—pvlg Jy

0

5 —y)d
. m (6x —y)dy
. 2
g Pimpvie (y P )

Hy 2

Then, the mass flow rate of the condensate with the boundary layer thickness is ‘&,
at any location ‘%’ over the solid surface will be

5 _ 2
0

H 2
= PP — pv)gb r <y5 _3’2> dy
Hi o\" "t 2
i — Pilpr — pv)gh ﬁé _ & _ pi(p1 — pv)ghs, _ pi(p — pv)ghs,
Hy 27 2x3 3 3
Then
din _d (o= pvIgh&\ _piloi—pvigh d o _ pilpr— py)ghd; dos 2)
dx dx 3y 3y dx ~* H dx

Again, the rate of heat transfer from the vapour to the solid surface through the
liquid film layer will be equal to the amount of heat released when vapour is
condensed and is expressed as:

dQ = dm xx:klAw

x
(Tmt - Ts)
1)

X

= th(Tsat - T:)

dQ = din x\ = ky(b xdx) = hy(b xdx)(Tear — Ts)

dm (Tsat_T:)
PP

(3)

Equating the aforementioned two Eqgs. (2) and (3), we have

din _ 1, T = To) _ pilps = pv)ghd; ds

dx S U dx

gy (Lot = T5) _ piloy — py)ghty dbe
: Oxh Hi dx

kibuy(Tspe — Ts)
pi(pr — pv)gbh
klﬂl(Tmt - TS)
pilpr — pv)gh

dx = 83ds,
82 do, = dx
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The liquid film thickness at any location x can be determined by integrating the
aforementioned equation from x = 0 (6, = O at the top of the plate) to x = x (6, = X):

Ox _ X
J s, = 1T = T:) TS)J dx
0 pilpr = pv)gh Jo

68 _ k(T =T
4 plpr—pvigh
(¥ (Toa — Ty)x\ "
_< pi(pr — pv)gh )

Then the heat transfer rate from the vapour to the solid plate surface at any
location x along the length of the plate can be expressed as (from Eq. (1)):

-
Ox
Yy
_ k; _ pi(p — pv)gk;
(4kml(Tm—T5>x>% Aerpy(Toar — T)x
p1(pi—pv)gh

x =

1
pilpr — pV)g}\k?
A4y (Topr — To)x

Upon integrating the aforementioned equation for the local heat transfer coeffi-
cient over the entire length of the plate (L), the value average heat transfer coefficient
value is determined:

V4
1 pilpr = pv)ghe
avg = MWertical — 7 x =0943| —— =
ang = Mversica LLhdx 0.9 3<#I(TMTS)L

Note: In general, the density of the vapour medium will be negligible compared to
the density of the liquid:

P> py or py=(pr — py)

2,903 Ya
o Pighk]
hVemcal =0.943 (ﬂl(Tmt — TS)L>

Note 1: In case, the vertical plate is inclined at an angle ®. The heat transfer
coefficient is

Y
hlnclined = hVertical ((:059) *

Note 2: In the case of the horizontal tube or sphere with diameter D, the heat
transfer coefficient is

Va 3 Y4
pi(p1 — pv)ghk; gk
Ntorizontal = 0.729 | ————F2—* =079 ———=—F—+—
Horizontat (mwm—nm #(Teaz — T)D
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Note 3: The aforementioned equations are applicable for a single-tube system, in case
N number of tubes are arranged in the system or a stack of tubes are present. /1 is the heat
transfer coefficient for the top tube. Then the heat transfer coefficient for N tubes (k) is

hy = hi(N)"

5. Research and techniques of enhancement of boiling and condensation
heat transfer

Enhancement of boiling heat transfer: Different advanced techniques that can be
used to improve heat transfer in pool boiling are classified as active or passive tech-
niques. Active approaches regulate the fluid movement by different techniques such
as mixing the fluid using mechanical agitation, pumping the fluid, vibrating the
surface of the container, rotating the container continuously, and adding an external
electrostatic or magnetic field [6, 7, 10]. On the other hand, passive heat transfer
enhancement techniques focus on changing fluid characteristics and/or heat transfer
surfaces, such as increasing the number of active nucleation sites and the rate of
bubble formation at each site [11, 12]. A rough, dirt-covered surface produces more
nucleation sites than a smooth surface. The rate of nucleation can also be promoted by
applying a thin porous layer to the surface or constructing mechanical voids on the
surface to allow for continuous vapour production.

Different surface modification approaches for improving channel flow boiling heat
transfer were reviewed by Liang et al. [12] and Kim et al. [13]. It covers macroscale
(the use of cylindrical pins, macro ribs and twisted tape inserts), microscale (the use
of micro-fins, micro-pin-fins, artificial cavities porous coating) and nanoscale (the use
of nanotubes or nanowires to coat a heating surface) [13, 14] techniques to enhance
the rate of heat transfers. Nanostructure approaches are reported to be less effective
than macroscale and microscale improvement techniques.

Shah et al. [15] investigated the flow pattern, nucleate boiling, bubble growth, void
fraction, liquid layer thickness, critical heat flux, pressure drop and heat transfer
models for boiling fluid in microchannels. Adnan et al. [16] investigated the usage of
nanofluids (h-BN/DCM and SiO,/DCM) to improve heat transmission in pool boiling.
These nanoparticles were found to greatly improve the thermal properties of the base
fluid, with a 27.59% improvement in the rate of heat transfer coefficient for saturation
boiling. Heat transfer enhancement employing ZnO-water, TiO,-water, and AL, O3-
water nanofluids has also been reported [17-19]. Amiri et al. [20] reported that multi-
walled carbon nanotubes treated with cysteine, silver nanoparticles and Gum Arabic
exhibited significant enhancement in the pool boiling heat transfer coefficients and
critical heat fluxes when added with different concentrations to the aqueous media.
Chen et al. [21] reported a recent and detailed review on the boiling heat transfer
enhancement using different nanofluid solutions [22].

Enhancement of condensation heat transfer: Many recent reviewed research arti-
cles [23-25] are reported for advanced condensation phenomenon techniques. For
condensation, the two major conditions that are nucleation on the surface and depar-
ture of liquid droplets are greatly influenced by the hydrophilicity and hydrophobicity
properties of solid surfaces. Similar to boiling, numerous surface modification tech-
niques are used to improve the heat transfer rate for condensation. Among them,
constructing low free energy surfaces and building micro-nano structure surfaces are
two possibilities to enhance the nucleation of liquid droplets [26].
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Metallisation, ion implantation and organic polymer coating are available reported
methods for lowering surface free energy. Some precious metals, such as gold, silver,
palladium, rhodium, and chromium, can be plated on solid surfaces to produce
metallisation. Ion implantation procedures involve the ionisation of gases such as
nitrogen, argon, helium, and hydrogen using a high-voltage electric field before
bombarding them into a metal surface. A thin covering of organic polymer such as
fluorocarbon polymer, silica gel polymer, hexamethyldisiloxane polymer, fluorinated
propylene polymer, polyhexafluoropropylene polymer and poly(p-xylene) polymers
can also be used to induce drop-wise condensation on a solid metal surface [27-30].

In micro-nano structure surfaces techniques, different micro-nano structures like
nanowires, nanocons, nanosheets, nanoblocks of carbon nanotube, nanographene
particles, ZnO, Ni and polystyrene are fabricated on the solid surfaces that provide the
nucleation sites and promoting drop-wise condensation [22, 26, 30, 31].

6. Conclusion

This chapter provides a comprehensive overview of the boiling and condensation
phenomenon. These are the two opposite phenomena related to convective heat
transfer which is the heat transfer involved during changing phase from liquid to
vapour and from vapour to liquid, respectively. Boiling occurs when the temperature
of liquids raises above its saturation temperature. Boiling can be classified as pool and
flow boiling and as subcooled and saturated boiling. Depending on the value of the
excess temperature supplied (above saturation temperature) to the liquid medium,
different types of boiling regimes are observed in a pool of liquid. Those regimes
include natural convection boiling, nucleate boiling, transition boiling, and film
boiling.

Again, the condensation process deals with changing a vapour to a liquid state with
two distinct mechanisms, that is, film-wise condensation and drop-wise condensation.
The heat transfer coefficients (and thus the heat transfer rates) in drop-wise conden-
sation are greater than in film-wise condensation. Drop-wise condensation is difficult
to achieve and generally occurs on oily or greasy surfaces. Film-wise condensation is
easily obtainable and generally occurs on smooth, clean uncontaminated surfaces.

7. Numerical related to condensations

Example 1: Consider a vertical tube within which hot gas is flowing at 80°C. The
tube has a diameter of 40 mm and 1 m in length. This tube is now utilised to condense
steam at atmospheric pressure. Determine the mass of condensate or the rate of
condensation per hour that will generate in this system. Given the properties of
condensate:

k = 0.67 W/m.K; p = 972 kg/m?; A = 2310 kJ/kg; p = 3.55 x 10~ ** (N.s)/m”.

Answer:

We know that the heat transfer coefficient over a vertical surface will be

2.11,3 Ya
o PIEMk]
hVemml =0.943 (ﬂl(Tmt — TS)L>
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L = height of the vertical plate = 1 m; D = diameter of the vertical
plate = 40 mm = 0.04 m; g = gravitational acceleration = 9.81 m/s’ p, = densities of
the condensed liquid = 972 kg/m?; 4, = viscosity of the condensed liquid = 3.55x 10~ °*
(N.s)/m? = 355 x 10~ °® kg/m-s; A = latent heat of vaporisation = 2310 kJ/kg = 2310 x
10 J/kg; k; =thermal conductivity of the condensed liquid = 0.67 W/m.K; Ts = surface
temperature of the plate = 60°C = 273.15 + 60 = 333.15 K; Tsat = saturation tempera-
ture (at atmospheric pressure) of the condensing fluid = 100°
C =273.15 + 100 = 373.15 K.

Then

9722 x9.81 x2310 x10° x0.67% \ ”* w
m?2. K

= 0.943( - — 4350
355 x107°x(373.15 — 333.15) x1

h Vertical

We know that the rate of heat transfer from the vapour to the solid surface
through the liquid film layer will be equal to the amount of heat released when vapour
is condensed and is expressed as:

(Tsat - Ts)

Q = xh = hA(Toe — T)

AQ = diin x\ = kA = A (Toe — T))

Area of heat transfer =t x Dx L = © x 0.04 x 1 = 0.12564 m?

hA(Toqe — T
Mass of condensate = m = hiA(Toa — Ts)

A
_ 4352x0.12564 x(373.15 — 333.15) _9.46x1 0,03Ig
2310 x10° s
kg
=34.08-2
34.08 -

Example 2: Consider a horizontal tube within which hot gas is flowing at 80°C.
The tube has a diameter of 40 mm and 1 m in length. This tube is now utilised to
condense steam at atmospheric pressure. Determine the mass of condensate that will
generate in this system. Given the properties of condensate:

k = 0.67 W/m.K; p = 972 kg/m?; A = 2310 kJ/kg; p = 3.55 x 10~ ** (N.s)/m”.

Answer:

We know that the heat transfer coefficient over a horizontal surface will be

2 413 Va

PIgMe]
horizontal = 0.729 | ——=>———
Horizontal (/,tl(Tmt . TS)D>

L = height of the horizontal plate = 1 m; D = diameter of the vertical
plate = 40 mm = 0.04 m; g = gravitational acceleration = 9.81 m/s%; p; = densities of the
condensed liquid = 972 kg/m?; 4, = viscosity of the condensed liquid = 3.55 x 10~ °*
(N.s)/m? = 355 x 10~ °° kg/m-s; \ = latent heat of vaporisation = 2310 kJ/kg = 2310 x
10° J/kg; k; =thermal conductivity of the condensed liquid = 0.67 W/m.K; Ts = surface
temperature of the plate = 60°C = 273.15 + 60 = 333.15 K; Tsat = saturation temperature
(at atmospheric pressure) of the condensing fluid = 100°C = 273.15 + 100 = 373.15 K.
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Then

9722x9.81 x2310 x103 x0.673  \ w
hHom'zonml = 0729( > =75

355 x10~° x(373.15 — 333.15) x0.04 m2.K

We know that the rate of heat transfer from the vapour to the solid surface
through the liquid film layer will be equal to the amount of heat released when vapour
is condensed and is expressed as:

dQ = dimx\ = kA T = T) _ hoA(Teur — Ty)

X
Q =#xh = hyA(Tepe — T)
Area of heat transfer =—x x Dx L = 1 x 0.04 x 1 = 0.12564 m>

hyA(Top — T
Mass of condensate = i = heA(Toar = T) _

A
_ 75222 x0.12566 x(373.15 — 333.15) _ 0.01613 _ 58.9113
2310 x103 s hr

Example 3: Consider a vertical tube with a temperature at 96°C and is exposed to
steam at saturation temperature at atmospheric pressure. The tube has a diameter of
20 mm and 30 cm in length. Obtain the outside film heat transfer coefficient and the
rate of heat transfer. Given the properties of condensate:

k = 0.57 kcal/hr-m-°C; p = 950 kg/m3; A = 540 kcal/kg; p = 1.02 kg/m.hr.

Answer:

We know that the heat transfer coefficient over a vertical surface will be

2.21,3 Va
PIgNe;
Wertical = 0.943 [ ——=———
Vertical (ﬂl(Tmt - TS)L>

L = height of the vertical plate = 30 cm = 0.3 m; D = diameter of the vertical
plate = 20 mm = 0.02 m; g = gravitational acceleration = 9.81 m/s’ p; = densities of the
condensed liquid = 950 kg/m?; y; = viscosity of the condensed liquid = 1.02 kg/m -
hr. = 2.83 x 10 * kg/m.s; ) = latent heat of vaporisation = 540 kcal/kg = 540 x 10° x
4.184 J/kg = 2,259,360 J/kg; k; =thermal conductivity of the condensed lig-
uid = 0.57 keal/hr-m-°C = (0.57 x 10> x 4.184/3600) J/s-m-°C = 0.66 W/m. °C; Ts = sur-
face temperature of the plate = 96°C; Tsat = saturation temperature (atmospheric
pressure) of condensing fluid =100°C.

Then

950%x9.81 x2259360 x0.66°
2.83x10~* x(100 — 60) x0.3

1
MVertical = 0.943< ) = 6049.28£

m?2.°C

Area of heat transfer =t x D x L = 7 x 0.002 x 0.3 = 0.018846 m>.
We know that

Rate of heat transfer
=Q= th(Tsat - T:)
= 6049.28 x0.018846 x(100 — 96) = 456.018 W
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Example 4: A tube 40 mm in diameter and 1 m in length is used to condense steam
at 100°C. The tube surface is at 60°C. Determine for which arrangement of the tube,
the rate of heat transfer and the mass of condensate will be maximum. (a) Vertical,
(b) horizontal, (c) inclined at an angle of 45°C and (d) ten number of horizontal tubes
in the vertical direction. Properties of condensate are.

k = 0.67 W/m.K; p = 972 kg/m?; A = 2310 kJ/kg; p = 3.55 x 10~ ** (N.s)/m”.

Answer:

Given data, L = height of the vertical plate = 1 m; D = diameter of the vertical
plate = 40 mm = 0.04 m; g = gravitational acceleration = 9.81 m/s’ p, = densities of the
condensed liquid = 972 kg/m”; 4, = viscosity of the condensed liquid = 3.55 x 10~ %* (N.
s)/m” = 355 x 10~ °° kg/m-s; A = latent heat of vaporisation = 2310 kJ/kg = 2310 x 10% J/
kg; k; =thermal conductivity of the condensed liquid = 0.67 W/m.K; Ts = surface
temperature of the plate = 60°C = 273.15 + 60 = 333.15 K; Tsat = saturation tempera-
ture (atmospheric pressure) of condensing fluid =100°C = 273.15 + 100 = 373.15 K.

Area of heat transfer = A =nxDxL = nx 0.04 x 1= 0.12564 m”

a. We know that the heat transfer coefficient over a vertical surface will be

2 413 Va

PIgMk]
Mvertical = 0943 | ———=———
Vertical (ﬂl(Tmt - TS)L>

9722x9.81 x2310 x10° x0.67> )“‘ _ W

h ertical = 0.943 —
Verteal (355 x10°x(373.15 — 333.15) x1 m2. K

We know that

Rate of heat transfer = Q = hA(Tspe — Ts)
= 4352 x0.12564 x(373.15 — 333.15) = 21871.42 W

hA(Ta ~To) _ 2087042 _ o oo skg o o ke

Mass of condensate = m = =
! A 2310 x103 s hr

b. Heat transfer coefficient over a horizontal surface will be

2,013 Y

PIgNk;
hborizontal = 0.729 | ———=——7=
Horizontal (,ul(Tmt_Ts)D>

9722x9.81 x2310 x10° x 0.67°
355x107° x (373.15 — 333.15) x 1

Ya
w
) 3364.37

hHom'zontal = 0729( %4

We know that

Rate of heat transfer = Q = hyA(Tss — T)
= 3364.37 x 0.12564 x(373.15 — 333.15) = 16907.98 W

heA(Tos —T;) _ 16907.98

Mass of condensate = m = =
f A 2310 x 103

=731x 10_31g = 26.35'g
s hr
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c. Heat transfer coefficient for the inclined angle of 45°C will be

h[nclined =h Vertical (6059) i
w
m?.K

hlnclined = 4352 x (COS 45)% = 3990

We know that

Rate of heat transfer
=Q= th(Tmt - Ts)
= 3990 x 0.12564 x(373.15 — 333.15) = 20052.15 W

MoA(Toa = To) _ 20052'153 _868x10 38 _ 31.25]g
A 2310 x 10 s hr

Mass of condensate = i =

d. Heat transfer coefficient for 10 number horizontal tubes in the vertical direction
will be

hy = hy(N)%

w
m2.K

hy = 3364.37 x (10)"* = 5982

We know that
Rate of heat transfer
= Q = th(Tmt - Ts)
= 5982 x 0.12564 x(373.15 — 333.15) = 30063.14 W

heA(To — Ts)  30063.14
A 2310 x 10°

k k
Mass of condensate =i = = 0'014Tg — 46,8555

hr

Mass of condensate and the heat transfer rate will be maximum for the arrange-
ment with 10 horizontal tubes in the vertical direction.

Example 5: Consider a stainless steel pan with water at atmospheric pressure.
Externally heat is supplied, to boil the liquid, through the bottom of pan (diameter is
40 cm) and a temperature of 106°C is maintained at the inner surface of the bottom of
the pan. Considering steady state condition, determine the rate of heat transfer to the
water and the rate of evaporation of water.

Data: The saturation temperature of Tsat = 100°C and the properties of water at
this condition are.

6 = 0.0589 N/m hy, = 2257 x 10% J/kg P, =175
p =957.9 kg/m? p, =0.6 kg/m? i =0.282x10 kg - m/s
Cy = 4217 )/kg - °C Cy = 0.013 n=1
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Answer:

The rate of heat transfer will be equal to the product of heat flux and heat transfer
area.

Here, AT excess = (T's — T'sar) = excess temperature = temperature of the supplied
liquid - saturation temperature of liquid = 106-100 = 6°C.

Excess temperature resembles the stage of nucleate boiling of liquid. Hence, the
heat flux at this nucleate boiling condition will be (Rohsenow, [9])

3
Cpl A Texce:s

Cg‘h]fg (PV[)"

¥
Pr— Py

9.81x (957.9 — 0.6)} & 4217x 6
(0.0589) (0.013)x (2257 x 10%)x(1.75)"

q = 30409.35W,:

q = 0.282x103x2257x 103[

Heat transfer area or the surface area of the bottom of the pan:

A="D> =" (0.4) = 0.125m>
4 4
The rate of heat transfer will be = Q = q x A = 30409.35W,,,2 x 0.12m? = 3821 W.

Again, the rate of evaporation of water (#2) can be determined from the formula:

Q=m=xA

m = % = 7225378731103 =1.692x 10’3]% ~ 1.7 gram of water evaporates per sec
Nomenclature
Q Amount of heat transferred from a solid surface to the fluid, W
ay Acceleration of small selected volume element of condensate, m/s?
hy Average heat transfer coefficient for N tubes, W/m?K
ha Average heat transfer coefficient for top horizontal tube, W/m?.K
hayg o7 h Average heat transfer coefficient value, W/ m2.K
Rinclined Average heat transfer coefficient value for inclined surface, W/ m>K
N Hovizontal Average heat transfer coefficient value for horizontal surface, W/ m>K
RVertical Average heat transfer coefficient value for vertical surface, W/ m2K
Qmax Critical (or maximum) heat flux, W/m?
D Diameter of the horizontal tube or sphere, m
X Distance along the length of the solid surface, m
y Distance along the width of the condensate, m
P Densities of the condensed liquid, kg/m?
Pv Densities of the condensed vapour, kg/m?
hg, or A Enthalpy or latent heat of vaporisation, J/kg
Cer Experimental constant depends on the fluid-surface combination
n Experimental constant depends on the fluid
AT orcess Excess temperature supplied to fluid, °C, K
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8 Film thickness of condensate, m

dx Film thickness of condensate along the L direction, m

F, Force on small selected volume element of condensate, kg/m.s2

g Gravitational acceleration, m/s>

q Heat flux, W/m?

hy Heat transfer coefficient along the L direction, W/m?-°C, W/m>K
LorH Height of the solid surface, m

® Inclination angle of a solid surface, 0

7 Mass flow rate of condensate along the length of condensate, kg/s
m Mass of small selected volume element of condensate, kg

N Number of horizontal tubes arranged in stacks

Pr Prandtl number of liquid

Cp1 Specific heat of the liquid, J/kg. °C

Cpv Specific heat of the vapour, J/kg. °C

A Surface area of solid surface, m”

c Surface tension in the vapour-liquid interface, N/m

Tsat Saturation temperature of the condensing fluid, °C or K

Ts Surface temperature of the solid surface, °C or K

k; Thermal conductivity of the condensed liquid, W/m-°C or W/m-K
ky Thermal conductivity of the vapour, W/m-°C or W/m-K

u Velocity rate of condensate along the length of condensate, m/s
W Viscosity of the condensed liquid, kg/m-s

Hy Viscosity of the vapour, kg/m-s

b Width of the solid surface, m
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Chapter 2

Heat Transfer in Double-Pass Solar
Air Heater: Mathematical Models
and Solution Strategy

Nguyen Van Hap and Nguyen Minh Phu

Abstract

Multipass air collectors are commonly used because they produce higher air
temperature than that of a single-pass one due to reduced top heat loss. In this
chapter, two mathematical models of convection and radiant heat transfer in a
double-pass solar air heater were presented. They included an average temperature
model and a model of temperature variation along the airflow direction. The method
for solving these two mathematical models was reported. The average temperature
model was solved by dealing with a system of linear algebraic equations, whereas the
other model was derived as ordinary differential equations and solved by a numerical
integration. The calculation programs were developed in EES software. The computa-
tion time of temperature variation model was about 0.9 s, but that of the average
temperature model was negligible. Outcomes from two solutions were almost identi-
cal. The largest error of the outlet air temperature was 2.1%. The models are applicable
to multipass collectors with or without recycling airflow.

Keywords: temperature gradient, numerical integration, multiple-pass heat
exchanger, convection heat transfer, radiation heat transfer

1. Introduction

Energy conversion is a current concern for developing countries because the
industrial development is premium strategic target and the traditional fuel is
increasingly scarce. Solar thermal energy conversion is deployed massively in
countries near the equator due to the availability and stability of solar intensity.
Converting thermal radiation into hot air is widely applied in drying agriculture, space
heating, desiccant regeneration, timber seasoning, and natural ventilation. A solar air
heater (SAH) has a simple structure and is easily made from local materials [1].
However, it has the disadvantage that the convection heat transfer coefficient (HTC)
of the air is low, and the heat loss is considerable. Therefore, solutions to enhance heat
transfer are proposed and applied. It may be the addition of inserts into the SAH duct
to remove the viscous sublayer close to the absorption plate. They can be vortex
generators [2-4], baffles [5-7], fins [8], or ribs [9]. Increasing the number of air
passes in the SAH duct is also a measure to reduce heat loss due to the high
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temperature of the absorber plate. SAH having two, three, or four passes with or
without airflow recycling has demonstrated a high thermohydraulic performance. The
solution method for the mathematical model of a multiple-pass SAH has always been
of interest to researchers since the SAH has several glasses, absorber plate, back plate,
and multiple airflows. There are two commonly used analytical models: local solution
and mean solution. The local solution establishes ordinary differential equations
(ODEs) along with the air temperature boundary conditions. The mean solution
approximates the temperature gradients to the temperature differences in each air
pass to form a system of linear algebraic equations. It is obvious that the mean solution
is more straightforward than the local solution and able to calculate by hand.
However, the local solution can predict the temperature of fluid flow and heat
exchanger surfaces along the collector length. From these temperature profiles,
temperature cross or temperature meet phenomena can be detected and local
corrections can be made. Table 1 presents literature review on solutions studied on
multiple-pass SAH during the last 15 years. Both the solutions are almost equally used
by researchers. Typically, there are four research groups on the analytical model of
multiple-pass SAH. The research group of Ho et al. employed the local solution.
Meanwhile, the research teams of Velmurugan et al. and Matheswaran et al. applied
the mean solution. Our research group (Phu et al.) used both the solutions.

No. Researchers (year) Local solution Mean solution
1 Ho et al. (2005) [10] v
2 Ramani et al. (2010) [11]
3 Yeh and Ho (2013) [12] v
4 Hernandez et al. (2013) [13] v
5 Ho et al. (2013) [14] v
6 Karim et al. (2014) [15] v
7 Velmurugan and Kalaivanan (2015) [16] v
8 Velmurugan and Kalaivanan (2015) [17] v
9 Velmurugan and Kalaivanan (2015) [18] v
10 Velmurugan and Kalaivanan (2016) [19] v
11 Singh et al. (2018) [20] v
12 Ho et al. (2018) [21] v
13 Matheswaran et al. (2018) [22] v
14 Matheswaran et al. (2019) [23]
15 Luan and Phu (2021) [24]
16 Phu et al. (2021) [25] 4
17 Ahmadkhani et al. (2021) [26] v
18 Ho et al. (2021) [27] v
19 Phu and Tu (2021) [28] v
20 Phu et al. (2021) [29] v

Table 1.

Analytical studies on the multiple-pass SAH.
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From the above extensive literature review, there has not been a study on com-
paring the heat transfer model for a multiple-pass SAH using both the solutions.
Hence, in this chapter, both the solutions are applied to a typical double-pass SAH to
realize the mathematical model, the solution method, and the result. From the analysis
in this chapter, it can be developed for a variety of air collectors and further research
on hydraulics and energy performance.

2. Model description

Figure 1 depicts the physical model of a double-pass solar air heater. It consists of a
glass cover, an absorber plate, and a back plate. Solar radiation penetrates the glass to
the absorber plate and heats the absorber plate. Airflow travels over the plate surface
and receives heat. In addition, the air can receive more heat from the glass and back
plate because these surfaces absorb thermal radiation from the absorber plate. The air
moves from the top to the bottom channel forming two passes. The following subsec-
tion presents the five-temperature calculation models of the double-pass SAH,
including glass (T,), air in first pass (Tf,), absorption plate (T),), air in second pass
(Tr), and the back plate (T}).

2.1 Local solution

In this solution, the temperature of the collector components is a function of
x-direction, i.e.,T(x). The energy balance for the glass cover is shown in Eq. (1). Solar
energy arriving at the collector (I) and absorbed by the glass is balanced with the heat
exchanged by convection and radiation above the glass surface, convection to the air
in the first pass, and radiation to the absorber plate [24]:

Iag + hyy(Ta — Tg(x)) 4 hra(Toy — Tg(x)) + hrgp(Tp(x) — Tg(x)) + hp1e(Tp1(x) — Te(x)) = 0.
¢))

The interpretation of the symbols can be found in Table 2 and Figure 1. The heat
transfer coefficients (%) can be viewed in Egs. (16)—(20). The variation of the air
temperature in the first pass in the direction of flow is described by Eq. (2). The

T Glass
T, 4, q4

e m Tn \ D 1% pass
1,
& T 4 D 2" pass
Absorber plate
W
Back plate X
. —
Insulation
L
Figure 1.

Double-pass solar air heater.
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Parameter Symbol Value
Collector length L 2m
Collector width w 0.46 m

Air channel depth D 25 mm
Solar radiation I 1000 W/m?
Inlet air temperature T, 27°C
Absorptivity of glass cover a, 0.06
Absorptivity of absorber plate a, 0.95
Emissivity of glass cover & 0.94
Emissivity of absorber plate & 0.94
Emissivity of back plate & 0.94
Transmissivity of glass cover 7 0.84

Air specific heat cp 1005 J/kg K
Air thermal conductivity ke 0.02566 W/m K
Thermal conductivity of insulation layer ke; 0.025W/m K
Air viscosity B 0.00001858 kg/m s
Air density p 1.176 kg/m?
Thickness of insulation layer t; 50 mm
Wind velocity Veind 1.5m/s
Stefan constant P 5.67 x 10~® W/m?>-K*
Air mass flow rate 7 0.01 kg/s

Table 2.
Input parameters.

change in air temperature is due to the convective heat exchange with the glass cover
and the absorber plate [25]:

28

de1(X) _ thl,g(Tg(x) — Tfl(X)) + thl,p (TP(X) — Tfl(X)) .

dx mey

()

Like the glass cover, the heat balance for the absorber plate is expressed as follows:

Igay, +hfrp (Trr(x) — Tp(x)) + hpay (Tra(x) — Ty(x))
+hrg,p (Tg(x) - Tp(x)) + px]’ly,b,p (Th(x) — Tp(x)) =0.

The variation of air temperature in the second pass is

dTps(x) _ Wh gp (Th (x) — Tpa(x)) + Whppp (Tp(x) — Tpa(x)) .

dx mey

The energy balance of the back plate is

ey (To(x) = Tp(x)) 4+ hapy (Tp (%) — Ta(x)) + hy(Tp(x) — Ta) = O.

(3

(4)

)
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In this model, the air temperature equations are ordinary differential equations
(ODEs); boundary conditions for ODEs (2) and (4) are [25]

Tr1x=0) = Ta (6)
Tr1x=L) = T pax=L). (7)

2.2 Mean solution

In this solution, the collector temperature components (Tg, Tr1, Tps Tpo, and T) are
the mean temperatures. Like the five governing equations in the local solution, the
five corresponding governing equations in the mean solution are written as follows:

Glass cover:

Tag + Iy (Ta = Ty) + hya(Toky = Tg) + hrgyp (Ty = Tg) +hprg(T1 = Ty) = 0. (8)
The airflow in the first pass, spatial derivative of temperature is discretized as (17):

Trio—Ta  Whpig(Tg = Tpa) + Whyry (Ty — Tpa)
L o e, ’

)

Absorber plate:

Irgay + h1p (Tfl - Tp) +hap (TfZ - Tp) + hrgp (Tg - Tp) +hebyp (Tb - Tp) = 0.

(10)
The air in the second pass:
To = Trio _ Whyah (To = Tpa) + Whyay (Ty = Tra) ()
L ey
Back plate:
Bepy(To — Tp) +hpop(To — Tra) + hy(T), — Ta) = 0. (12)

Two new variables (T, and T,) can be resolved by the arithmetic mean of
terminal temperatures [16]:

T¢=0.5(Ts+ Tfry) (13)
Tp =0.5(To + Tpyy). (14)
2.3 Common equations

The common equations of the two models above are presented in this section. The
sky temperature (Tl,) is calculated as follows [22]:

Ty = 0.0552T,">. (15)

The convective heat transfer coefficient of the wind on the glass cover is written as
follows [17]:
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hw =57+ 3.8Vying. (16)
The radiant heat transfer coefficient of the glass cover and the sky is
hva = 665 (Tg" + Toy®) (Tg + Try)- (17)
The radiant heat transfer coefficient of the absorber plate and the back plate is

Ty Jer

2 2
oo = o T ) e, =1

(18)

The radiant heat transfer coefficient of the absorber plate and the glass cover is

T, + Ty

2 2
hr,g,p :U<Tg +Tp )—1/8g+1/8p71'

(19)

It should be noted that in the local solution, the temperature of the collector
components varies in the x-direction. Hence, the radiant heat transfer coefficients also
change with the x-direction. The forced convection heat transfer coefficients of the air
in the passes and surfaces (ke g, hif1p, B2 p, and kg, ) is calculated from the following
equation [22]:

h = 0.018 Re *4Pr%*k /D, (20)

where Re is the Reynolds number, Pr is the Prandtl number, and D, is the hydraulic
diameter. These quantities can be estimated as

Re =pD,V/u (21)

Pr = pc, [k (22)
4WD

De = m . (23)

The air velocity in a pass (V) and air mass flow rate (sz) are correlated by
7 = WDpV. (24)

The heat transfer coefficient from the back plate to the surroundings is evaluated
as follows:

hh = ki/ti. (25)
The heat gain of air received when passing through the collector is
Q =1i1cy(T, — T,). (26)

The thermal efficiency of the collector is

M = T (27)
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2.4 Solution strategy and validation

Table 2 presents the fixed parameters to be entered into the mathematical models
to calculate the five temperatures in the double-pass solar air heater. For the local
solution, the mathematical model consists of ODEs, so a certain understanding of
numerical methods and computer skills is required. In our study, we use the integral
function in EES software (F-chart software). The program will calculate iteratively
until the difference between the temperatures Ty (. - ) and Ty, - 1 is very small. For
the mean solution, Egs. (8)—(12) can be rearranged into a system of linear algebraic

100 T T T T
Present study
8ol ® Ramanietal. ]
(&]
o
)
1
=1 (] . .
= 60 Air stream in second pass
hd n
(]
Q.
£
Id—, 40
B . ././.—-—I——l [ ]
Air stream in first pass
20 L L L
0 0.5 1 1.5 2
Collector length, m
(a)
100 : :
90+ J

Current study

Effective efficiency (%)
<3

40+t
30+
Experimental
20+ i
10t
0 1 L L L 1 I L
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Mass flow rate (kg/s)
(b)

Figure 2.
Validation of local air temperature in local solution (a) [25] and collector efficiency in mean solution (b) [24].
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equations that can be solved by hand or by applying an iterative method. We also
write the code in EES software because of its convenience in solving a system of
equations. The computation time of the local solution is about 0.9 s. Meanwhile, the
results can be obtained immediately for the mean solution. The validation of both the
solutions can be seen in our previous studies [24, 25]. Figure 2a presents a comparison
of the air temperature distribution along the collector length between the local solu-
tion and that of Ramani et al. [11]. Figure 2b confirms the calculation results of the
collector using mean solution with the published data by Ramadan et al. [30]. It is
clear that there is good agreement between the present study and the published
results.

3. Results and discussion

Figure 3 presents the fluid temperature through the two approaches. For the local
solution (curves), it is possible to clearly observe that the temperature profiles rise
along the flow direction. The air temperature leaving the first pass coincides with the
air temperature entering the second pass, i.e., the temperatures at x = 2 m. This proves
that the iterative solution has high accuracy. For the mean solution (horizontal lines),
the air temperature in a pass is an average value. It is obviously deduced that the mean
temperature is in the middle of the temperature distribution of the local solution,
which confirms the accuracy of both the approaches.

Figure 4 is to compare the temperatures of the heat transfer surfaces obtained by
the two solutions. The glass and back plate temperatures of the two methods are quite
similar. However, the absorber plate temperature of the mean solution is insignifi-
cantly higher than that of the local solution. Observing the absorber plate temperature
profile in the local solution, the maximum temperature is at x = 0.7 m. This is because
the two air currents across the surface of the absorber plate are in opposite directions.
This complexity leads to small deviations between the two approaches in predicting
the absorber plate temperature. The maximum deviation of the absorber plate

70 - - -
g 601 .
Q
.
3 50 L 4
g — Tnc
Q Trac
£
O 40t |
ey
S
=
L 30t ]
20 1 1 1
0 0.5 1.5 2

1
x [m]

Figure 3.
Air temperature in passes for mean solution (horizontal lines) and local solution (curves).
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Figure 4.
Temperature of plates and glass cover for mean solution (horizontal lines) and local solution (curves).

temperature is 2.6%, which occurs at x = 2 m. The glass cover and back plate
temperatures increase with the airflow direction, as expected. It is suggested that the
back plate insulation should be as well as possible, i.e., increasing ¢; and decreasing k;.
Thereby, the heat loss to the environment can be reduced, and the back plate
temperature approaches that of the absorber plate.

The comparison of radiant heat transfer coefficient (HTC) is shown in Figure 5. In
terms of magnitude, the radiant heat transfer coefficient between the absorber plate
and the back plate (,,,) is the largest, and the radiant heat transfer coefficient
between the glass and the sky (#%,,) is the smallest. These are because the temperature
of the absorber plate is the highest and the temperature of the glass is the lowest. The

10 T T T
< of ————
NI
£
2 sl
(&)
T
- 7k e hra i
8 — Moo
g — hrgp
X sl J
5 1 1 1
0 0.5 1.5 2

1
X [m]

Figure 5.
Radiant heat transfer coefficients for mean solution (hovizontal lines) and local solution (curves).
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70 T 0.75
H0.7
—e— jth (Local solution)
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—=— ;th (Mean solution) 10-65
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I—o 50+ ;'_=,=
——T, (Local solution) 1055
—&—T, (Mean solution)
40} 10.5
10.45
30 L L L L L 04
0 0.02 0.04 0.06 0.08 0.1 0.12

m [kg/s]

Figure 6.
Outlet air temperature and thermal efficiency for local and mean solutions.

error in the prediction of the radiant heat transfer coefficient between the absorber
plate and the glass cover is the largest. This can be explained by the highest difference
between the glass and absorber plate temperatures compared to other temperature
differences (Figure 4).

Expanding the investigation, the influence of air mass flow rate in the range
0.01-0.1 kg/s on the outlet temperature and the thermal efficiency can be seen in
Figure 6. As the flow increases, the temperature is reduced because the heater is well
cooled. The increased flow rate increases the convection heat transfer rate, thus
increasing the thermal efficiency. It can be concluded that the error in predicting the
outcome parameters of the two methods is negligible. The air temperature of the mean
solution is higher than that of the local solution, resulting in a higher thermal effi-
ciency of the mean solution. The highest deviation of 2.1% is observed at the lowest
airflow rate. The deviation reduced sharply with the flow rate. However, this differ-
ence is not of concern for a practical application.

4, Conclusion

Two analytical models for calculating heat transfer in a double-pass solar air heater
were presented in this chapter. These included local solution and mean solution,
which were commonly used to predict the performance of multiple-pass solar heaters.
Some comparative results of the two models were drawn as follows:

* The deviation in the two solutions was not significant. Designers can choose one
of them depending on calculation requirements and computer skills.

* The mean solution was simple in calculation.

* The local solution predicted the temperature distribution of plates, fluids, and
glass covers.
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* The mean solution predicted a slightly higher temperature than that of the local
solution.

Both the models can be easily customized to predict heat transfer in a solar air
heater with various modifications, such as multiple-pass collector, finned or ribbed or
baffled absorber plate, and airflow recirculation as well.
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Chapter 3

Transfer of Heat through a Thin
Liquid Film

Tahir Naseem

Abstract

The present work discusses heat transfer in thin liquid films past a stretching
surface in the presence of Joule heating, radiation, viscous dissipation, and magnetic
effects. Using a suitable similarity transformation, the nonlinear coupled partial dif-
ferential equations are reduced to nonlinear ordinary differential equations. The
coupled nonlinear ordinary differential equations are then solved by using the shoot-
ing method. The physical quantities, such as the unsteadiness parameter, the Prandtl
number, the magnetic field parameter, the radiation parameter, and the viscous dissi-
pation parameter on temperature distributions, are depicted graphically. It is observed
that the effects of Prandtl and Eckert numbers are same over the temperature distri-
bution. Furthermore, it is also evident that the increasing values of the unsteadiness
parameter enhance the thermal conductivity of the fluid.

Keywords: thin film, viscous dissipation, joule heating, radiation effect, Rosseland
number

1. Introduction

Due to industrial uses, researchers have developed a strong interest in boundary-
layer flow and heat transmission in thin liquid films on stretching surfaces. Under-
standing heat transfer inside a thin liquid film is critical in engineering for operations,
such as wire and fiber coating, food processing, cooling metallic plates, reactor fluidi-
zation, drawing polymer sheets, and aerodynamic extrusion of plastic sheets. This
knowledge is critical during the extrusion process to ensure the extrudate’s surface
quality remains consistent. By minimizing friction, transparency, and strength, a
smooth surface enhances the aesthetic and performance of the product [1]. The flow
and heat transfer of laminar thin films across an unstable stretched sheet with a chang-
ing transverse magnetic field is investigated. The graph shows how various parameters
affect the temperature distribution. Listed below are some of the key findings from our
graphic research. Sakiadas’ research began with an investigation of MHD flow’s
boundary-layer behavior on a stretching surface [2]. Wang [3] made significant contri-
butions to the study of thin-film flow across a stretched sheet. Additionally, Andersson
et al. [4, 5] improved Wang’s work by including a power-law fluid with changeable
physical characteristics. Wang and Pop [6] later devised a homotopy analytic approach
for analyzing the heat transfer features of a power-law fluid’s liquid film flow.
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Khan et al. [7] showed that when the thin film parameter is increased, the tem-
perature profiles get lower and the concentration profiles get higher. They did this
while also looking at the thermal conductivity and viscosity of fluids moving through
a stretching sheet. Pop et al. [8] used computational methods to explore the effect of
injection and suction on the flow of a continuous laminar gravity-driven film down a
vertical wall, emphasizing the importance of mass transfer and the Prandtl number.
According to Khan et al. [9], a second-grade fluid flowing through a porous medium
through a stretched sheet exhibits thin-film flow and heat transfer.

Sun et al. [10] investigated the thin-film flow over a rotating disc subjected to heat
source and nonlinear radiation and found that increase in the rotation parameter
result in a decrease in the azimuthal component of velocity, whereas increase in the
temperature function of the radiation parameter. Ma et al. [11] studied how liquids
flow and evaporate in a rocket combustion chamber with high temperatures and high
shear forces. He investigated the flow and evaporation of a liquid film in a rocket
combustion chamber with high temperatures and high shear forces. Khan et al. [12]
explored Darcy-Forchheimer laminar thin-film flow with MHD and the investigation
of heat transfer on an unstable horizontal stretched surface. Thermal radiation and
viscous dissipation effects on thin-film flow are also examined. Using boundary-layer
flow, you can look at a source of heat that emits thermal radiation. This could be very
useful in industrial engineering operations like electric power generation and solar
energy modernization and in astrophysical flow. Shahzad et al. [13] explored thin-film
flow for radially expanding surfaces using magnetic effects and viscous dissipation for
the first time. They analyzed that as the magnetic and unsteadiness parameters are
raised, the film thickness decreases.

To the best of the author’s knowledge, the provided facts on thermal analysis have
not been investigated previously for the radially stretching surface by taking in
account the effects of Joule heating and radiation effects. Section 2 detailed the
governing coupled PDEs, which were later changed into coupled nonlinear ODEs by
suitable transformations; Section 3 explained the approach used to solve the problem;
Section 4 summarised the findings and discussed them, while Section 5 expanded on
the final remarks.

2. Physical problem and its mathematical form

If an incompressible fluid flows through a flat plate with a uniform temperature T,
that is different from the ambient temperature T, then we have magnetohydrody-
namic boundary-layer flow. Figure 1 depicts fluid flow in a simplified manner.
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Figure 1.
Schematic diagram of fluid flow

We obtain g, = — 4% % , using the Rosseland approximation for radiation, where

k* and 6* denote the absorption coefficient and Stefan Boltzmann constant, respec-
tively. By expanding T* in a Taylor’s series in the vicinity of T., and neglecting higher-
order terms, we get

T* = 4T. 3T — 3T..*.

So Eq. (3) can be rewritten as

+
iz G,

or T aT_< 1 166" 3)627‘ y<au)2 o
0z
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6t+uar++wdz a+pCp % L +pCp (t)u (4)

where #(x,y) and v(x, y) are velocities; T represents the temperature. Also, v and a,

respectively, are the thermal diffusivity and kinematics viscosity of the fluid. The
boundary conditions may be expressed as

u=U,w=0,T=T5,atz:O,%:£:0,w:dh

== o %,atz:h, (5)

An acceptable stream function y = y/(r, 2) satisfying continuity Eq. (1) identically,
with similarity transformations, so that the flow equations are translated to nonlinear
ODEs.

To—T(r,2)

T S (©)

n= ;Re%, W= —rZURe_%f(n), and () =

where 7 is the independent variable, Re = is the local Reynold number, and
w(r,z) is Stokes stream function such that u = [—1(%%)] and w = [ (%)]. Egs. (2)-(4)

r \oz T
becomes after using the aforementioned modification.
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f(0) =1,£(0) = 0,0(0) = L,f'(p) = 0,6/ () = 0,f(B) = %ﬂ )

where Pr =% and Ec = U’ are dimensionless Prandtl and Eckert numbers.

'P(Tw—Too)

S = a/b is the measure of unsteadiness parameter and § (unknown constant) is the
dimensionless thickness of the film and is given as f = (b/v(1 — az))(1/2) h. The rate
at which film thickness varies can be obtained as dh/dt = (—af/2)(v/b(1 — at))(1/2).

The important physical quantity of interest in this problem is Nusselt number Nu, =

(—7/Tref) (%) ,,_,- In non-dimensional form, it can be expressed as

2(1 — at)*? Re 3’ Nur = —(1 + Rd)6'(0).

The rate of heat transfer is represented by the quantity of physical interest
—(1+Rd)#'(0). As a result, our goal is to figure out how the controlling factors
Pr,Ec,M, and n affect these values.

3. Solution methodology

The system of nonlinear PDEs is given in Egs. (2) and (4) subject to given bound-
ary conditions given by Eq. (5) are transformed to ODEs via similarity transformation
and solved via the shooting method. The following are the third-order differential
equations for the second-order nonlinear ODE and the second-order nonlinear ordi-
nary differential for first order.

f=y.f =y2).f" =y3).f" =1, (10)

w1=5(y2) +2y(3)) +5(2) — 2(1y(3) + My(2) (1)

0 =y(4),0 =y(5),0" =yy2, (12)

2= s (3 ) +(5) + DY) - BAY(E) + B3 + EMy(2))
(13)

The iterative procedure will end with the appropriate level of precision.

4, Result and discussion

This work fundamentally alters our understanding of thin films. Unsteadiness,
magnetic parameters, Eckert number, Prandtl number, and radiation parameters are
the regulating parameters. Numerical simulation is utilized in conjunction with ana-
lytical solutions of nonlinear differential equations. Additionally, dimensionless
parameters were investigated in axisymmetric MHD thin liquid film only for heat
transfer past the stretching surface.

4.1 Temperature profile influenced by unsteadiness parameters

According to Figure 2, a higher unsteadiness parameter (S) results in a decrease in
temperature, which in turn enhances heat transmission in thin liquid films.
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Hllustration of Ec on 6(n).

4.2 Temperature profile influenced by Eckert number

The temperature distribution for various Eckert numbers is depicted in Figure 3.
This physical characteristic characterizes the relationship between kinetic and internal
energy.

4.3 Temperature profile influenced by Prandtl number

The Prandtl number presents the relationship between momentum and thermal
diffusivity. When the Prandtl number is decreased, the thickness of the boundary-
layer drops, further restricting heat transfer. The Prandtl number is plotted against
the temperature distribution in Figure 4. The thermal boundary layer was decreased
as a result of the enhanced dissipation.

4.4 Temperature profile influenced by radiation parameter

The influence of the radiation parameter Rd on the temperature profile for the
unsteadiness parameter S is seen in Figure 5. It is clearly demonstrated that radiation
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M S Pr Ec —0'(0)

[13] Present

1 0.8 0.7 0.2 1.4105271 1.528545
1.0 1.4200617 1.5319487

12 1.3936895 1.4958518
1 0.4 0.7 0.2 1.3214547 1.4443904
4 3.81002363 4.3083451

6 4.7918785 5.4647752

1 0.4 0.7 0.0 1.2314224 1.2314194
1 0.2 1.3214547 1.3214547
1 0.4 1.4114869 1.6573614

Table 1

Effect of pertinent parameters on heat transfer rate.

raises the temperature in the fluid film’s boundary- layer region, lowering the cooling
rate for thin-film flow.

4.5 Temperature profile influenced by magnetic parameter

For a fixed unsteadiness parameter S, the temperature distribution is shown in
Figure 6 in relation to the magnetic field value M. As M rises, so does the thickness of
the thermal boundary layer. As a result of the Lorentz force, the thermal boundary
layer becomes thicker because frictional drag increases. In turn, this causes an increase
in the thermal boundary-layer thickness. The purpose of Table 1 is to examine the
influence of several important factors on the dimensionless heat transfer rate at the
surface. The Prandtl number and the unsteadiness parameter have an effect on the
rate of heat transfer at the surface.

5. Conclusion

The flow and heat transfer through a stretching sheet with a variable transverse
magnetic field is studied in this work. The shooting strategy is used to solve the
governing equations numerically. The temperature distribution is shown in the graph
below as a function of several parameters. In summary, the following are some of the
most significant discoveries from our graphical investigation:

i. Enhance the thermal boundary layer, decrease fluid particle movement, and
increase the temperature field when a magnetic field is applied to an
electrically conducting fluid.

ii. The temperature decreases for the increasing values of Prandtl and Eckert
numbers, i.e., both have the same effect.

iii. The influence of radiation parameter Rd. rises in thermal boundary- layer
thickness, which enhances heat transmission.
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Nomenclature
(r,0,2) polar coordinate
o — ( k. ) thermal diffusivity
pep
(u,v,w) velocity component
) applied magnetic field
T fluid’s Temperature
Tre reference temperature
cp specific heat
P pressure
w(7r,2) Stokes stream function
PDF Partial differential equations
o electrical conductivity
p density of fluid
Re Local Reynolds number
cf Local skin-friction coefficient
Nu Nusselt number
Pr Prandtl number
Ec Eckert-number
B thickness of the film
v kinematic viscosity
ODE Ordinary differential equations
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Chapter 4

Heat and Mass Transfer of a
Decoupling Cooling System: A
Desiccant-Coated Heat Exchanger
and a Dew-Point Evaporative
Cooler

Seung Jin Oh, Yeongmin Kim, Yong-yoo Yang and
Yoon Jung Ko

Abstract

This study presents an innovative de-coupling cooling technology where latent and
sensible cooling loads are handled separately by a desiccant-coated heat exchanger
(DCHE)-based dehumidifier and a dew-point evaporative cooler (DEC). The DCHE
first removes the moisture of humid outdoor air by adsorption process. Subsequently,
the DEC sensibly cools down the dehumidified air, maintaining the humidity ratio.
Their performances are investigated numerically by analyzing the heat and mass
transfer. The cyclic average outlet values of DCHE are applied to the inlet conditions
for DEC simulation. Comparison between the simulation results and the experimental
data was carried out and showed good agreement and a similar trend with a maximum
discrepancy of 8.6% for DCHE and 3.2% for DEC, respectively. Key results revealed
that moisture removal capacity (MRC) and latent cooling capacity (Qr) for DCHE are
largely affected by varying air dry-bulb and air wet-bulb temperatures, while the
almost constant COPy;, was observed regardless of the variation of temperatures. For
the DEC, the higher dew-point effectiveness and wet-bulb effectiveness were
observed at the higher dry-bulb temperature and higher humidity ratio, while the
higher sensible cooling capacity was observed at the higher dry-bulb temperature and
lower humidity ratio.

Keywords: decoupling cooling system, desiccant-coated heat exchanger, dew-point
evaporative cooler, moisture removal capacity, dew-point effectiveness

1. Introduction

The growing population and rising energy demand in many countries are imposing
significant challenges to energy and environmental sustainability. The global energy
and environmental scenarios are closely interlinked. That is, the problems of supply
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and use of energy are related to global warming and climate change [1]. The electrical
energy consumption for air conditioning accounts for 20-40% of the total electricity
used in buildings around the world today [2, 3]. Global energy demand for air condi-
tioning is expected to triple by 2050, requiring new electricity capacity that is the
equivalent to the combined electricity capacity of the United States, the EU, and Japan
today. Accordingly, the global stock of air conditioners in buildings will grow to 5.6
billion by 2050, up from 1.6 billion today, which means new air conditioners are sold
every second for the next 30 years [4].

In conventional air-conditioning systems, the compressor efficiency has shown a
significant improvement chronologically from 1.2 kW/RT in the 1990s to
0.85 £ 0.05 kW/RT [5]. Since 2000, however, this improvement trend has leveled
asymptotically, implying that efficiency improvement for compressor stages and heat
exchangers has been saturated. Despite massive investment in the R&D of cooling
technologies by chillers’ manufacturers, there are physical and material limits to
which efficiency improvement of the major components in the cooling cycle can be
attained. If one were to continue to improve the cooling efficiency of conventional
chillers (with HFC refrigerants), the improvement in kW/RT may improve only
marginally by less than 5% and no quantum efficiency improvement can be expected.
Therefore, we believe that there is a need for an out-of-box solution for cooling where
the consumption of energy and water can be reduced significantly, by as much as 50%
S0 as to attain sustainable cooling for the future, addressing the space cooling needs of
the present and future generations.

Recently, many studies have been focused on the development of a desiccant-
coated heat exchanger (DCHE) to improve dehumidification performance by
employing various desiccant materials and heat exchangers. Sunhor et al. [6] investi-
gated experimentally the dehumidification behavior of AIPO-zeolite-coated heat
exchanger by varying operating conditions. Chai et al. [7] presented a desiccant heat
pump by combining a heat pump and a desiccant-coated heat exchanger. They
employed a commercial silica gel to fabricate the desiccant-coated heat exchanger.
Liang et al. [8] developed a desiccant-coated heat exchanger by using a microchannel
heat exchanger and explored the performance under various operating conditions.

Many investigations also have been carried out mathematically and experimentally
to study the effectiveness and COP of various dew-point evaporative coolers (DECs).
Xu et al. [9] proposed a novel complex heat and mass exchanger (HMX) to improve
the performance of a dew-point evaporative cooler. Duan et al. [10] explored the
operational performance of a regenerative evaporative cooler under various conditions
by analyzing the wet-bulb effectiveness and COP. Balyani et al. [11] conducted an
economic, environmental, and thermodynamic analysis for the best cooling technology
for various climates. Duan et al. [10] investigated experimentally the energy-saving
potential of a prototype of a counter-flow regenerative cooler when it applied to
China’s various regions. Jafarian et al. [12] developed GMDH-type neural networks for
modeling and optimization of a flat plate dew-point counter flow IEC. Their results
indicated that the COP was improved by 36.6% in hot and dry climate. Sohani et al.
[13] conducted a multiobjective optimization to find the best design for two different
dew-point evaporative coolers (i.e., counter-flow and cross-flow configurations).

In this study, firstly, we present an innovative decoupling cooling technology
where latent cooling load and sensible cooling load are handled separately by a
desiccant-coated heat exchanger (DCHE)-based dehumidifier and a dew-point evap-
orative cooler (DEC). Secondly, the performance is investigated numerically by ana-
lyzing the heat and mass transfer for both DCHE and the DEC.

50



Heat and Mass Transfer of a Decoupling Cooling System: A Desiccant-Coated Heat Exchanger...
DOI: http://dx.doi.org/10.5772 /intechopen.105876

2. De-coupling cooling system

In order to achieve a large reduction in the kW/RT of cooling, we propose a
de-coupling cooling system that thermodynamically hybridizes a desiccant coated
heat exchanger (DCHE)-based dehumidifier with a dew-point evaporative cooler
(DEC). The decoupling cooling system handles a sensible cooling load and a latent
cooling load separately. Figure 1 shows schematically the working principle of the
decoupling system and its thermodynamic process on a psychrometric chart. The
DCHE first removes the undesired moisture of humid outdoor air by the adsorption
process. During this process, the desiccant adsorbs water vapor up to its equilibrium
state, which is determined by the water vapor partial pressure and the temperature of
the desiccant. At this point, the air temperature rises slightly due to adsorption heat
generation. Cooling water (~25°C) is supplied to remove the adsorption heat. Subse-
quently, the DEC cools down the dehumidified air up to the desired temperature,
maintaining moisture level. The DEC consists of two different channels, namely a dry
air channel and a wet-air channel. The dehumidified air coming out from the DCHE
enters the dry air channel and releases the heat to the adjacent wet channel where a
certain portion (20-35%) of the dehumidified air flows. The inner surface of the wet
channel is always wetted by water film, and the evaporation takes place on the surface
of the water film by absorbing the heat from itself, which causes the reduction of the
temperature. It is noteworthy that the proposed system can handle all climate condi-
tions successfully as well as it employs only waste heat for the regeneration of adsor-
bent, and the IEC uses only water as a refrigerant.

2.1 Desiccant-coated heat exchanger-based dehumidification

The desiccant-coated heat exchanger (DCHE) has been tested successfully for
dehumidification application using only the low-temperature waste heat, as proven in
the many case studies [2, 5, 15-17]. It could remove effectively moisture from humid
air at a relative humidity ratio of 95% or a humidity ratio of above 20 g/kg using
commercial adsorbents such as the silica gel, Zeolite, and MOF.

The DCHE was first introduced in order to improve the efficiency of a conven-
tional solid desiccant dehumidifier, where solid desiccant was packed within a finned
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Figure 1.
The working principle of the decoupling cooling system and its thermodynamic process on a psychrometric chart
[2, 14].
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Figure 2.
The concept of the desiccant-coated heat exchanger (DCHE) for the dehumidification: (a) adsorption/
dehumidification process and (b) desorption/regeneration process.

tube heat exchanger using a wire mesh. It was found that the packing method is
inefficient due to poor heat transfer between solid desiccant and cooling water
flowing through the heat exchanger. To coat the fins of the heat exchanger with the
desiccant powder (ex. silica gel), hydroxyethylcellulose (HEC) is used as a binder
since it exhibits the best binding force between the silica gel powder and the metal fins
as well as it does not affect the adsorbate uptake capacity. During the dip-coating
process, the heat exchanger is mounted onto a rotation machine to ensure a uniform
coating layer. After that, the heat exchanger is placed into an oven for curing at 120°C
for 12 h. The optimal coating thickness of the desiccant layer is found to be 0.1 mm in
many studies [2, 14, 17-20]. As depicted in Figure 2, the DCHE operates alternatively
between two different modes, namely dehumidification (adsorption) mode and
regeneration (desorption) mode. During the dehumidification mode, cooling water is
supplied through the tubes in order to remove the adsorption heat, keeping the
desiccant layer at a lower temperature and thus ensuring the highest uptake. On the
other hand, hot water is supplied to release the water vapor that was adsorbed in the
previous process during the regeneration mode. In this mode, each process continues
until the uptake reaches the equilibrium uptake given the temperature and vapor
pressure.

2.2 Dew-point evaporative cooler (DEC)

As one of evaporative cooling methods, the dew-point evaporative cooler (DEC) is
an energy-efficient and environmentally friendly sensible cooling device that employs
only water as a refrigerant [21-24]. The key feature of the DEC is that it employs the
process air as the working air by purging the process air at a specified rate (20-30%)
to reduce the supply air temperature below the wet-bulb temperature. The working
principles for three different evaporative coolers are represented in Figure 3.

The DEC differs from the conventional adiabatic cooling or commonly known as
the cooling towers, swarm coolers, etc., where the air stream experience changes in
both the temperature and absolute humidity. In the DEC, however, the product air
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(b) (c)

Figure 3.
The working principles of evaporative cooling devices: (a) direct evaporative cooler, (b) indirect evaporative
cooler, and (c) dew-point evaporative cooler.

(conditioned air for space cooling) is flowing in a dry channel while a small fraction
(20-30%) of the product air is purged into a wet channel, where the purged air picks
up the water vapor from a hydrophilic membrane that physically separates the evap-
orative moist air flowing in a counter-flow direction from the product air. The evap-
orative cooling in the wet channel cools the air flowing in the adjacent dry channel by
heat transfer, and the processes are repeated in succession to achieve an overall
cooling of primary air. At the end of a section, the saturated secondary air is purged
while a part of the conditioned primary air (but at the original inlet humidity) is
directed into the wet channel to repeat the evaporative cooling. Thermodynamically,
it incurs two major energy losses to achieve cooling of the primary air stream: Firstly,
energy is transferred to the air by a fan for maintaining the necessary air flows in all
channels. Secondly, it continuously purges a fraction of the conditioned air of the non-
wetted channel so as to reinitiate the evaporative cooling in successive wetted chan-
nels. The key feature here is that it continuously purges a fraction of the conditioned
air so that the wet-bulb temperature of the conditioned stream can be lowered. The
novelty of the decoupling cycle is the harnessing of evaporative potential of inlet air as
well as waste heat, but the overall electricity incurred is a quantum lower than that of
conventional chillers.

3. Numerical modeling of a decoupling cooling system
3.1 Latent cooling by DCHE

In order to investigate the heat and mass transfer for the DEC, a mathematical
model was established. The differential control volume includes half the height of the
dry and wet channels, the separating plate, and the water film. To simplify the heat
and mass transfer processes, the following assumptions were made:

1. The air streams in both the dry and wet channels are at a steady state.

2. Air flow is laminar and fully developed in both channels.
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3.The heat and mass transfer coefficients are constant.
4.Heat losses to the surroundings are negligible.
5.The water is continuously supplied to maintain the water film.

Mass transfer between the adsorbent (desiccant) and adsorbate (water vapor) can
be expressed by LDF (linear driving force) model as follows:

*

dq _

5 k4" —aq) @

where dq/dt is the rate of the uptake of water vapor, ¢* is the equilibrium uptake. k
is a reaction coefficient and can be obtained by

B 15Dy, exp (— REﬂ)

k
2
R,

()

where D;, a diffusion coefficient and E, is an activation energy, R is an universal
gas constant, T, is the desiccant temperature, R, is an average radius of desiccant
particles, respectively. These values are listed in Table 1. The equilibrium uptake, g%,
can be approximated with Téth model.

ﬁ B KrPexp (%)
40 {1+ [Krexp (%—T)T}

where ¢ is the maximum uptake of the desiccant and can be obtained by the
measured isotherm. Q, is the isosteric heat of the desiccant, ¢ is heterogeneity factor,
KT is Té6th constant, P is the vapor partial pressure.

The energy conservation equation of DCHE during adsorption/desorption process
can be expressed by the following equation:

1/t ®)

aT, d .
[Mdcp,d + thcp,hx +Mdcp,vq(t)] 7 = Md d_zQ;t - macp,a (Ta,o - Ta,i) (4)

- mwcp,w(Tw,o - Tw,i)

Operation parameters Baseline Values
Process air inlet dry-bulb temperature [°C] 35 27, 30, 40, 46
Process air inlet wet-bulb temperature [°C] 24 19, 22, 24, 26
Process/regeneration air mass flow rate [kg/h] 13
Cooling water inlet temperature [°C] 30 25, 30, 35
Hot water inlet temperature [°C] 80 50, 60, 70, 80
Cycle time [sec.] 150

Table 1.

Simulation conditions for DCHE.
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The first term on the left-hand side represents the rate of the change of energy
content of the desiccant. The first term on the right-hand side represents the rate of
adsorption heat generation. The second and the third terms are the rates of energy of
air and water streams, respectively. Mass conservation equation of adsorbed phase of
water vapor in the desiccant can be expressed by the following equation:

da ) )
Md d—z = Myin — My out (5)
The first term on the left-hand side represents the rate of the change of moisture
content in the desiccant. 7, ;, and 7, 5, are the mass flow rate of the moisture in the
air at the inlet and outlet of DCHE, respectively. The humidity ratio of the air at the
outlet can be calculated by Eq. (6).

Wy, =——— (6)

My

where 71,4, is the mass flow rate of dry air. It should be noted that the mass flow
rate of dry air remains constant during the dehumidification and regeneration
processes.

The temperature of the process air at the outlet of DCHE is obtained by the
following equation:

Ac,ahc,a
Ta,o = (Td - Ta,i) exp (— W> (7)
AC th w
Tuwo = (Ta — Tw, — e
o= (L= Tug)exp (520 ®)

In order to develop the temperature and velocity profile along the channel, Nusselt
number is approximated by the following equation [25].

0.0841
Nu = N
=MD+ 57002907 + Ga 06904 ©)
RePrP,
Gz = 4L, (10)
Re :puDh (11)
U
HCp
Pr=—2" 12
"% (12)

The convective heat transfer coefficient for air side is calculated by Dittus-Boelter
correlation:

Nu,aka
Dh a

)

ha = (13)
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The same correlation can be applied to predict the convective heat transfer coeffi-
cient for water side of the DCHE

Nuwkw
=t 4
o =5 (14)

The cooling/heat water flow inside the tube at a mass flow rate of 4 LPM and thus
turbulent flow is formed with Reynolds number greater than 2300. Therefore, the
Nusslet number is calculated from an empirical relation,

Nu,, = 0.023Re 8Py (15)

The exponent n equals to 0.4 for heating the water bulk flow (regeneration) and
0.33 for cooling conditions (dehumidification).

3.2 Sensible cooling by DEC

The mathematical model was for a differential control volume including half the
height of the dry and wet channels, the separating plate, and the water film. To
simplify the heat and mass transfer processes, the following assumptions were made:

1. The air streams in both the dry and wet channels are at steady state.
2.The air streams are fully developed laminar flow in both channels.
3.The heat and mass transfer coefficients are constant.

4.Heat losses to the surroundings are negligible.

5.The water is continuously supplied to maintain the water film.

In the dry channel of DEC, only a sensible cooling effect takes place by forced
convective heat transfer without changing the humidity ratio. The energy conserva-
tion equation for air flowing in the dry channel is expressed by

2
ka dd% — UdaPdaCpm aZi—‘_;ﬂ = % (Tda - Tp) (16)

where c,,,, is the specific heat of air-water vapor mixture. H represents half the
height of the dry channel. The first term on the left-hand side of the above equation
represents the longitudinal heat transfer by conduction, and the second term denotes
heat transfer due to advection. The term on the right-hand side of the equation
indicates convective heat transfer between the air and the separator.

Unlike the dry channel, both sensible and latent cooling effects take place in the
wet channel. That is, both heat and mass transfer mechanism are involved to create
cooling effect between the air and water film layer, and it is expressed as follows:

d*T AT, h B
kg ng + UdaPgaCp.m Wwa = %ﬂ (Twa - Tf) + mI:I ¢ [a)xat (Tf)

~0uCp(Twa = Ty)

(17)
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The first term on the left-hand side represents conduction heat transfer in the
longitudinal direction, and the second term denotes advection heat transfer. The first
term on the right-hand side refers to convective heat transfer, and the second term is
heat transfer due to mass transfer between the air and the water film surface.

The mass transfer takes place only in the wet channel by the driving force of vapor
partial pressure difference, and the mass conservation equation is written as

d’w, dw, —
PaaDy d—; = —Pda%wa % + hmeda (a)v,sat (Tf) - wv) (18)

On the other hand, the energy balances for the water film and the separating plate
are given as

d*Ty b (Twa = Ty) Ty — T hghmpay [0 (Tf) — o)

k = — —k 19

f dx? 5f f 5} + 5f (19)
dsz ha (Tda — Tp) kp (Tp - Tf)

e = 5 - 5 20)

Given the geometry of the channels and the operating conditions, the air streams
are laminar flow with the maximum Reynolds number of 1048. The convective heat
transfer coefficients for the dry and wet channels are expressed by Eq. (21).

Nu,wakwa

hwa =
Dh,wa

(21)

The Nusselt number can be calculated by the correlation by Eq. (8) for fully
developed laminar flow in the rectangular dry channel [26].

Nu = 8.235(1 — 2.042AR + 3.085AR* — 2.477AR’ + 1.058AR* — 0.186AR°) (22)

where AR is the aspect ratio of the channel (i.e., the ratio of the minimum to the
maximum dimensions). The Nusselt number in the wet channel, in which both heat
and mass transfer processes are involved, can be calculated by the following Eq. (25).

l 0.12
Nu = 0.10 (7) Re%8py1/3 (23)

where [, is the characteristic length, [, = V/As and, V is the volume occupied by the
wick material or water film. As is the wetted surface area of the channel, [ is the total
thickness of channel plate including the water film.

The convective mass transfer coefficient for the wet channel is approximated using
heat and mass transfer analogy and can be expressed by Lewis number (Table 2).

— = pc,Lé (24)
P
4. Numerical method and performance indices

4.1 Numerical method

The heat and mass transfer analysis for the decoupled cooling system has
been carried out using the developed mathematical models. Variable-order
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Parameter Values
DCHE Height of heat exchanger (mm) 100
Length of heat exchanger (mm) 25
Width of heat exchanger (mm) 100
Pitch of fins (mm) 1.8
Thickness of the coating layer (mm) 0.1
DEC Channel length (m) 1.2
Channel width (m) 0.3
Channel height (mm) 4
Thickness of the separating plate(mm) 0.1
Thickness of the water film(mm) 0.4

Table 2.
Design parameters of DCHE and DEC for numerical study.

method (odel5s) was employed for the transient simulation of DCHE and
fourth-order method (bvp4c) for the steady-state simulation of DEC in MATLAB
platform.

At first, simulation has been carried out for DCHE and examined the output
states of the process air, namely the dry-bulb temperature and humidity ratio. The
cyclic average values are then calculated and applied to the inlet conditions for DEC
simulation. Simulation conditions were determined on the basis of IISO 5151:2017,
which defines outdoor temperatures for three different climates, namely moderate
climate, cool climates, and hot climates [27]. As shown in Table 1, moderate climate
conditions (Tgp = 35°C T,1, = 24°C) were considered as the baseline, and the cool
climates are adopted for the lower limit condition and hot climates for the upper limit
conditions.

4.2 Performance indices

The performance of DCHE was examined by analyzing two different metrics,
namely moisture removal capacity (MRC) and latent cooling capacity (Q) and coef-
ficient of performance (COPy,). MRC is defined as the total amount of water vapor
that is absorbed by the desiccant during the dehumidification process, and Qy, is
defined as the cooling power to remove the moisture. They can be calculated by the
following equation:

-
MRC = J dv dt (25)

to
dv = mda (a)in - wout) (26)
Q,=H, xdv (27)

COPy, is defined as the ratio of MRC to the total amount heat that is consumed by
the desiccant during the regeneration process and can be calculated by the following
equation:
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Q,

reg
Qreg = Mpy (Thw,in - Thw,out) (29)

COPy, = (28)

For the evaluation of DEC, the temperature of product air (T,,0,), Sensible
cooling capacity (Qs), wet-bulb effectiveness (e,), and dew-point effectiveness (e4,)
are analyzed judiciously, which can be calculated by the following formulas:

Qs = (1 - y)mda (Tda,in - Tda,aut) (30)
Tdu in Tda out
Ewp = : = (31)
v Tdu,in - wa(Tda,in)
Tysin — T
gy = da,in da,out (32)

N Tda,in - Tdb (Tda,in)

5. Results and discussions
5.1 Validation

The developed numerical models for DCHE and DEC have been validated with our
experimental results and the published experimental results from references [28]. To
evaluate the accuracy of mathematical models, relative error percentage and root-
mean-square error (RMSE) were used for the consistency between simulated results
and experimental data, and they are expressed as [29]

X:im _Xex i
E = (1") x 100 (33)
Xexp K

RMSE = (34)

Figure 4 shows the comparison of the transient humidity variation with time
during one cycle between the simulation results and the experimental results under
the specific inlet air conditions of 32.6°C temperature with 14.0 g,/kgq, humidity
ratio. As shown in Figure 4a, the outlet humidity ratio obtained from the numerical
analysis is quite similar to the experimental result. It is also observed from Figure 4b
that the highest relative error is 8.6% with an RMSE of 0.0261.

Figure 5 shows the comparison of the results obtained from the numerical analysis
with the experimental results obtained from reference [23]. It also shows a good
agreement between the simulation and experimental data under different inlet tem-
peratures. The maximum deviation of 3.2% is observed with an RMSE of 0.0159.

5.2 Performance of DCHE

The performance of the DCHE was numerically analyzed, and simulation results
are judiciously compared through a series of runs under various operating conditions.
The inlet air temperature is 35°C for both dehumidification and regeneration
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Validation of the developed the mathematical model for DCHE: (a) transient outlet humidity ratio, (b) fitting of
outlet humidity ratios in numerical and experimental vesults.
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Validation of the developed the mathematical model for DEC with experimental data from reference [28]: (a)
temperature distributions along the channel under specific primary air conditions, (b) fitting of product air
temperature in numerical and experimental results.

processes. The temperatures of cooling and hot water are set at 30°C and 50°C,
respectively. During the entire process, the inlet humidity ratio is kept to 14 g/kg.
Figure 6 shows the dynamic variation of the performance of DCHE during

three cycles under the baseline conditions where. It is easily seen from Figure 6a that
the equilibrium uptake reaches its saturated state at 0.33 during the dehumidification
process and at 0.12 during the regeneration process in a given condition. It is also seen
that the actual uptake follows the trajectory of the equilibrium uptake at a different
rate. It can also be observed from Figure 6b that the outlet humidity ratio reaches its
equilibrium state at a faster rate during the regeneration process. However, it is
noteworthy that the amount of the vapor that is released and adsorbed by the desic-
cant is conserved during the cycle so that the system continues to operate at a cyclic
steady state. The lowest humidity ratio of 0.0092 kg, /kgq, was observed at 16 s after
the dehumidification process starts, and then it increases gradually up to its saturated
level. It is also worthy to note that the desorption rate is a function of the adsorbent’s
surface temperature. Therefore, as the surface temperature rises when the supply of
hot water flows through the heat exchanger, the more adsorbates (water vapor) are
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Dynamic variations of the performance of the DCHE under the baseline conditions (Tay, = 35°C, Ty = 24°C,1it,
=13 kg/h, Ty = 30°C, Thy = 50°C, teyee = 150 5): (@) the variations of instantaneous uptake and the equilibrium
uptake; (b) the variation of the air humidity ratio at the outlet of DCHE.

released at faster rate. Hence, the regeneration time becomes shorter at higher surface
temperature. This explains the reason for supplying the cooling water to the heat
exchanger to enable a cooler adsorbent that is capable of adsorbing more moisture
than the desorbing process.

Figure 7 shows the effect of change in the dry-bulb temperature of the process air
on the performance of DCHE, namely moisture removal capacity (MRC), COPy,,
latent cooling capacity (Qy), and regeneration energy (Q.eg). The dry-bulb tempera-
ture varied from 27 to 46°C while the other parameters were kept constant as in the
baseline conditions. It is observed that MRC, Qy, and Q. are markedly affected by
process air inlet dry-bulb temperature, whereas COPy;, remains constantly around
0.125. MRC drops by 23.6% from 1.867 (Tq4p, = 35°C) to 1.42 (T, = 46°C). This is
mainly because the humidity ratio decreases from 0.0142 to 0.0096, which implies the
air carries less water vapor at a higher temperature when wet-bulb temperate is fixed
at constant.

Figure 8 shows the effect of change in the wet-bulb temperature of the process air
on the performance of DCHE. Unlike the previous results, the performance indices are
raised when increasing the wet-bulb temperature except for COPy,. The reason for
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Effect of change in the process air dry-bulb temperature on the performance of DCHE: (a) moisture removal
capacity (MRC) and COPy,; (b) latent cooling capacity (Q;) and regeneration energy (Qyeg).
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Effect of change in the process air wet-bulb temperature on the performance of DCHE: (a) moisture removal
capacity (MRC) and COPy; (b) latent cooling capacity (Qi) and regeneration energy (Qyp).

this is that the water vapor partial pressure increases as the dry-bulb temperature rises
when the wet-blub temperature is fixed. Hence, the equilibrium uptake of the desic-
cant increases, which is defined as the ratio of the vapor partial pressure to the
saturation pressure at the desiccant temperature. As a result, more water vapors can
be absorbed by the desiccant. The highest values for MRC, Q; and Q. were 1.87 g/
cycle and 30.1 W, respectively when Ty, = 24°C. It can be observed that MRC, Q;, and
Que decrease slightly at T, = 26°C.

5.3 Performance of DEC

Figure 9 depicts the temperature and humidity ratio profiles of the product air and
the working air for DEC under a specified operating condition. The product air flows
along the channel length and the working air flow reversely in a counter-flow manner.
It is observed from Figure 9b that the product air is purged at the end of the channel
and is flowed back to the inlet. The product air temperature drops sensibly from 26°C
to 16.18°C while the working air temperature increases from 16.8 to 24°C. It can be
found that the temperature drops significantly within a distance of 0.1 m from the end
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Figure 9.

Temperature profile (a) and humidity vatio profile (b) of each component in DEC.
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of the channel immediately after being purged. This is because that instantaneous
evaporation takes place from the surface of the water film by the continuously purged
air. As depicted n Figure 9b, the relative humidity surges rapidly from 0.4 to 0.98 in
the immediate vicinity of the exit. In addition, once the actual humidity ratio reaches
the saturation level, both humidity ratios increase gradually, which allows for water to
evaporate continuously along the channel length.

Figure 10 depicts the effect of change in the air temperature and humidity ratio on
the performance of DEC while other parameters are kept constant as in the baseline
conditions. The dry-bulb temperature varies from 26 to 38°C, and the humidity ratio
varies from 0.005 kg,/kgq, to 0.0187 kg,/kgq, respectively. It can be found that the
performance indices are almost linearly dependent on the air dry-bulb temperature
and the humidity ratio. For the dew-point effectiveness, it varies between 0.44 and
0.57 when the dry-bulb temperature varies from 26 to 38°C. It can be inferred that the
higher the air temperature is, the higher the dew-point effectiveness. It should be
noted that the higher dew-point effectiveness and the wet-bulb effectiveness can be
expected at a higher humidity ratio, whereas higher cooling capacity can be obtained
at a lower humidity ratio. This is because both wet-bulb and dew-point temperatures
increase in proportion to the humidity ratio when the dry-bulb temperature is fixed.
Therefore, the potential for water evaporation is declined, and thus, the temperature
drop in the dry channel gets closer to its maximum (i.e., 1).
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Effect of change in the air temperature and humidity vatio on the performance of DEC: (a) dew-point effectiveness,
(b) wet-bulb effectiveness, and (c) cooling capacity.
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6. Conclusions

This study presents an innovative decoupling cooling technology where latent
cooling load and sensible cooling load are handled separately by a desiccant-coated heat
exchanger (DCHE)-based dehumidifier and a dew-point evaporative cooler (DEC). The
DCHE first removes the undesired moisture of humid outdoor air by adsorption pro-
cess. Subsequently, the DEC sensibly cools down the dehumidified air up to the desired
temperature, maintaining the moisture level. Their performances are investigated
numerically by analyzing the heat and mass transfer. Simulation has been carried out
for DCHE and examined the output states of the process air, namely the dry-bulb
temperature and humidity ratio. The following findings can be inferred from this study:

1. The equilibrium uptake reaches its saturated state at 0.33 during the
dehumidification process and at 0.12 during the regeneration process at a given
condition. The actual uptake follows the trajectory of the equilibrium uptake at a
different rate.

2.MRC and Q, of the DCHE were markedly affected by varying the dry-bulb
temperature and wet-bulb temperature, whereas COPy;, remained constant
around 0.125. The MRC drop by 23.6% at higher temperature was observed due
to the decreases in the humidity ratio.

3.As the wet-bulb temperature of the process air increases, the improved MRC and
Q of the DCHE were observed due to the increases in the humidity ratio.

4.For the DEC, dew-point effectiveness, wet-bulb effectiveness, and cooling
capacity were linearly dependent on the dry-bulb temperature of the process air
as well as the humidity ratio.

5.The higher dew-point effectiveness and the wet-bulb effectiveness can be
expected at a higher humidity ratio, whereas higher cooling capacity can be
obtained at a lower humidity ratio.

The proposed decoupling system has no moving parts and harmful refrigerant,
rendering less maintenance compared with an existing cooling system. Furthermore,
it is an energy-efficient means of latent and sensible cooling by adsorption process and
water evaporation process with a waste heat source as compared with other conven-
tional air-conditioning processes.

Acknowledgements

This work was supported by the National Research Council of Science & Technol-
ogy (NST) grant by the Korea government (MSIT) (No. CPS21171-110).

Nomenclature

p specific heat at constant pressure, J/(kg K)
D, diffusion coefficient, m?/s

h heat transfer coefficient, W/(m? K)
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hg, latent heat evaporation, J/kg

hy mass transfer coefficient, m/s
half height of channel, m

k thermal conductivity, W/(m K)

L channel length, m

m mass flow rate, kg/s

P pressure, Pa

Q heat transfer rate, W

r working air ratio

T temperature, °C

u velocity, m/s

W channel width, m

X x-coordinate, m

Greek symbols
) thickness, mm

p density, kg/m?
® humidity ratio, kg/kg dry air

Subscripts

a air

da dry air

dp dew point

f water film

i inlet

m water vapor-air mixture
P plate

pa primary air
s supply

sat saturated

v water vapor
w wet air
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Chapter 5

Dropwise Condensation and Heat
Transfer

R. Yuvaraj

Abstract

The dropwise condensation is obtained on a copper surface by modifying the
texture of the bare surface using the thermo-solution immersion method. In this
method, the solution of 0.003-0.007 M of ethanol and myristic acid is used, and
heating the plate in the solution at 40-65°C for 2-5 h using hot plate apparatus. The
heat-transfer coefficient of the dropwise condensation is increased on the prepared
superhydrophobic surface that exhibits very low surface energy causing the non-
wetting nature of the water droplet on the prepared surface. The contact angle of
the water droplet is measured on the obtained superhydrophobic copper surface,
giving the average value of 160° + 2° with a low-inclination angle of 2°. The maximum
contact angle of 162° is obtained by adjusting the composition of the solution, the
temperature of the solution, and immersion time at 0.005 M, 45°, and 3 h, respec-
tively. Further, the prepared superhydrophobic surface is experimented with for
dropwise condensation, which provides a high heat-transfer coefficient of 196 W/m®
K over the bare surface providing around 186 W/m” K. The condensation rate of water
droplet fall-off time is about 1 s on the superhydrophobic surface, and 2 s for bare
surface is obtained against the mass flow rate of 300 Iph.

Keywords: superhydrophobic, copper surface, contact angle, dropwise condensation,
heat transfer

1. Introduction

The water vapour normally condenses on a bare surface by film-wise mode of
condensation. The larger surface energy of the bare surface results in higher wet-
ting nature of the water on the bare surface and forms a water film throughout the
bare surface. This water film causes higher resistance to heat flow across the film. To
overcome this, the surface texture is modified to offer lower surface energy, result-
ing in the non-wetting nature of water on the modified surface and forming many
water droplets on the surface to reduce the resistance to heat flow across the surface.
For the same temperature difference between the vapour and the surface, dropwise
condensation is much more effective than film-wise condensation about more than
times. In dropwise condensation, the water droplets initially formed on the nucleation
sites and grow up by condensation and coalescence of nearer droplets and then flow
downwards, accumulating static droplets below them along the way. By increasing the
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contact angle of the water droplet, the heat flow resistance between the substrate and
the vapour decreases, the heat-transfer coefficient increases, and the condensation
rate also increases.

In dropwise condensation, the heat-transfer coefficient is several times larger
than that of film-wise condensation. To obtain dropwise condensation, the texture
of the surface needs to be modified to offer lower surface energy. This can be imple-
mented by introducing a non-wetting chemical into the vapour, by special physical
treatment of the condensation surface/substrate, or by the chemical coating of the
solid substrate with a low-surface-energy substance to promote dropwise condensa-
tion [1-3]. Among the many processes of promoting dropwise condensation, the
chemical method offers superhydrophobic nature on the given surface with a simple
process involved. Marto et al. [4] tested several polymer coatings, gold, and silver for
sustaining dropwise condensation of steam and reported the heat-transfer coef-
ficients in dropwise condensation as high as six times when compared with film-wise
condensation. Zhao et al. [5] reported that the heat-transfer coefficients of dropwise
condensation on Langmuir-Blodgett treated surfaces are more than 30 times higher
than that of film-wise condensation on bare surfaces. Vemuri et al. [6] experimentally
investigated the effects of various chemical coatings and their long-term durability
on the dropwise mode of heat transfer. They reported a decrease in heat-transfer
coefficient with the elapsed condensation time, suggesting possible leaching of the
chemical coating. Rausch et al. [7] reported that the heat-transfer coefficient on an
ion-implantation surface is more than five times that of film-wise condensation. In
recent years, with the advent of newer coating/manufacturing and nanoscale fabrica-
tion techniques, promoting the long-term sustainability of dropwise condensation
by chemical coating now holds the considerable prospect for enhancing heat transfer
in a variety of industries [2, 6, 8]. An example of enhanced performance of compact
steam condensers having chemically coated flow passages of only a few millimetres
width is demonstrated by Majumdar and Mezic [9].

In this work, the superhydrophobic copper surface is prepared in a quick time
of 2-5 h by using the thermo-solution immersion technique. The maximum contact
angle of 162° is obtained by adjusting the composition of the solution, the tempera-
ture of the solution, and immersion time at 0.005 M, 45°, and 3 h, respectively. The
prepared surface is then experimented with for analysing the nature of dropwise
condensation, temperature variation on the substrate, heat-transfer coefficient varia-
tion, and condensation time variation. Also, the condensation on the prepared surface
is compared with that of the bare copper substrate for the same conditions.

2. Surface preparation

The various methods for the preparation of superhydrophobic surfaces, as shown
in Figure 1, have been reported, such as electrochemical deposition, plasma method,
crystallisation control, chemical vapour deposition (CVD), wet chemical reaction,
sol-gel processing, lithography, and solution immersion processes.

Wang et al. [10] conducted an experiment to produce superhydrophobicity on
the copper plate using a solution immersion process in which a copper plate was
immersed in an ethanol solution of n-tetradecanoic acid (0.01 M) at room tem-
perature for 3-5 days. The immersed copper plate was rinsed with deionised water
and ethanol thoroughly and then dried in air. The prepared films were immersed in
common solvents (water, acetone, ethanol, and toluene) for 5 days at 25°C. The same
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Water droplet

Superhydrophobic
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Copper plate

Figure 1.
Water droplet on a superhydrophobic surface.

treatment was also carried out using hot water at 80°C. The contact angle was mea-
sured for the dried films. After immersion, the contact angle of the droplet slightly
decreases in water, acetone, ethanol, and hot water. The contact angle is slightly
increased in solution immersion with toluene. Their experiments suggest that a con-
centration of around 0.01 M is ideal for the formation of stable flower-like clusters.
When the concentration is about 0.001 M, a self-assembled monolayer of tetradeca-
noic acid is formed on the copper substrate and the contact angle is only about 124°.
At above 0.02 M, the microclusters or nanosheets prefer to form in solution rather
than on the copper plates. Thus, the concentration of tetradecanoic acid is crucial for
the formation of flower-like clusters. They concluded with a concentration of 0.01 M
that gives a high contact angle of about 160°. The prepared superhydrophobic surface
reliability is checked by immersing the substrate in water, acetone, ethanol, and
toluene for 5 days, its superhydrophobic nature remains unaffected.

The drawback of their work is it requires a high concentration of 0.01 M and 5
days to form a superhydrophobic surface on a copper plate compared with our work,
which required only 0.003-0.007 M low concentration and less time of around 2-5
h. After immersing the superhydrophobic surface in water, acetone, ethanol, and
toluene for 5 days, we obtained an unchanged contact angle of about 162°.

In this work, the superhydrophobic surface is obtained on a copper plate by using
the thermo-solution immersion process. Figure 2 shows the process diagram of
preparing a superhydrophobic surface on a copper plate. At first, the plate is cleaned
to remove the impurities on the copper plate using an emery sheet. The plate is
immersed in acetone for an ultrasonic bath for about 15 min. The plate is washed with
deionised water and dried with air. Then, the solution is prepared for the different
compositions and the concentration varies from 0.003 to 0.007 M of ethanol and
myristic acid. The cleaned copper plate is then immersed in the solution, and the plate
within the solution is heated by a hot plate for different temperatures varying from
40° to 65° with atmospheric pressure. After heating, the plate is taken out from the
hot solution and cleaned with deionised water and dry air; the self-assembled mono-
layer is formed on the copper plate that produces superhydrophobic nature.

The copper plate of the required size (25 x 25 x 3 mm) is first rubbed with a rough
emery sheet and later with a fine emery sheet. Then, the plate is kept in an ultrasonic
bath with acetone for 10~15 min. After being rinsed with deionised water, the plate is
dipped in hydrochloric acid for 2-3 min. After being rinsed with deionised water and
dried with air, the plate is immersed in a solution of 0.003-0.007 M of ethanol and
myristic acid. The solution immersed plate is heated in a hot plate at 40-65°C for 2-5
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Figure 2.
Surface preparation processes.

h and rinsed with deionised water and ethanol. The superhydrophobic layer is formed
on the surface that produces the average contact angle of about 160° + 2°,

Figure 3 shows scanning electron microscopy (SEM) images of the prepared
superhydrophobic copper surface. In Figure 3(a), the SEM image is obtained with
x500 and 50 pm magnification, which shows the ribbon clusters are formed and ran-
domly spread over the copper substrate. In Figure 3(b), the SEM image is obtained
with x10,000 and 1 pm magnification, which shows clusters of a copper compound
are formed on the substrate with an air gap between the ribbon clusters. These air
gaps will play a vital role to promote the superhydrophobic nature of water droplets
on the prepared surface. When the water droplet is dropped on the prepared surface,
the water droplet traps the air between the ribbon clusters and reduces the surface
energy, which causes an increase in the contact angle of the water droplet. When the
contact angle approaches more than 90°, the hydrophobic nature of the prepared
surface is formed, and for the contact angle of more than 150°, a superhydrophobic
nature of the prepared surface is formed.

\NDJ(lmvn $550 x500 S0pm

Figure 3.
(a) SEM image with 50 pum magnification and (b) 1 ym magnification.
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Figure 4.
(a) Droplet on the bare copper surface and (b) droplet on a superhydrophobic surface.

We have carefully monitored this solution immersion process. After immersion into
the solution and heating the plate around 45°, a few copper carboxylate nanosheets and
small clusters self-assembled from these nanosheets. Also, the surface is very sparsely
covered with varying temperatures. Upon increasing the heating time to 60 min, the cop-
per carboxylate nanosheets and self-assembled clusters grow bigger and longer. A further
increase in the heating time and temperature leads to an increased surface density of the
clusters and nanosheets, and the nanosheets start to grow upwards. For heating times
close to 3 h, the ribbon-like clusters grow much bigger, become continuous, and almost
completely cover the copper surface, as shown in Figure 3. Thus, an interesting continu-
ous coating of ribbon clusters is formed on the copper surface. The ribbon clusters are the
morphology that tends to provide the superhydrophobic behaviour.

Figure 4(a) shows the water droplet on the bare copper surface, and Figure 4(b)
shows the water droplet on the prepared copper surface. On the bare surface, the
morphology is not allowed to increase the contact angle due to higher surface energy
and exhibits the Wenzel model of a water droplet with a contact angle <90°. Whereas
on the prepared copper substrate, the ribbon clusters offer the water droplet to exhibit
the Cassie Baxter model for water droplet and offer a superhydrophobic surface with
a contact angle >150° due to low surface energy. Further, the contact angle varies for
different concentrations, temperatures, and times. The best value obtained is 162°
with a concentration of 0.005 M at 45°C for 3 h of heating.

3. Experimental setup

The experimental apparatus was designed and developed to study dropwise
condensation under controlled conditions underneath a copper surface shown in
Figure 5. The setup primarily consisted of the main cylindrical stainless steel vacuum
chamber of 180 mm inner diameter and 120 mm length. It was closed from the two
ends by specially designed flanges. The lower flange was fitted with an optical view-
ing window.

In addition, it also had an annular space around this viewing window wherein
the working fluid inventory of distilled and de-ionised water was stored. An electric
heater is attached at the bottom of the vacuum chamber to heat the water and gener-
ate steam inside the vacuum chamber. Figure 6 shows the cut sectional view of the
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Figure 5.
Experimental setup.
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Figure 6.

Condensing chamber cut sectional view.

condensation chamber with a circular heater o.d = 70 mm, i.d = 40 mm was attached
outside this annular space to give the necessary heat input. The upper end of the main
vacuum chamber was closed with a circular flange with an inbuilt cavity wherein

cold water was circulated to maintain constant temperature boundary conditions.
Connections for evacuation, pressure transducer, and temperature sensors were
provided on the main condensing chamber wall. The temperature of the condensing
vapour was measured with one K-type thermocouple Omega, 0.5 mm diameter of
the accuracy of 0.2°C after calibration. It was placed centrally in the chamber at a
distance of 25 mm from its sidewall. Also, three different thermocouples are placed
inside the cooling water cavity to measure the cooling water temperature. The average

76



Dropwise Condensation and Heat Transfer
DOI: http://dx.doi.org/10.5772/intechopen.105881

of these three thermocouple values is treated as the substrate temperature on which
the condensation is going to occur. The vacuum is obtained by connecting the vacuum
chamber to a vacuum pump, and the vacuum is maintained to improve the condensa-
tion process. The data acquisition was carried out with National Instruments. The
entire assembly could be tilted to any desired inclination at 0-90 deg. This setup is
suitable for the inclined condition after the water is converted to steam by vertical
position. After the generation of steam at a vertical position, the setup can be tilted to
the required angle to analyse the behaviour of dropwise condensation on the required
inclined superhydrophobic surfaces. A colour charge-coupled device CCD video
camera Basler with 1024 x 1024 pixels at 100 fps was used to capture the images of
the droplets forming on the underside of the superhydrophobic copper plate through
StreamPix software. StreamPix software can be used for creating both image and
video formats and further converted into required image formats. The LED light
source placed under the set of the camera was directed on the substrate from the
optical window on the bottom flange to maintain a near-parallel and symmetric beam
on the droplets, ensuring a proper contrast level for subsequent edge detection. The
volume flow rate of the cooling water and the steam temperature inside the vacuum
chamber is modified with different conditions to analyse the dropwise condensation
process underneath the prepared copper substrate.

4. Experiment and results

The experiment is conducted on both bare and superhydrophobic surfaces for
varying the properties such as vapour temperature (T;), surface temperature (T,,),
power input (I), and cooling water flow rate (Iph). The maximum input power that
can be set by the setup is 100 W by regulating with the least of 1 W. The cooling
water flow can be adjusted up to 500 Iph. In this work, three different water flow
rates are used for conducting the experiments on both the bare surface and the
superhydrophobic surface. The temperatures of the vapour and surface are acquired
from the data acquisition system connected with the setup to the computer through
LabVIEW software. The surface temperature and the vapour temperature are
obtained from the initial state to the steady state by varying the flow rate to 100
Iph, 200 Iph, and 300 Iph, respectively. The images obtained are stored and videos
are captured by the camera connected to another computer through StreamPix
software with a 100-fps rate. The images shown in Figure 7 are the bottom view and
the droplets are falling downward underneath the bare and the prepared superhy-
drophobic surface, respectively.

Figure 7(a) shows the condensation of water vapour on the bare copper plate with
irregular water particles underneath the horizontal copper plate. The wetting nature
of the bare copper surface results in water film formation on the bare substrate,
which reduces the contact surface area between the vapour and the substrate. This
film increases the resistance to heat flow between the vapour and the copper surface.
Also, the fall-off diameter of the droplet is high in bare copper surface condensa-
tion. This causes further resistance to heat transfer, a low-heat-transfer coefficient,
and a low-condensation rate of water on the bare surface. Figure 7(b) shows the
dropwise condensation on the prepared superhydrophobic surface with regular
complete spheres-like droplets that increase the contact surface area between the
vapour and the plate surface. The contact angle of the water droplet on the prepared
surface is more than 150°, which offers dropwise condensation on the prepared
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(@) (b)

Figure7.
(a) Condensation on the bare copper plate and (b) condensation on the superhydrophobic surface.

superhydrophobic surface. The water droplets are formed, which results in a decrease
in resistance to the flow of heat and the fall-off diameter of the droplet from the
superhydrophobic surface. A higher contact angle produces a lower diameter of the
falling water droplet, which increases the fall-off frequency of the water droplets.
This causes an increase in heat-transfer coefficient and rate of condensation.

4.1 Contact angle

The water contact angle is the angle between the liquid-solid contact surface and
the tangential line obtained from the liquid-vapour interface. Wenzel model and
Cassie Baxter model are the familiar contact angle model in which Cassie Baxter con-
tact angle model is used in this work for dropwise condensation. In this model, the air
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Contact angle vs. temperature.
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is trapped in between the liquid and the solid surface, which offers superhydrophobic
nature of the prepared surface with a contact angle of 120-162°. The contact angles
obtained for the different temperatures vary from 40° to 65° and times are plotted in
the distribution graph shown in Figure 8, which reveals that the maximum contact
angle of 162° against the temperature of around 50°C for 3 h. The large number of
contact angles obtained is in the region 140-152 for the time durations of 2-3 h. The
higher contact angles are also obtained in the region of 45-55°. The average contact
angle on the prepared surface is obtained as 160°, which is greater than 150° and
offers superhydrophobic nature on the prepared surface.

4.2 Vapour and surface temperature comparison

First, the experiment is conducted on a bare copper plate. The vacuum pump is
used to obtain vacuum inside the vacuum chamber and the vacuum pump connec-
tion is closed after 15 min. Water is poured inside the vacuum chamber and the bare
surface is located underneath the cooling water chamber. The power is given to the
heater inside the vacuum chamber and regulated with different inputs from 30 to
100 W with a difference of 5 W. The cooling water flow is controlled for three condi-
tions, 100 Iph, 200 Iph, and 300 Iph, respectively. The temperatures are observed
for different power inputs for each flow rate. The values of surface temperature T,
and vapour temperature T, are obtained through the data acquisition system through
LabVIEW software. The frequency of water droplet falling is obtained for finding the
condensation rate. The experiment is repeated for superhydrophobic copper substrate
with the same conditions and obtained the values of surface temperature, vapour
temperature, and condensation rate. The heat-transfer coefficient is calculated by
Newton’s law of cooling and also compared all the parameters for the bare plate with a
superhydrophobic surface.

Figure 9 shows the comparison of vapour temperature T; with the corresponding
power input I for the bare and superhydrophobic surfaces for different water flow
rates. In both, cases 100 Iph conditions give the highest vapour temperature due to
the low mass flow rate. Increasing the water flow rate causes decreases in the vapour
temperature due to higher heat transfer from the water vapour to the cooling water.
Figure 10 shows the comparison of surface temperature T,, with the corresponding
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(a) Vapour temperature variation with bare surface and (b) with the superhydrophobic surface.
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Figure 10.
(a) Surface temperature variation with bave surface and (b) with the superhydrophobic surface.

power input I for the bare and superhydrophobic surface for different water flow
rates in which the surface temperature is low with 300 Iph of water flow and it is high
with 100 Iph of water flow rate. Similar to that of vapour temperature, the surface
temperature also decreases when the cooling water flow rate is increased. The lower
surface is obtained for 300 lph of flow rate for both the bare and the prepared super-
hydrophobic surfaces.

The difference in temperature AT = T, — Ty is higher on the bare plate than on the
superhydrophobic surface, which increases the heat-transfer coefficient and con-
densation rate. The temperature difference directly affects the condensation of water
particles from the water vapour onto the condensed droplets. The resistance offered
by the extra coating layer of the superhydrophobic surface is increased and heat flow
from the vapour to the plate is decreased. Due to this, the temperature of the plate is
always higher on the superhydrophobic surface than on the bare plate.

Figure 11 shows the comparison of heat-transfer coefficient h obtained through
Newton’s law of cooling with corresponding heat input I. For bare surface, the
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Figure 11.
(a) Heat-transfer coefficient variation with bare surface and (b) with the superhydrophobic surface.
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Condensed droplet falling time on (a) bare surface and (b) superhydrophobic surface.

higher amount of heat-transfer coefficient obtained as 186 W/m” K obtained for

the cooling water flow rate of 100 Iph at the maximum heat input of 100 W. Also,
the increase in cooling water flow rate decreases the heat-transfer coefficient, as
shown in Figure 11(a). Whereas on a superhydrophobic surface, the maximum
heat-transfer coefficient is obtained as 196 W/m” K with a cooling water flow rate of
300 Iph. In this case, an increase in the cooling water flow rate increases the heat-
transfer coefficient, as shown in Figure 11(b). The condensation rate is also higher
on the superhydrophobic surface.

Figure12(a) and (b) shows the condensed water droplet falling time on the
superhydrophobic and bare surface for different water flow rates of 100 Iph, 200 Iph,
and 300 Iph, respectively. It shows that about 120 s is required for the first condensed
fall-off water droplet from the bare surface, whereas it takes about 80 s in the case of
the prepared superhydrophobic surface. The condensed water droplet fall-off time is
about 1 s on the superhydrophobic surface and 2 s on the bare surface against the mass
flow rate of 300 Iph. It is noted that the condensing rate of falling water droplets is
higher on a superhydrophobic surface than on a bare surface.

4.3 Ordinary surface and superhydrophobic surface comparison

In the previous chapter, the surface temperature, vapour temperature, heat-trans-
fer coefficient, and condensation rate are discussed for three different cooling water
flow rates, 100 Iph, 200 Iph, and 300 Iph, respectively. The higher heat-transfer coef-
ficient and good condensation rate are obtained on the superhydrophobic surface for
the cooling water flow rate of 300 Iph. To compare the surface temperature, vapour
temperature, heat-transfer coefficient, and condensation rate directly between the
ordinary surface and superhydrophobic surface, 400 Iph of cooling water flow rate
is used and discussed in this chapter. On comparing 300 Iph results with 400 Iph
cooling water flow rate, there is a negligible amount of variation obtained for steam
temperature and the surface temperature. Whereas for heat-transfer coefficient, a
slight increase in variation is obtained, and for condensation rate, a notable variation
is obtained between an ordinary surface and the superhydrophobic surface.

The water vapour temperature, surface temperature, heat-transfer coefficient,
and condensation rate are measured for different heat supplies varying from 30 W to
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100 W, and the comparisons between ordinary surface and superhydrophobic surface
are shown in Figures 13-16, respectively. The temperature of the water vapour T
inside the vacuum chamber is decreased on the superhydrophobic surface compared
to that of the ordinary surface when the heat supplied is increased due to thermal
resistance offered by the coating on the superhydrophobic surface, as shown in
Figure 13. In both cases, the vapour temperature varies similarly when the heat sup-
plied is between 40 and 75 W. Further increase in temperature decreases the vapour
temperature on the superhydrophobic surface and increases the vapour temperature
on the ordinary surface. Figure 14 shows the comparison of surface temperature T,
with the corresponding power input I varying from 30 to 100 W for the ordinary

and superhydrophobic surface for a water flow rate of 400 Iph in which the surface
temperature of the ordinary surface is always lesser than that of the superhydropho-
bic surface. This is because there is smooth heat flow across the ordinary surface with
lower thermal resistance. Whereas for a superhydrophobic surface, the thin coating
offers higher resistance to heat flow across the superhydrophobic coating, resulting in
lower heat transfer through the substrate. Similar to that of vapour temperature, the
surface temperature also decreases when the cooling water flow rate is increased. A
very negligible amount of surface temperature is obtained for both 300 Iph and 400
Iph of flow rate for both the bare and the prepared superhydrophobic surfaces.
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Steam tempevature of ovdinary vs. superhydrophobic surfaces.
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Heat-transfer coefficient of ordinary vs. superhydrophobic surfaces.
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Figure 16.
Condensation time for drop fall off on ovdinary vs. superhydrophobic surfaces.

The heat-transfer coefficient is obtained from Newton’s law of cooling for both
ordinary and superhydrophobic surfaces. The superhydrophobic surface provides
a higher heat-transfer coefficient than the ordinary surface when the heat supplied
increases from 70 W. This is due to the higher contact angle of the water droplets on
the superhydrophobic surfaces. Higher contact water angle increases the surface area
contact between the vapour and the solid surface. Whereas in the ordinary surface,
the film-wise condensation offers a decrease in direct surface contact between the
vapour and the substrate and provides higher thermal resistance across the film, and
decreases the heat-transfer coefficient. When the heat supplied is lesser than 40 W,
the formation of condensed particles on the ordinary surface is lesser and offers an
increase in heat-transfer coefficient. Whereas on a superhydrophobic surface, the
nucleation and coalescence of tiny water particles offer more thermal resistance and
decrease the heat-transfer coefficient across the substrate.

When the vapour is directly in contact with a solid surface with a temperature
lower than that of vapour temperature, the condensation of vapour starts on the solid
surface. This offers film-wise condensation on an ordinary surface and dropwise
condensation on the superhydrophobic surface. Although the superhydrophobic
coating offers higher thermal resistance than that of an ordinary surface, the conden-
sation rate on the superhydrophobic surface increases due to a lower fall-off diameter
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of the water droplets. Figure 16 shows the condensation time, that is, water droplet
fall-off time, for both ordinary surface and superhydrophobic surface with different
heat supplied. When the heat supplied is less than 60 W, the formation of the water
droplet on the superhydrophobic surface and condensation of film on the ordinary
surface are not occurring at a faster rate. When the heat supplied is increased from
60 W, the condensation of vapour occurs on the ordinary surface as well as the super-
hydrophobic surface. The first fall-off water droplet takes 6 s on a superhydrophobic
surface and 12 s on an ordinary surface. This time is lower than the ordinary surface
due to the higher contact angle of the water droplet on the superhydrophobic surface.
In both cases, the superhydrophobic surface offers a lower fall-off time and higher
condensation rate than the ordinary surface, as shown in Figure 16.

5. Conclusion

The superhydrophobic copper surface is successfully prepared by thermo-solution
immersion technique with a quick time of 2 h. The highest contact angle of 162° is
obtained with the concentration of the ethanol and myristic acid of 0.005 M when the
solution is heated at 45-50°C for the time duration of 2-3 h.

The obtained surface is experimented with for dropwise condensation by varying
the power input and water flow rate. The complete sphere-like water droplets are
obtained on the condensing surface with an increase in contact area that increases the
heat-transfer coefficient and condensation rate. The maximum value of temperature
difference between the vapour and the surface is 74°C and 64°C for bare and superhy-
drophobic surfaces, respectively. The maximum heat-transfer coefficient obtained is
196 W/m” K for a superhydrophobic surface and the bare surface is 185 W/m® K. The
condensed water droplet fall-off time is about 1 s on the superhydrophobic surface
and 2 s on the bare surface against the mass flow rate of 300 Iph. It is noted that the
heat-transfer coefficient and condensing rate of falling water droplets on a super-
hydrophobic surface are higher than that of a bare surface. The superhydrophobic
surface always promotes dropwise condensation, and the heat-transfer coefficient is
increased by increasing the contact angle of the water droplet.

The experimental analysis is made by conducting a condensation experiment on
both ordinary and superhydrophobic copper surfaces. The following conclusions have
arrived in the present work:

1. The number of droplets formed is higher on a superhydrophobic surface than on
an ordinary surface, which tends to increase the condensation rate.

2. Anincrease in static contact angle and a decrease in wettability of the substrate
reduce the droplet area coverage.

3. A decrease in wettability also results in earlier water droplet fall off.

4. At a higher saturation temperature, the rate of growth of the drop is higher.
Heat-transfer coefficient increases with an increase in the degree of sub-cooling
of the substrate.

5.The droplets are formed on a superhydrophobic surface and look like perfect
circles that decrease the contact area and increase the heat-transfer rate.
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Chapter 6

Boiling Heat Transfer on the
Micro-Textured Interfaces

Tatsuhiko Aizawa, Naoki Ono and Hiroki Nakata

Abstract

Higher heat flux than its normal criticality from high-power transistors, LIDAR
(Laser Imaging Detection and Ranging), stacked CPUs, high-power transistors, and
lasers must be efficiently transferred to cooling media through the metallic interface.
The micro-/nano-textured aluminum and copper devices were highlighted among
several approaches and fabricated to enhance the boiling heat transfer process to the
subcooled water. The plasma printing was proposed to fabricate a pure aluminum
device with concave micro-textures and to describe the boiling heat transfer behavior
with comparison to the bare aluminum plate. A copper device was wet-plated to have
convex micro-textures and to discuss the effect of micro-textures on the heat transfer
characteristics under the forced water cooling by varying the Reynolds number. The
boiling curve on the micro-textured interfaces was newly constructed by improving
the boiling heat transfer process by micro-/nano-texturing.

Keywords: boiling heat transfer, micro-/nano-texturing, aluminum, copper, boling
curve, critical heat flux (CHF), superheat, micro-bubbles, Reynolds number

1. Introduction

High-performance forced cooling in VLSI (Very-Large-Scale Integrated) circuits
[1] became a turning point to reconsider how to improve the capacity to cool down the
highly energy-consuming devices and systems. Since then, various efforts were
reported on the heat and mass transfer engineering. Micro-fluid channel heat sink in a
single phase was proposed to improve the heat transfer from the heated surface to the
cooling media. As surveyed in [2-4], numerical simulations were performed to opti-
mize the micro-channel network. Various computational models were developed to
control the heat transfer process [5]. The experimental works followed these theoret-
ical discussions to enhance the boiling heat transfer with the use of porous interface
[6]. Those studies insisted that thermal spreading with high heat flux could never
be installed in practice without innovative modification in heat and mass transfer
process.

In general, there are several heat transfer processes with and without phase trans-
formation; e.g., the natural flow convection, the forced flow convection, and the
boiling heat transfer. Among them, the boiling heat transfer process provides the
highest heat flux condition in practice [7]. Toward the innovation in the boiling heat
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transfer technologies, the heat and mass transfer mechanism with phase transforma-
tion must be reconsidered to modify a boiling curve. In this chapter of book on the
heat transfer, several new ideas were discussed to control the heat and mass transfer;
e. g., a micro-porous interface design in [6], a micro-structured surface design via the
spray cooling [8], a micro-/nano-scale surface modification [9, 10], and wettability-
controlled surface design [11]. They provided a possibility to attain higher heat flux
than the critical heat flux (CHF) limit [7]. In addition, the nanoscale morphology of
heat-dissipating media became important to enhance the heat transfer on the heating
surface even with phase transformation [12]. Those studies suggest the importance of
the boiling curves on the micro-/nano-textured interface between the heating metallic
solid and the cooling media.

After [7], three engineering items must be considered to describe the heat transfer
with phase transformation and to discuss how to control this process. At first, the
nonlinear relationship between the heat flux (q) and the superheat (AT), or the
boiling curve, is precisely understood, as illustrated in Figure 1. In the natural con-
vection flow heat transfer regime, log (q) or logarithm of heat flux increases linearly
with the log (AT) or logarithm of AT. This linear relation between log (q) and log
(AT) along A - B changes at B. At this point B, the phase transformation occurs from
the liquid to its gaseous phase in local. That is, the liquid water locally transforms to
the vapor in this local boiling. Starting from B through C to D, the isolated vapor
bubbles grow by themselves, gradually agglomerate in themselves on the heating
surface, and take off from the heating interface by buoyancy or by forced flow. In this
regime, the heat flux significantly increases with increasing the superheat because of
the latent heat by boiling, the mass transfer from liquid water to vapor, and the local
convection flow.

Those growing vapor bubbles coalesce with each other to form a vapor film when
approaching the D point. Once this film locally forms on the heating interface, the
heat transfer deteriorates by itself since the thermal conductance significantly reduces
in local. The whole interface is covered by this vapor film at D; the heat flux becomes
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Figure 1.
The boiling curve on the smooth metallic surface [7].
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maximum at this point. In the normal heat transfer process, this D point is physically
unstable enough to induce the snap-through or the jump of state from the point D to
its neighboring stable condition at E even by slightly increasing the heat flux. If the
constituent material for heating media had sufficiently high melting temperature not
to melt down during this snap-through, the heat transfer process could advance in
stable from E to F in Figure 1. However, most of metallic heating plates melt down or
burn out after this snap-through behavior from D to E.

On the way back by decreasing AT from E, this heat transfer process accompanies
another nonlinearity. That is, the heat flux decrease from E with decreasing AT, and
approaches to G where the heat flux minimizes itself under the film boiling regime. At
another critical point G, another snap-through takes place from G to H back to the
original boiling curve. Every heat exchanging system and device with smooth heating
interface has been designed after this boiling curve. The feasible heat flux is limited by
the critical heat flux in practice. To be free from this engineering constraint, this
relationship must be modified by nontraditional heat transfer process.

To be noticed as the second item, the phase transformation from the liquid water
to the vapor bubble commences in local on the heating interface to coolant; each vapor
bubble nucleates at the imperfect point on the heating interface. Remember that
most of theories on the nonlinear mechanics for heat transfer [7] and buckling
mechanics [13] presume the geometric imperfections on the heating interface and on
the shell structure, respectively. As summarized in [7], most of classical theories on
the boiling heat transfer assumed that a vapor bubble nucleated at the preexisting
wedge on the heating interface. Consider that an initial bubble shape is modeled by a
half-sphere with its radius of r, then, the superheat (AT) is inversely proportional to
this r.. When the bubble size is controlled to be small, AT increases by itself to start
the boiling heat transfer in the early stage of In (q) — In (AT) relationship in Figure 1.
In practical situation, few methods were reported to reduce the wedge size, to
decrease the wedge depth, to increase the wedge density on the heating interface, to
regularize the distribution of wedges, and to control this regularity in the wedge
alignment.

The third feature in the boiling process is characterized by the dynamic behavior
of vapor bubbles both on the heating interface and in the coolant. After nucleation,
one isolated vapor bubble grows, coalesces with each other, and forms a vapor film on
the interface. The other bubble takes off from the interface and transports with
coolant. The fresh cooling water comes onto the interface to continue this boiling heat
transfer process. Unless any bubbles swell on the heated surface, it could be cooled
with higher heat flux under constant AT. Otherwise, the interface is gradually
covered by the vapor bubbles and finally separated from the liquid coolant by the
vapor film.

Three engineering items in the above have interaction with each other. The boiling
curve in Figure 1 is governed by the change in vapor bubble morphology. Hence, if
the nucleation and growth stages of the vapor bubbles are controlled by micro-
texturing the interface, the boiling curve in Figure 1 is significantly modified in the
boiling heat transfer regime. In addition to the studies on controlling the boiling
transfer by micro-/nano-texturing [8-12], MEMS (microelectronicmechanical sys-
tem) technique was utilized to develop the cooling system by impinging the droplets
[14] and to investigate the effect of micro-pillared micro-pipe on its thermal perfor-
mance [15]. Those micro-/nano-texturing methods are useful to demonstrate the
improvement of boiling heat transfer in the laboratory scale, but most of them are
difficult to be used in the industrial applications. Micro-/nano-textures onto the high
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conductive metal members must be essential to find a new way in developing the
effective cooling devices with linkage to industries.

Three approaches to form these micro-/nano-textures onto the product surfaces
and interfaces were developed feasible to industrial and medical applications. In the
plasma-oxidation-assisted printing [16-18], the micro-textures were formed onto the
carbon-based materials through oxygen plasma etching. In the plasma-nitriding-
assisted printing [19-21], the micro-textures were also formed into the metals and
alloys by selectively embedding the nitrogen solute. The extremely short-pulse laser
micro-/nano-texturing [22-24] is the third approach to directly imprint the tailored
fine textures.

In the first approach, carbon-derivative coatings such as DLC (diamond-Like
carbon), CNT (carbon nanotube), graphene sheet, and diamond coatings were
processed to yield the carbon-based dies with micro-textures [25-27]. The aspect
ratio was predetermined by the coating thickness. In second, the selective nitrogen
supersaturation process advanced into the unmasked surfaces and interfaces. The
ink-jet printing [19-21], the screen printing [28, 29], and the lithography [30, 31]
were utilized as an effective masking techniques. In this case, the aspect ratio
of micro-/nano-textures was determined by the nitrided layer thickness up to
sub-millimeter thickness. In third, the nano-textured ripples superposed on the tai-
lored micro-textured surface profile by the femtosecond laser processing [32]. In
particular, the unidirectional nano-textures were simultaneously formed onto the
laser-trimmed tool surface [33, 34]. On the basis of these micro-/nano-texturing
methods, the surface-topological design is available to control the heat transfer
process with phase transformation on the textured interface [35]. Different from the
micro-/nano-texturing by the porous structuring, the particle deposition, and the
MEMS techniques in [8-12, 14, 15], the regularly or semi-regularly aligned
micro-/nano-textures were utilized to discuss the effect of micro-/nano-textures on
the aluminum and copper heating devices to the boiling heat transfer in the water
vapor system [36, 37].

In the present chapter, two micro-texturing methods are utilized to fabricate the
textured aluminum and copper heating units for boiling heat transfer experiments. In
the first approach, the plasma-oxidation-assisted plasma printing is used to yield the
regular alignment of micro-square pillars on the thick DLC die. This multi-micro-
pillared micro-textures on the DLC die are imprinted into the pure aluminum sheet.
This concave micro-textured aluminum sheet with regular alignment of micro-
cavities is fixed to the copper block to prepare the heating device for heat transfer
experiment to describe the vapor bubble nucleation and taking-off behavior. In the
presence of micro-cavities on the aluminum interface, the bubble size is reduced by
1/100 or less than that. These super-fine vapor bubbles do not swell on the interface
but flow away with the coolant. Due to this change in the vapor-bubble dynamics, the
bubble nucleation commences in lower superheat and the heat flux steeply increases
with the superheat. In the second approach, the wet plating is utilized to form the
acicular Fe-Ni micro-textures onto the oxygen-free pure copper unit for heat transfer
experiment to demonstrate the effect of coolant flow velocity or its Reynolds number
on the boiling heat transfer. The original boiling curve on the smooth metallic inter-
face is significantly improved by this micro-texturing. The superheat to onset the
nucleation of vapor bubbles is reduced by homogeneous and dense generation of
bubbles. The heat flux steeply increases with the superheat and exceeds CHF.
Through these steps, a physical model is considered to design and fabricate the heat
transfer device with q > q.r and @ > > qg;.
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2. Experimental procedure

Two micro-/nano-texturing methods were developed to make concave and convex
micro-textures onto the metallic sheets and blocks, respectively. Two experimental
setups were prepared to describe the boiling curves, to demonstrate the superiority of
micro-textured interface in heat transfer, and to discuss the effect of coolant flow
behavior on the boiling heat transfer.

Micro-texturing. The plasma printing method was employed to form the concave
micro-textures with regular alignment of square micro-cavities with the specified unit
size and pitch onto the pure aluminum sheet. The whole procedure from the micro-
texturing design to the CNC imprinting onto the aluminum sheet is depicted in
Figure 2.

The lithography with ion milling and reactive ion etching was utilized to print the
square unit cell pattern with the size of 3.5 pm x 3.5 pm and the pitch of 5 pm onto the
DLC-coated AISI420 punch with the coating thickness of 15 pm. Then, the platinum
deposit on the nano-carbon film was left as a unit cell. The controlled oxygen plasma
etching system was utilized to chemically remove the unmasked DLC regions and to
fabricate the micro-pillared DLC coating punch. This punch was inserted into a die set
for CNC imprinting of micro-pillar textures into the aluminum sheet. The original
two-dimensional micro-texture pattern transformed to the three-dimensional regular
alignment of micro-cavities on the aluminum sheet. The wet plating was employed to
directly form the convex micro-textures onto the oxygen-free copper specimen with
use of the nickel and iron-ionized solution. Each unit cell of acicular Fe-Ni crystals
nucleated and grew on the substrate surface as depicted in Figure 3. Every acicular
unit cell aligned with each other in semi-regular on the substrate. Its root size and
height were completely determined by the wet plating conditions including the

CAD-Data for Micro-Textures
~

SiO, based Masking by Photalithography
onto DLC-Coating /Diamond-Coating on the die materials
—
Oxygen Plasma Etching
/Large-area, homogeneous etching
/Fast-rate etching
/Reactiveion etching

-~
CNC-Pressing by Mother-Patterned Die onto MetallicSheets

20 pm

/3D-printing of microtextures b
/Mass-production

/Large-area printing
/High pattern density gl == w iR |1V

oEEpEy

Figure 2.
A plasma printing procedure from the CAD (computer-aided design) of micro-textures through the fabrication of
micro-textured DLC die to the CNC (computer numerical contvol) — Imprinting to metallic sheet.
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Figure 3.
Nucleation and growth of Fe-Ni acicular unit cells on the substrate during the wet plating. a) © = 210 s, and b)
7=6305.

Water ;ie:fted‘ Water
Inlet:ﬂ urface Outlet fL
3mm1—
10mm ~ :_,..__ —k
Test Section
70mm
Figure 4.

The boiling heat transfer experimental test sections. a) Narrow, lateral channel section to observe the vapor bubble
nucleation and taking-off phenomena with the measurement, and b) square, longitudinal channel section to
investigate the effect of coolant flow on the boiling heat transfer.

duration (7). In Figure 3a, when 7 is 210 s, the root size (B) of acicular micro-
texturing unit cell ranged from 0.1 to 0.4 um, and its height (H) was 0.5 pm in
average. This tiny unit cell significantly grew as compared between Figure 3a and b.
When t = 730 s, B ranged from 0.2 to 0.7 pm, and H ~ 1 pm.

Heat-transfer test-sections. In the following experiments, two test sections were
used to describe the vapor bubble nucleation and taking-off and to investigate the
micro-texturing effect on the boiling heat transfer process. In the first setup, the
coolant channel with the length of 70 mm is laterally placed so that the subcooled
water is heated by the copper block as depicted in Figure 4a. Pure aluminum devices
with and without micro-textures were joined to the top of this block. The heat flux (q)
through these devices was measured by the difference of temperature histories in the
block. High-speed video camera was also utilized to visualize the vapor bubble
nucleation and its taking-off from the aluminum devices.

Figure 4b shows another setup to measure the heat transfer characteristics with
the use of the heating copper block. The micro-textures were directly yielded onto this
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Figure 5.

Exi:’rfmsenml setup for measurement and observation of the boiling heat transfer in the test-section.

block. The water channel stood in vertical to control the flow velocity and to investi-
gate the effect of forced coolant velocity on the heat transfer. The heat flux was
measured in the similar manner to the setup in Figure 4a.

These test sections were respectively set up into the experimental system including
the power controllers and the monitoring apparatus, as illustrated in Figure 5. The
superheat was directly controlled by the applied voltage in the power supply. The
thermostatic chamber was utilized to keep the subcooled water temperature by 30 K
and to control the coolant velocity. The measured temperature histories were moni-
tored by using three thermocouples, which were embedded into the copper heating
block. The surface temperature on the interface was estimated by directly extrapolat-
ing the measured temperature depth profile in the block. The heat flux was also
calculated from this profile by using the Fourier’s law, which was represented by

q = —«(8T/8X), (1)

where k was the thermal conductivity of copper, 8T was the difference between
two measured temperatures away from each other by the distance of 5X. The whole
data were transferred and accumulated in PC.

The digital video imaging unit was utilized to record the time history of the boiling
and cooling behavior in the inside of channels through the transparent window. The
vapor bubble nucleation and growth process were directly monitored to describe the
effect of coolant velocity on the boiling behavior.

3. Experimental results

Regular alignment of micro-cavities onto aluminum sheet. Two-dimensional
micro-pattern was printed by the lithography onto the DLC film coated on the
AISI420 substrate. A square dot with 3.5 pm x 3.5 pm was aligned with the pitch of
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5 pm on this DLC coating die. The unprinted DLC films were chemically etched out by
using the high-density plasma oxidation system. Through this plasma oxygen etching
for 5 ks, a DLC micro-pillared punch array was fabricated by selectively removing the
unprinted mesh-lines of DLC films with their width of 1.5 pm. As depicted in

Figure 6a, the arrayed DLC-punch by plasma oxygen etching had a square micro-
pillar head with its area of 3.5 pm x 3.5 pm and its height of 8 pm. The depth profile of
DLC punch array was measured by the laser surface profilometer and supposed in
Figure 6a. DLC micro-pillars with the same head size were regularly aligned with the
pitch of 5 pm by the plasma oxidation etching. This regular alignment of micro-pillars
onto the DLC-punch assures the regular duplication of micro-textures in inverse to
micro-pillars into the metallic sheets or plates by the precise stamping with the use of
this DLC-punch.

CNC stamping system was utilized for this imprinting of DLC micro-pillar array
into the as-rolled pure aluminum sheet with the thickness of 0.2 mm. As shown in
Figure 6b, the micro-cavity array was imprinted onto the aluminum sheet surface by
indentation of the DLC micro-pillar array in Figure 6a. Through this indentation of
DLC-punch, the pure aluminum work was extruded in backward into the clearance
with the width of 1.5 pm between adjacent DLC pillars. The thin walls of each
aluminum micro-cavity were formed to have the thickness of 1.5 pm. That is, each
DLC pillar with its head size of 3.5 pm x 3.5 pm was simultaneously indented to shape
a bottom of a micro-cavity with the size of 3.5 pm x 3.5 pm. Four clearances sur-
rounding each DLC micro-pillar became four micro-cavity side walls with the width
of 1.5 pm and the height of 5 pm. Then, the micro-pillar alignment on the DLC-punch
was duplicated to the aluminum sheet as a regular micro-cavity array with its unit cell
of 3.5 pm x 3.5 pm x 5 pm and the pitch of 5 pm. This imprinting process incrementally
advanced by stamping the DLC-coated AISI420 punch with the head size of 80 mm x
10 mm into the pure aluminum sheet. Each stamped aluminum sheet segment had 3.2
x 107 micro-cavities on its area of 80 mm x 10 mm. Then, the density of micro-cavities
reached 4 x 10*/mm?.

Figure 7 compares the aluminum sheets without and with the micro-cavity tex-
tures. The static contact angle of pure water onto the aluminum sheets increased from
92° for smooth surface to 110° by this micro-texturing.

Bubble heat transfer on the concave micro-textured interface. The pure aluminum
sheet segment with micro-cavity alignment and the bare aluminum one were

20.um

1l
Highsvac, . SE| PC-std, 15KV x 800 2013/04/08 ~0DO04G:

Figure 6.
Comparison of the micro-pillaved DLC die surface with the CNC-imprinted aluminum sheet. a) DLC
micro-pillar alignment on the die, and b) micro-cavity alignment on the aluminum sheet.
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Figure 7.
Comparison of aluminum sheet without and with micro-textures. a) Aluminum sheet without micro-textures
(contact angle of pure water on its surface (0) is 92°), and b) aluminum sheet with micro-textures (0 = 110°).

Figure 8.
A heating block in the setup in Figuve 4a. a) a bare copper heating block, and b) heating block with the joined
aluminum sheets in Figure 6 by using the nanoparticle silver paste.

respectively joined to the copper block by using the nanoparticle silver paste. Figure 8
compares the heating copper block before and after joining the aluminum sheet
segment. Except for the thermal gap in conductance by this silver paste, this heating
block was suitable to experimental analysis on the effect of micro-textured metallic
sheet on the boiling heat transfer. This heating block was fixed into the test section in
Figure 4a. In this setup, the phase transformation from the liquid water to the vapor
bubble took place on the surface of aluminum device with and without the micro-
cavity textures.

Figure 9 depicts the nucleation and growth stage of vapor bubbles on the alumi-
num sheet without and with micro-cavities. As shown in Figure 9a, when the micro-
textures were absent on the aluminum sheet, large vapor bubbles only nucleated and
swelled on the interface and grew by themselves. No taking-off of bubbles was
observed by the video imaging.
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Figure 9.
A bubble nucleation on the aluminum sheet a) without the micro-textures and b) with the micro-texture.
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Figure 10.
Comparison of the boiling curves in the heat transfer through the aluminum sheets with and without the
micro-textures.

On the other hand, as depicted in Figure 9b, only fine bubbles with the average size
of 5-10 pm nucleated on the interface without significant growth. Most of them flew
away together with the coolant and the medium-sized bubbles. As compared between
Figure 9a and b, the heating interface with micro-textures was cleared by this flow-
away of fine vapor bubbles. This easiness of vapor bubble taking-off from the heating
interface enabled new liquid coolant to directly come onto the interface for further
heat transfer. Owing to this micro-texturing effect on the bubble nucleation and
growth mechanism, the heat transfer on the aluminum interface between the heating
block and the coolant was much improved in the presence of micro-textures.

Figure 10 depicts the relationship between the measured heat flux q and the
superheat AT with and without micro-textures. When using the bare aluminum
interface, the heat flux gradually increased with AT and the onset superheat to nucle-
ate the boiling was retarded in correspondence to the normal heat transfer mechanism
in Figure 1. On the other hand, in the presence of micro-textures on the aluminum
interface, the heat flux steeply increased with AT at the beginning of superheating.
The onset of superheat for bubble nucleation started earlier than the normal boiling
nucleation. Although this increasing heat flux was suppressed around AT = 60 K due
to the insufficient coolant flow volume, the micro-textures enhanced the increase of
heat flux with AT so that q approaches to the critical heat flux, qc,.
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This heat transfer through the micro-cavity arrayed aluminum device teaches:
1.the bubble size is reduced by decreasing the wedge size,

2.the onset superheat of ATyt to nucleate a mass of bubbles is also reduced, and
3.the heat flux q increases steeply toward the critical heat flux, qc,.

After the classical theory, the effect of the wedge size on the heat transfer is
considered by

AT ~ 20T, /[py*Ahyerce(1 — 1. /8)] )

In this relation, ¢ denotes the thermal conductivity, T, is the saturated tempera-
ture, py is the mass density of coolant, Ah, is the latent heat, r. is the radius of wedge,
and d is the thermal boundary layer thickness. From Eq. (2), the superheat increases
by decreasing r.. On the other hand, AT+ decreased with decreasing the micro-
cavity size in Figure 8. This contradiction between the classical model and the exper-
imental results is attributed to vapor bubbling mechanism on the interfaces without
and with the regular micro-cavity alignment.

The classical knowledge by Eq. (2) presumes that each vapor bubble nucleates
at the preexisting wedge on the flat interface through the phase transformation of
liquid coolant in local. This nucleation and growth process advances independently in
each bubble, which is isolated from the neighboring bubbles. In this low bubble
density nucleation and growth process, higher superheat is needed to stimulate the
nucleation and growth step for each bubble till it takes off from the wedge. In the heat
transfer across the micro-textured interface, many bubbles nucleate simultaneously at
the regularly aligned wedges with the specified distance between adjacent wedges.
Under this high bubble density nucleation from regularly distancing wedges by 5 pm
in Figure 6b, lower superheat was enough to nucleate a fine bubble in the
surrounding coolant flows. Figure 9b reveals that a mass of fine bubbles easily moves
with the coolant flow and that the interface is cooled down to restart the bubble-
nucleation stage under the fresh coolant. That is, the generated bubble size is much
small enough to drive the routine of bubble nucleation, growth, and taking-off
promptly and repeatedly. This tiny bubbling routine on the heating interface with
regularly aligned concave micro-texture modifies the original boiling heat transfer
mechanism in Figure 1 and pushes up the heat flux even at the lower superheat.

Two engineering items are considered to further control the boiling heat transfer
by micro-texturing. In the first item, the micro-textured interface property is taken
into account together with the regular alignment of micro-cavities or wedges in
Figure 7b.

Since the metal surface is usually hydrophilic with the static contact angle of 60°-
70°, this surface condition is controlled by micro-/nano-texturing to be more hydro-
philic or to be hydrophobic, as an engineering policy. In second item, the coolant
design is surveyed to improve the q — AT relationship or the boiling curve. Among
several parameters, the coolant flow velocity is employed as an important item. After
the classical treatise on the boiling heat transfer [7], its mechanism was considered to
be invariant to the coolant flow velocity. There is a possibility to improve the q — AT
relationship with increasing the flow velocity or the Reynolds number of coolant on
the micro-textured interface.
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Semi-regular alignment of micro-acicular textures onto copper. The wet plating
process was employed to build up the acicular iron-nickel (Fe-Ni) alloy
micro-textures directly onto the copper heating block surface. The acicular Fe-Ni
pyramids nucleated and grew onto the copper surface with increasing the duration in
the wet plating, as stated before. In particular, as depicted in Figure 11a, the root size
and height of acicular pyramids were controlled by the wet-plating conditions.

Since no pastes were used in this micro-texturing, no thermal gap conductance was
present between the micro-textured layer and the heating copper block. As shown in
Figure 11b, this acicular Fe-Ni layer was thermally well-contact to the top surface of
copper heating block. In the previous experiment, the micro-textured aluminum sheet
was joined to the copper block by using the solder paste. Then, the measured q — AT
relationship was biased by its thermal gap conductance. In this second experimental
setup, the micro-textured layer was directly deposited onto the copper heating block
head surface without the use of paste. The heat flux in the copper block was directly
conducted to the wet-plated Fe-Ni layer without loss of thermal conductance. The
acicular micro-textures influenced on the surface property and on the vapor bubble
nucleation and growth during the boiling process.

Two Fe-Ni acicular layers were formed onto the copper block by varying their unit
cell size to understand the micro-texture size effect on the boiling heat transfer
mechanism. The microstructure of the first Fe-Ni micro-textured film (specimen-1) is
shown in Figure 12a. Three-dimensional profilometer was utilized to define the aver-
age height (H) of acicular unit cell, the average spacing (D) between adjacent unit
cells, and the aspect ratio (H/B) of H to the average bottom size (B) of unit cells. This
specimen-1 has H = 1.6 pm, D = 3.9 pm, and H/B = 0.42. As depicted in Figure 12b,
this textured surface becomes hydrophilic with the contact angle of 20-30°. A bare
copper block is also used as a reference to compare the q —AT relationship with two
micro-textured specimens. The mechanically ground copper interface has the average
roughness of Ra = 0.6 pm and Rz = 1.2 pm. Due to this surface roughness, the contact
angle reaches 100-110°; the copper interface is hydrophobic.

Figure 11.
An acicular Fe—Ni alloy film, wet-plated onto the copper heating block. a) SEM image on the wet-plated Fe — Ni
alloy film, and b) copper heating block with the Fe-Ni layer on the top of block.
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Figure 12.
The first Fe—Ni micro-textured heating block specimen-1. a) Its microstructuve in the plain view, and b) its
wettability.

JSM-T000F

Figure 13.
The second Fe-Ni micro-textured heating block specimen-2. a) Its microstructure in the plain view, and b) its
wettability.

Remembering that a smooth metallic surface is usually hydrophilic with the contact
angle of 40-70°, this high contact angle implies that original roughness of copper block
surface influences the measured boiling curve. In particular, this micro-textured sur-
face of specimen-1 has nearly the same geometric features as the bare copper surface.

The second specimen or specimen-2 was prepared by the wet plating with longer
duration. Figure 13a shows the SEM image of the Fe-Ni acicular microstructures on
the copper block. The micro-textures in Figure 13a have a self-similar morphology to
the specimen-1 in Figure 12a. This Fe-Ni acicular unit cell has H = 4.8 pm, D = 2.2 pm,
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and H/B = 0.46. After the wettability testing, this specimen is also hydrophilic with
the same contact angle.

By using two specimens in the above, the boiling heat transfer experiments in
Figure 3b are performed to investigate the effect of the acicular micro-textures on the
q - AT relationship and the heat transfer mechanism.

Boiling heat transfer on the convex micro-textured interface. Two types of
experiments are performed in the following. In the former experiment, the acicular
micro-texturing effect on the heat transfer is investigated. In the latter, the effect of
coolant velocity or Reynolds number (Re) to the heat transfer mechanism is precisely
discussed. In the first experiment, the coolant velocity was held constant by V = 1.9 m/
s or Re = 460. The coolant was completely degassed and its temperature was also
controlled to be 347 K or subcooled by 30 K. The copper block was gradually heated by
increasing the applied voltage in every 10 V.

In correspondence to the boiling curve in Figure 1, q increases gradually with
increasing AT in case of copper block without the micro-textures. When using the
specimen-2 with its microstructure in Figure 14, the heat flux rapidly increases with
AT after the superheat of AT = 2 K, and approaches the critical heat flux, q., at
AT = 17 K. Remember that q = 0.9 x 10° W/m? at AT = 17 K when using the copper
block without the micro-textures. The heat flux becomes two and a half times higher
at the same superheat of 17 K by using this hydrophilic micro-texture.

On the other hand, in case of the specimen-1 in Figure 12, its q — AT relationship
becomes nearly the same as q — AT for non-textured specimen. This is because the
micro-textured interface of specimen-1 has nearly the same topological aspects as the
bare copper interface. The difference between two specimens implies that the boiling
heat transfer behavior becomes sensitive to the acicular micro-texture morphology
under the laminar coolant flow. To be noticed, q., on the micro-textured surfaces
seems to be always more than q., on the smooth surface.

In the second experiment, the coolant flow velocity was increased to change the
laminar flow to the turbulent flow and to investigate the sensitivity of boiling heat
transfer mechanism to the flow pattern change. The specimen-1 was employed in this
experiment, while the bare copper specimen was also used as a reference. Figure 15
compares the variation of q — AT curves with increasing the Re between the specimen-
1 and the normal copper block without micro-textures.
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Figure 14.
Comparison of the boiling curves under the laminar flow condition among the copper smooth surface and two
micro-textured copper surfaces.
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Figure 15.
Q - AT relationships for normal copper block without micro-textures and for the specimen-1 with increasing Re.
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Figure 16.

High-speed camera flame on the nucleation boiling process on the bave copper block head without micro-textures in
the coolant channel at Re = 3459 with increasing the applied power (P) for heating. a) P = 110 W, and b)
P=18 W.

When using the bare copper heating block, four measured q — AT relationships in
Figure 15 are nearly the same among them and insensitive to the coolant velocity even
by increasing Re from 460 to 3459, or by changing the laminar flow to the turbulent
one. This insensitivity of boiling heat transfer process to the Reynolds number was
just stated in the classical treatise [7]. The coolant flow pattern has nothing to do with
the boiling heat transfer process or the bubble nucleation and growth process in the
classical common knowledge. This is because each wedge on the bare copper is iso-
lated from each other and a bubble nucleates and grows mainly in the function of
superheat.

In case of the micro-textured specimen-1, the onset of superheat to nucleate the
bubbles is reduced and the gradient of dq/d(AT) becomes steeper with increasing Re.
CHF also seems to increase with increasing Re. This enhancement of q — AT relation-
ship with Re implies that a mass of vapor bubbles is transported by the coolant flow
and that the fresh coolant comes onto the heating interface.

The video imaging often helps to describe the boiling behavior with increasing
the electrical power (P). In the following, an overall boiling and flow behavior is
observed during the heat transfer experiment by using two snap-shots in the video
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imaging. Figure 16 depicts the boiling and flow processes in the coolant channel under
Re = 3459. When P = 110 W, the coolant was uniformly boiled in down- and upper
streams, surrounding the heating copper block head as shown in Figure 16a. The
small-sized bubbles were seen in this boiled coolant, but the boiled coolant region
widened symmetrically in both streams of coolant. A fresh coolant did not approach
the heating copper block head for further forced cooling. When increasing the power
to P = 180 W, the boiled coolant pattern in Figure 16b was nearly the same as seen in
Figure 16a. The boiling behavior did not change itself by increasing the applied power
to the heating unit. Larger bubbles were seen in Figure 16b; the bubbles nucleated and
easily agglomerated themselves to form a larger bubble. This appearance of large
bubbles teaches a signal of risk where these large bubbles promptly coalescence to a
film at the vicinity of interface, and the nucleate boiling mode changes to the film
boiling mode. That is, the nucleate boiling behavior in Figure 16b continues by itself
till the burn-out point when the heat flux approaches the critical one.

The difference of g-AT relationship with and without micro-textures in Figure 15
predicts that the nucleation boiling process in Figure 16 with increasing the power
changes itself by the micro-texturing on the heating copper block head.

In using the same experimental setup, the nucleation boiling behavior on the
micro-textured copper block is analyzed by high-speed camera. When P = 110 W, the
boiling coolant region was seen only in the downstream and became narrow near the
micro-textured interface between the heating copper block and coolant in Figure 17a.
When P = 180 W, the bubbled coolant flew away in the downstream together with the
main coolant as seen in Figure 17b. To be noticed, a single-phase or liquid-phase
coolant entered into the channel inlet, mixed with the two-phase, turbulent flow from
the interface, and flew away from the channel outlet in Figure 4b. This observation
on the flow pattern at Re = 3459 reveals that the coolant flow has a significant
interaction with the boiling heat transfer on the micro-textured interface. Two-phase
mass with fine bubbles moves away from the vicinity of interface to the downstream
of coolant. The micro-textured interface is cooled down by a new coolant from the
upper stream. The mixing process of two flows and the mass transfer of fine bubbles
to coolant flow work independently to sustain the higher heat transfer through the
micro-textured interface. This results in the steep increase of heat flux to CHF and
above CHF even at lower superheat.

Figure 17.
High-speed camera flame on the nucleation boiling process on the micro-textured copper block head in the coolant
channel at Re = 3459 with increasing the applied power (P) for heating. a) P = 110 W, and b) P = 180 W.
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Micro-texturing effect on coolant flow and heat transfer. A micro-texture on the
interface has a possibility to influence both on the flow behavior and the heat transfer.
Various studies have been reported on the effect of micro-texture to the coolant
turbulent flow in the literature [38]. After those results, the turbulent flow behavior at
the vicinity of the channel wall is affected by the viscous effect. In this viscous sub-
layer, its friction velocity u* is estimated by the following equation with the Blasius
equation for friction factor A,

t 1 :
u * - \/7()’ tO = §/1puzyﬁ = 03164Re 72’ (3)
P

From this friction velocity, let us calculate the wall coordinate (y+) at the height of
the micro-texture. In the above experiment, Re = 3459; then, u* = 0.0103 m/s. Since the
height of micro-texture is k; = 2.2 pm or 2.2 x 10~° m, and the kinetic viscosity of
coolantis v = 4.13 x 107 m?%/s, y + = u* ky/v = 0.04. This y + is much lower than the
critical number of ~5. The surface angulation by this micro-texturing is identified to be
included into the viscous sub-layer. That is, this microstructure has nothing to do with
the coolant turbulent flow, and it can be regarded as a hydraulically smooth surface.

Next let us consider the micro-texturing effect on the heat transfer coefficient. The
turbulent flow heat transfer on the flat interface without the micro-textures is
described by the Nusselt number (Nu). After [39], this Nu is expressed by the func-
tion of the Reynolds number and the Prandle number (Pr) in the following:

Nu = 0.023 Re %8pr04 (4)

Since the heat transfer coefficient (h) is proportional to Nu, h ~ Re®® on the flat
interface. On the other hand, the measured h (= q/ (T, — T)) on the micro-textured
interface is estimated from Figure 15 to be

h~ Re® (5)

Here, n is a power exponent, which is given by n =2.71at AT =9 K, n =2.79 at
AT =15K, and n = 3.31 at AT = 17 K. This result with n > 0.8 proves that the boiling
heat transfer is much enhanced by the coolant turbulent flow on the micro-textured
interface. Remembering that micro-textures have no influence on the turbulent flow
profile, this enhancement is induced by the vapor-bubble transportation with high
coolant flow velocity even in the viscous sub-layer.

4. Discussion

Boiling curves on the micro-textured interface. The micro-/nano-texturing onto
the heating device surface has a significant influence on the boiling heat transfer. First,
the heat flux to superheat relationship in Figure 1 is controlled by the micro-/nano-
texturing. The superheat to start the nucleation of vapor bubbles is much reduced,
the heat flux gradient by AT or the heat penetration factor (Ky) becomes steep along
B — C - D curve, and the heat flux can exceed the critical heat flux (CHF).

In second, the classical model on the nucleation and growth of vapor bubbles must
be exchanged with a new physical model, where superfine vapor bubbles nucleate on
the micro-/nano-textured interface and flow away with coolant flow. In particular, the

103



Heat Transfer - Fundamentals, Enhancement and Applications

nucleation and growth of vapor bubbles are dependent on the local geometric topol-
ogy of micro-/nano-textures. The bubble density, nucleating on the textured inter-
face, much increases even in the early stage on B - C regime.

In third, higher heat flux is attained even at lower superheat with increasing the
coolant flow velocity or its Reynold number. In the absence of textures on the heating
interface, the boiling heat transfer has nothing to do with the flow velocity change
from the laminar flow to the turbulent flow. This is just corresponding to the classical
theory in [7]. In the presence of micro-textures, most of vapor bubbles densely nucle-
ate and easily take off from the heating interface at the early stage of superheating.
Since the local mass in two phase with lots of fine bubbles moves away with main
turbulent flow of coolant, higher heat flux is attained even at the lower superheat.

Standing on these engineering items, a new boiling curve is proposed for the
boiling heat transfer process through the micro-/nano-textured heating surface.

The heat flux to superheat relationship on the micro-textured interface is sche-
matically depicted in Figure 18 with comparison to the boiling curve on the flat
interface. The vapor nucleation starts at B’ or at AT = ATj; the point B’ becomes a
turning point from the natural or forced convection heat transfer along A’ — B’ to the
nucleation boiling process. This intrinsic superheat (AT;) is determined by the mini-
mum thermal conductance of the micro-/nano-textured layer; this AT; is much
smaller than AT in Figure 1. Along the line B’ to C’, the heat flux increases with the
steep gradient of K, even under the laminar coolant flow. This heat penetration rate,
K, is strongly dependent on the geometric topology of micro-/nano-textured layer. In
case of the present acicular micro-textures, their unit cell size, height, aspect ratio,
and their alignment have essential influence on K. At C’, the heat transfer process is
enhanced by the coolant flow pattern change from the laminar flow to the forced
turbulent flow. Under the continuous mass transfer of two-phase coolant with dense
fine bubbles to the main flow, the heat flux exceeds the CHF and increases monoto-
nously with AT above CHF.
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Figure 18.
A new boiling curve for boiling heat transfer on the micro-textured interface between the coolant and the heating

solid.
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From Figures 10 and 15, this AT; was estimated to be less than 10 K and Ky ~ 0.2 x
10® W/(m?eK). The onset temperature of bubble nucleation, AT, reduced to AT; in
these Figures. The bubble nucleation at the single wedge on the flat surface is retarded
so that ATopee: > AT;. On the other hand, the phase transformation to vapor bubbles
commences at every spot near the aligned micro-textures at the same time. That is, the
micro-/nano-texturing onto the heating surface stimulates the onset of bubble nucle-
ation at the network of micro-cavities in Figure 10 and at the micro-pillars in
Figure 15. This difference of onset superheat reveals that the mode change from the
convection heat transfer process to the boiling heat transfer process is triggered in the
very early stage of superheat by the simultaneous nucleation of fine bubbles in mass.

The least onset superheat of AT; is needed for thermal conductance of micro-/nano-
textured layer. In case of the heat transfer on the flat interface, the difference of
(ATopser — AT;) is needed to trigger the phase transformation to vapor at each isolated
wedge on the interface. This retardation is reduced, or, ATy, = AT; by simultaneous
nucleation of fine vapor bubbles due to the micro-/nano-texturing. The simultaneous
nucleation reflects on the increase of bubble density even at lower superheat.

The steep branch at B’ with high gradient of K, in Figure 18, implies that the fine
bubbles nucleating at the micro-textures easily take off from the heating interface to
the main stream of coolant. Until this nucleation and taking-off continues even in
increasing the superheat, the heat flux increases even under the laminar coolant flow.
After the nucleation mode changes to the growth mode of bubbles, the increase of
heat flux by AT becomes redundant and slow. In particular, g/AT in the forced
turbulent coolant flow regime is still large enough to sustain the flow interaction
between the generated two-phase local flow and the main forced coolant flow.

Bubble density nucleating on the micro-textured interface. Nucleation of super-
fine vapor bubbles and their taking-off with coolant is essential to start the boiling
heat transfer at lower superheat and to sustain high heat flux condition. The unit-cell
size and its pitch play an important role to reduce the vapor-bubble size and to
increase the bubble density. Through the image processing of frame pictures in
Figures 9b, 17a, and b, the vapor-bubble size was still larger than the unit-cell size;
e.g., the unit-cavity size of micro-textures was 3.5 pm x 3.5 pm but the bubble size was
larger than 10 pm. In other words, the local phase transformation process is redundant
to nucleate the vapor bubble at the selected unit cell among many nucleation sites.
This low bubble density suppresses the actual heat flux to be slightly higher than CHF.

Micro-/nano-texture design for enhancement of heat transfer. In the present
study, two types of micro-textures were employed to investigate the interface condi-
tions on the boiling transfer process; e.g., the concave micro-textures with hydropho-
bicity in Figure 7, and the convex micro-textures with hydrophilicity in Figures 12
and 13. The controllability of wettability by micro-texturing has been intensely
discussed through previous studies in the literature [32]. Let us describe the effect of
surface properties on the micro-textured interface to the heat transfer. High surface
energy surface is preferable to cover the whole surface by coolant liquid and to easily
release the nucleating vapor bubbles. That is, the micro- and nano-textures might well
be redesigned to consider their multiple functions in the boiling heat transfer mecha-
nism. The measured q — AT relationships in Figures 10 and 15 suggest that the
interfacial condition seems to have little influence on the boiling heat transfer process.
Other micro-/nano-texturing features might have more importance on the improve-
ment of boiling heat transfer process; e.g., the multidimensional texturing with self-
similarity, the super-hydrophilic texturing with high aspect ratio and the super-
hydrophobic texturing with higher spatial frequency ratio.
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Figure 19.
Feasible micro-/nano-texturing onto the heating interface.

As illustrated in Figure 19, various microstructures are available in CAD to modify
the heating surface conditions. Various nano-textures are also superposed onto each
specified microstructure surface. These micro-/nano-textures are aligned with differ-
ent regularity in their topological design. For an example, the micro-/nano-textures
are considered in trial to improve the coefficient of Kq at B’ in Figure 18. The
hydrophilic or super-hydrophilic micro-textures with high peak-to-valley intensity
ratio are suitable to attain much higher heat penetration rate by improving the surface
properties of specimen-2.

Manufacturing to boiling heat transfer devices. In addition to the scientific
understanding on the effect of micro-/nano-textures to the boiling heat transfer, how
to make mass production of the textured heat-transfer devices must be also taken into
account. In this chapter, two methods were proposed to build up the micro-textured
devices. In the former method, a thick DLC-coating with more thickness than 20 pm
was employed as a mother die to build up the tailored micro-/nano-textures by the
plasma-oxidation-assisted printing. This die with the aligned micro-pillared punches
was indented into the metallic work sheet to form the micro-cavity micro-textures on
it. This plasma-oxidation-assisted technique is exchanged with other approaches. As
demonstrated in [40-43], the nitrogen supersaturated stainless steels as well as this
DLC coating are also utilized to make micro-/nano-texturing via the pico-/femto-
second laser micromachining. The LIPSS (laser-induced periodical surface structured)
nano-textures are precisely imprinted to metal plates and sheets by CNC-stamping.
Through this precise stamping, the mother topology of micro-/nano-structures is
imprinted onto the aluminum and copper device surfaces together with their engi-
neering functions such as their grating in colors and surface plasmonic brilliance.

The latter method is a coating procedure including the dry and wet plating to form
the micro-/nano-textures directly onto the metallic substrates. As shown in the acicular
micro-texture formation in Figures 12 and 13, the anisotropic deposition of Fe-Ni alloy
layers or the etching of deposited layers played a key process to control the unit cell size
of the convex and concave micro-textures. Their topological alignment of each unit cell
is also controllable in this approach. In application of these micro-textured devices to
practical heat transferring system, they must be post-treated to have high hardness and
strength against the erosion by the vapor bubble attack. Once these micro-/nano-
texture layers are hardened and strengthened, the heat-transferring device surface can
be functionally decorated by the tailored coating with complex topology.

5. Conclusion

The boiling heat transfer process with two-phase coolant flow has been utilized in
various engineering fields including the heat exchanging facilities, the heat-spreading
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devices of waste heats, or the high-cooling-rate equipment. Their design base stands
on the classical knowledge of heat transfer mechanism through the flat metallic
interface. The present study experimentally demonstrates that micro- and
micro-/nano-texturing on the metallic interface can control the boiling heat transfer
between the flowing coolant and the heated solid. The ultra-fine bubbles nucleate and
take off with the coolant flow on the pure aluminum sheet and plate with regular
alignment of micro-cavities. In addition to fine vapor bubbling in nucleation, these
fine bubbles flow away with coolant without swelling onto the interface. Owing to this
easy and prompt taking-off of bubbles, the heating interface is continuously wetted by
fresh coolant to sustain the high heat flux through the micro-textured interface. This
finding teaches the important role of fine bubble density and its dynamics in the
nucleation step of boiling.

The heat flux to superheat relationship or the boiling curve is essential in the
boiling heat transfer. It is much improved by the present micro-/nano-texturing.
The onset superheat for transition from the convection heat transfer to the boiling
nucleation is much reduced by homogeneous nucleation of bubbles with high den-
sity. With increasing the superheat over this onset, the heat flux increases in steep
gradient. In addition, this steep increase of heat flux is much enhanced with
increasing the coolant velocity. In classics, the boiling heat transfer has been
believed never to be dependent on the coolant velocity. The high-speed camera
observation in the present experiments discovers that the mass of two-phase local
flow with fine bubbles takes off from the textured interface and moves away to the
downstream of forced turbulent coolant flow. Since the fresh coolant flows onto the
textured surface, the higher heat flux is sustained on the textured heating interface.
This significant change of physical models in the boiling curve by micro-texturing
suggests that multi-scaled physics are necessary to describe the microscopic heat
transfer on the bubble nucleation, to analyze the mesoscopic interaction of vapor
bubbles and fresh coolant flow, and to modify the macroscopic relationship between
the heat flux and the superheat.

The present study started to consider the micro-/nano-textures tailored for
each boiling heat transfer design. Much more scientific idea and engineering effort is
still necessary to find a way to attain the much higher heat flux than the CHF in the
heat exchanger, the heat pipes, the heat spreaders, and the thermal device to effi-
ciently release the waste heat. A graphene with much higher thermal conductivity
becomes a candidate to be working instead of metals for small-scaled cooing
devices. The micro-/nano-textured sheet is near-net-shaped to a channel or a
pipe with textured inner surfaces for highly efficient heat transferring and
exchanging systems. The unit cell size and geometric topology are much modified to
improve the convection heat transfer together with the boiling transfer [44]. The
regularity in the alignment of unit cells in micro-/nano-texturing is further con-
trolled to discuss the simultaneous nucleation and taking-off at the early stage of
bubble nucleation.
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Chapter 7

Multi-Track Overlapping by
Laser-Treated and Its Effects on the
Microstructural Behavior of Al-Fe

Alloy Assessed by FEM

Moises Meza Pariona

Abstract

In this work, a numerical simulation by finite element method (FEM) and opti-
mized multigrid technology was applied. In order to study the influence of multi-track
overlapping on the microstructure processed by laser surface remelting (LSR) and so,
the validation of the experimental and the numerical simulation results of the multi-
track overlapping were accomplished, which was the goal. It was verified in this work,
multi-track overlapping and thermal cycling allied to high-speed cooling of liquid
metalinfluence the liquid flow, mechanism of heat transport, and microstructure
evolution in the molten pool of laser-treated alloy, promoting so a nanostructure
characteristic. Thus, FEM is capable of accurately simulating the multi-track
overlapping of the workpiece LSR-treated. Results of the overlapping ratio, as well as,
the depth where the phase transformation occurs from liquid to solid was very nearby,
therefore, simulation and experimental results agree quite well. This type of laser-
treated alloy has very special characteristics and it is of innovative character, then, in
aerospace, aeronautical, and automobile industries can be applied.

Keywords: heat transfer, laser surface remelting, multi-track overlapping,
microstructure, FEM, numerical simulation

1. Introduction

When multiple laser tracks are used, the latter track causes the tempering of the
previous tracks and hardness reduction in multiple laser tracks, which leads to non-
uniform hardness in the surface of components, this was argued by Li et al. [1].
Furthermore, because of the rapidity of thermal cycle, a series of complicated phe-
nomena such as heat and mass transfer, phase transition, material properties, laser
beam absorption, reflection, and radiation occur in a very short time, this study was
corroborated too by Guan et al. [2]. In addition, the later authors argued that the
numerical model suggests that Marangoni convection plays a predominant role in
determining the solidification microstructure, and it increases significantly with the
overlapping rate. However, Pariona et al. [3] investigated this effect and verified by
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FEM, which the Marangoni effect is inversely proportional to the fluid flow velocity
and directly proportional to the thermal gradient, hence, this effect controls the
quality, morphological characteristic, and geometry of the molten pool. On the other
hand, the study carried out by Karbalaian et al. [4], pointed out that FEM reduces the
costs related to experimental measurement. Moreover, with simulation, it is easier to
understand results analyze, and optimize the process.

Although Pariona et al. [5, 6] analyzed, during LSR-treatment in Al alloy, the
melted zone was constituted of metastable phases by LAXRD analysis and it revealed
the presence mainly of Al,03 and AIN phases. These authors emphasized that these
phases contributed to the microstructural modification, favored the characteristics of
high hardness and corrosion resistance of LSR-treated workpiece in sulfuric acid.

Together with COMSOL Multiphysics based in heat transfer modeling and the
experimental approaches by LSR technique were utilized to perform this work. This
research was accomplished the numerical simulation by finite elements method of the
isothermal temperature field for multi-track, thermal cycles for the multi-track
overlapping on the workpiece surface and in the workpiece cross-section. Experi-
mentally was studied the microstructure of Al-2% Fe alloy was with multi-track
overlapping. Finally, the experimental validation of numerical simulation of the
multi-track overlapping laser was accomplished.

2. Computational model

The thermal analysis of this work involves studying the transient thermal history
according to from heat transfer. The following will be presented the theoretical
aspects of numerical simulation.

2.1 Mathematical model
2.1.1 3D Mathematical model of transport phenomena

In the past decade, many mathematical models have been developed to study the
transport phenomena in laser-treated alloys. Until now, the most recent and complete
3D mathematical models of transport were performed with the evolution of software
and hardware. The authors [7] have already discussed this subject.

The main equations of the model of transport phenomena are shown in the fol-
lowing. Eq. (1) represents the transient heat conduction equation, which it was pro-
posed by Yilbas et al. [8]:

c 2 2
L) S0 £0) e ()

(1)

where x, y, and z are the vertical, depth and horizontal coordinates, respectively, p
is the density, c;, is the specific heat, k the thermal conductivity, rrthe surface
reflectivity, I, is the laser peak intensity,s is the absorption depth, ¢ is time, and a is the
diameter of the laser beam, assumed as Gaussian form (Gaussian parameter).

The laser beam moving on surface is considered as thermal loads for the simulate
LSR process, which it has continuous scanning that describes the moving heat source
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and it has the Gaussian-like distribution form (1), which is considered as a volumetric
heat source and that determine the beam penetration depth. The boundary conditions
have been established. The heat exchange with the air at room temperature surround-
ing the treated material is described by Eq. (2).

k.NT = h(Tap_T) @)

Where / indicates the heat flux caused by convective loss and T,,,, is room
temperature.
The losses of energy in form of radiation released from the hot surfaces of material
are included in Eq. (3).
kNT = eo(Ts,, — T*) (3)

The parameter ¢ indicates the emissivity of the material and the term o represents
Stefan-Boltzmann constant for radiation, ¢ = 5.67¢ SW/m? K*).

2.2 Multigrid method

In the numerical simulation works, it is usually necessary to solve large systems
through direct or iterative methods, for this, requests a large amount of processing time
by Central Processing Unit (CPU), however, Fedorenko [9] proposed Multigrid method
(MG) that dramatically reduce the processing time. According to Briggs et al. [10], this
method consists, of the transference of information among a refined grid to coarse
auxiliary grids, so, which the numerical smoothers are more efficient that optimizing
the process. Besides that, Brandt and Trottenberg et al. [11, 12] investigated several
parameters types, which can to modified the Multigrid method optimizes process and
details and discussion about this method is given by Pariona et al. [13].

3. Materials and methods
3.1 Experimental characterization

The material tested was Al-2.0 wt. % Fe alloy, this alloy was prepared with pure
raw materials with chemical composition in mass % as Al: 99.76, with impurity as
Fe:0.09, Si: 0.06, Cu: 0.06, Ni: 0.03 and Fe: 99.97, with impurity Si: 0.01, Cu: 0.01,
Ni:0.01. The casting assembly used in the solidification experiments consists of water-
cooled mold, being the heat extracted was done only in the bottom, and it promotes a
vertical upward directional solidification. The laser surface treatment was performed
with a 2 kW Yb-fiber laser (IPG YLR-2000S) and its intensity at initial moment was I
(0) = 1.81x10° W.m ™% The power density was 4.8x10°> W.cm ™ * with multi-phase
distribution of energy and with an approximately Gaussian profile, and the laser beam
velocity fixed was 40 mm/s. The laser treatment without an assisting gas jet was
executed, with the purpose of creating alumina and aluminum nitride phases in the
environment at high temperature, being that these phases presented high resistant
and corrosion mechanic resistant, which were studied by Pariona et al. [5].

Furthermore, for metallographic characterization in the cross-section, small sam-
ples were cut, sanded, and polished with colloidal silica. Micrographs were recorded
by optical microscopy (OM, Olympus-BX51) and by an SEM, Shimadzu SSX-550
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microscope. Besides, a chemical attack with 0.5% HF was also made on these samples
for analysis microstructure.

3.2 Aspects of the numerical simulation by FEM technique

The simulations were carried out with COMSOL Multiphysics software™™, in a
microcomputer with Intel i7 2.8 GHz processor with 32 GB RAM and Linux
operational system. For the simulation procedure, the geometry and mesh were
constructed. For carrying out the simulation process, the proposed equations of
chapter 2.1 were used.

Initial and boundary conditions were applied in the geometry, and the material’s
thermophysical properties were considered dependent on temperature, presented by
Pariona et al. [14], and these properties were found through [15]. A moving heat
source was established in the x-axis with a scan velocity of 40 mm.s™". The laser
parameters used in this work (Eq. 1) were shown in previous work, such as given by
Pariona et al. [3, 13].

Corresponding the heat flux and radiation expressions (Eqs 2 and 3) were applied
as boundary conditions, where: h, is 12.25 W.m %K% hgown 18 6.25 W.m *K ™, these
values were used of the literature [16], because, these values were not determined
experimentally; meanwhile, the surface emissivity (¢) equaled to 0.33 and the room
temperature was 300 Kelvin.

For the execution of solution process, Multigrid method was applied for optimiza-
tion procedure. Hence, the following parameters were established in his method: in
Solver mode was selected the geometric multigrid, the number of iterations was 2, the
multigrid cycle was V cycle, the hierarchy generation method, the number of
multigrid levels was 1, and mesh coarsening factor was 2.

4, Results and discussion

In this work was performed the numerical simulation by finite elements method of
multi-track overlapping by means of RSL-treated technique. Simulation was
conducted based in Figure 1, in this figure was accomplished a schematic diagram of
the multi-track overlapping, therefore, to carry out this work, four tracks were con-
sidered, thereby, the multi-track overlapping and distance between consecutive tracks
are displayed. So, the results of the thermal cycles were shown on the workpiece
surface and in the cross-section for the four tracks.

4.1 Isothermal temperature field for multi-track overlapping

Isothermal temperature field for the multi-track by numerical simulation study
using FEM was performed for the four tracks (Figure 1), whose tracks are schema-
tized in Figure 1 and at this figure are shown the coordinates of the points: I, II, III,
and IV. The arrow indicates way that follows the laser beam. Whereas, after executing
one of the tracks by the laser beam and soon to pass to the next track was calculated at
0.01 s the delay time between two tracks, as also it was displayed on the schematic.
According to the scheme of Figure 1 for the laser beam velocity v = 40 mm/s that was
considered, then, the total time it takes to run the four tracks was calculated at 2.04 s.

In Figure 1, the isothermal temperature field has the form of an ellipse, neverthe-
less, they are deformed, this fact was confirmed by [7, 17]. These last authors affirmed
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Figure 1.
Schematic diagram of the multi-track overlapping, where, the laser move occurred in a parallel line fashion. Hence
the designation I, II, III, and IV are midpoints of each track.

that the ellipse of temperature field is not symmetrical by the center of the facula, but
form the deviation on one side of the cladding, still, they argued, the phenomenon
that the multi-track cladding forms the partial ellipse, is induced by influence of the
former cladding on the latter one.

In Figure 2a the isothermal temperature field for two tracks on the workpiece
surface was presented and it can be observed in 3D, where, the directions of the laser
beam are indicated by arrows in figure. The first track was presented at instant 0.4 s,
which corresponds to the forward motion of the laser beam and for the fourth track at
instant 1.9 s was displayed, which corresponds to the return of the laser beam. In this
figure, the solidification conditions ahead for the first track, presents an enlargement
in the direction of the movement of the laser beam, though, the solidification condi-
tions ahead for the fourth track is deformed, due to the fact that it reached the final
part of its movement, where the thermal waves exhibited an aspect as if it were a
rebound. While, to elucidate with more detail, in Figure 2b the isothermal is
displayed in 2D, where all the phenomena mentioned are observed again. Still, the
authors [1] obtained similar results to Figure 2, however, these authors did their
research for two tracks, meanwhile, and this research was done for four tracks.

4.2 Thermal cycles for multi-track overlapping

In the next will be presented a result of analysis of thermal cycles, so much, on the
workpiece surface and in the workpiece cross-section.

The result of thermal cycles on the workpiece surface is shown in Figure 3. It was
based on Figure 1, where thermal cycles on the surface were raised at the midpoints of
each track and those points were represented by: I, II, III, and IV. e.g., the first peak
(or point I) of thermal cycle corresponds at the instant 0.25 s; the second peak (or
point II) at 0.76 s; the third peak (or point III) at 1.27 s, and the quarter peak (or point
IV) at 1.78 s. Fits to highlight here, the travel total time of the laser beam along the
way is indicated by arrows, such as indicated in Figure 1.
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Figure 2.
The isothermal temperatuve field for multi-track on the workpiece surface. (a) Viewed in 3D and (b) Viewed in 2D.

As we can see in Figure 3a, the temperature evolution of point I of the 1st track
versus time and influences of other tracks on the first track is shown. So, the first peak
in Figure 3a is the temperature rise induced by the 1st track, it reached a temperature
of around 1300 K. When the laser beam moves away, the temperature of point I
decrease to room temperature at t = 0.5 s. The second peak shows the temperature rise
of point I when performing the second track. Therefore, the second peak is the
influence of the 2nd track at point I, this peak is above the solidification temperature
(933 K) and it is related to phase transformation. The third peak did not reach the
phase transformation, but its intensity is relatively high, this peak displays the tem-
perature elevation of point I when passing the third track. Finally, the fourth peak,
which is in solid-state temperature of the alloy, likewise, it was thermal influence of
the 4th track on the 1st track (point I), thereby, whose influence is insignificant.

Furthermore, temperature field characteristic for the second track can be seen in
Figure 3b, it is the temperature rise induced by the 2nd track of the laser beam, over
again, an intense peak appears so equal to peak of the first track (Figure 3a); but here
is a difference in relation to the first peak that was described previously. In this figure,
it can be observed that the temperature peaks of the first neighbors around the second
track are similar, as well as in intensity. In addition, both are above of solidification
point of alloy and still correspond to phase transformation, thus, influence of temper-
ature around the first neighbors (the first and third peaks) at the 2nd peak, it is very

118



Multi-Track Overlapping by Laser-Treated and Its Effects on the Microstructural Behavior...
DOI: http://dx.doi.org/10.5772 /intechopen.104375

- 1300 - - - — - ¥ 7
€ A’“""‘“ s :fﬁ';llhi z~m| ]
5 : | 5 wl
: M:J : MJUKJUK
a 1 (=%
E w00 £ w0
g w - = = - - - - J }2 E5L)
0 02 04 06 08 10 12 14 16 18 20
Tme(s) Tme(s)
%‘m[— S| g-m -:.”m”o‘z‘;";:’?'::m Bl el M R R (7 N v i~ R
2 e tooo‘ 1N }
2 2 —a
g e T o
4 MUUL : m / jk jk
: : =
& 2 /\
06 08 1.0 1.2 04 10 1.2 14
Time (s) T':me(s)
Q 1300((e) _{x, }smmm,gng "5‘“’“;
—x: m,y=! mz: 'mm, 4J|Track

o 1100 3 Track | ot ;\
| -
% 900
o 700
Q.
£ 500
D
F 300

0 0.2 0.4 0.6 0.8 1.0 1.2 14 1.6 1.8 2.0

Time (s)

Figure 3.

Thermal cycles for the multi-track overlapping on the workpiece surface. (a) influences of other tracks on the first
track, (b) influences of other tracks on the second track, (c) effects of other tracks on the third track and (d) effects
of other tracks on the fourth track, and (e) summariged all four cases previously treated.

considerable. However, influence of the temperature field of the fourth track at the
second is negligible.

Moreover, intensity of the temperature field of the third track (Figure 3c), where
the characteristic is of form similar to the temperature field of the second track
(Figure 3b), therefore, the temperature peaks of the first neighbors at the third track
have considerable influence, however, the effect of the temperature field of the 1st
track at the 3 rd track is depreciable. Nevertheless, the behavior of the temperature
field of the fourth track (Figure 3d) is similar to the temperature field of the first
track (Figure 3a), but in inverse mode.

In Figure 3e is summarized all four cases previously treated, where intensities are
denoted with different colors as shown in this figure. In addition, the distances
between tracks are displayed, as well as the coordinates of each track are presented.
The time interval between each peak was 0.5 s.

Result of the thermal cycles for multi-track overlapping on the workpiece surface
by numerical simulation studied using FEM was shown in Figure 3, this result gives an
idea when a track was performed by the laser beam, the temperature of treated track
reaches a high magnitude, and soon decreases to room temperature, as was observed,
also, showed the temperature rise due to the influence of the other neighboring tracks.
Certainly, this result could influence the microstructural characteristic and electro-
chemical behavior of the workpiece.

Besides, Figure 4 shows behavior of the thermal field profile of thermal cycles in
the workpiece cross-section as a function of depth, as shown schematically in
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Shows behavior of the thermal field profile of the thermal cycles at the workpiece cross-section as a function of
depth. (a) thermal profile of each track at the point I coordinates, (b) same that (a), (c) thermal profile of each

track at the point II coordinates, (d) thermal profile of each track at the point III coordinates, and (e) thermal
profile of each track at the point IV coordinates.

Figure 1, where the depths with different colors are displayed. For each track
(Figure 1), the same depths were considered; in this work only the z-axis (depth) was
varied. It should be remembered that the depth at the phase transformation from
liquid to solid occurs is 250 pm. E.g., the most intense peak of Figure 4a corresponds
when the laser beam passed through the first track, which corresponds point I of
Figure 1. This track will be considered as a reference to remark the influence of other
tracks in this one. Therefore, at point I, it can be seen the variation of the laser beam
intensity as a function of depth in different colors, the most intense belongs to the
molten pool zone of alloy. However, the second peak in this same figure corresponds
to when the laser passed through the second track and whose effect is signaled, at
point II can be noted the thermal profiles as a function of depth and whose effect of
this peak is intense. The third peak of Figure 4a connotes influence of the thermal
field at the point I coordinates, when the laser beam passed through the third track,
whose effect is reasonable. Finally, the fourth peak is when the laser beam passed
through the fourth track, whose effect is shown at the point I coordinates with
negligible characteristics. Nevertheless, Figure 4a represents magnification of

Figure 4b.

Therefore, Figure 4c represents the thermal profile of thermal cycles of each track
referred to at the point II coordinates of Figure 1. Where, the most intense peak in this
figure corresponds to when laser passed by the second track, where thermal profiles
are shown as a function of depth. The first peak corresponds to the first track and
third peak corresponds to the third track, they have an appreciable and a similar
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influence at the point II coordinates, whose intensities are above the solidification
temperature. The fourth peak represents a negligible influence at the point II
coordinates.

Figure 4d represents the thermal profile of thermal cycles of each track referred to
at the point III coordinates of Figure 1. Where, the most intense peak corresponds to
when the laser beam passed through the third track, in this peak can be appreciated
the thermal profiles as a function of depth. The thermal profile corresponds to the first
peak and whose influence is presented at the point III coordinates; however, it has a
negligible characteristic. Nevertheless, the third and fourth peak has a reasonable
influence on the referred point.

Finally, Figure 4e is the thermal profile of thermal cycles of each track referred to
at the point IV coordinates of Figure 1. It means that the most intense peak corre-
sponds to the fact that the laser beam passed through the fourth track; also, thermal
profiles can be noticed as a function of depth at the same point IV. Besides, the third
peak most intense is the influence of the third track at the point IV coordinates, since
it has an appreciable influence. However, other peaks have negligible influences at the
point IV coordinates.

4.3 Experimental validation of the numerical simulation of multi-track
overlapping

For this goal, multi-track overlapping was simulated by finite element technique
and finally, these results were confronted and the validation of multi-track
overlapping effects on the microstructure. Since this type of study was done for Al-2.0
wt.%Fe alloy and the laser beam velocity was 40 mm/s.

The multi-track overlapping effect on the microstructure is shown in Figure 5a for
Al-2.0 wt.%Fe alloy, where the multi-track overlapping can be clearly observed. To
clarify, the overlapping lines were dashed at blue, where the three tracks are shown
within the melted zone. In reference to the first track, whose diameter was 760.7 pm,
within this area there are two overlapping due to the influence of the two tracks of
first neighbors. For the first neighbor of the first track whose distance of overlapping
at adjacent of the two tracks, was 472.2 pm, nonetheless, for the second neighbor was
203.3 pm. As it can be perceived, due to influence of the first neighbors tracks at area
of the first track, therefore, there are three regions in the molten pool. Thus, this
region showed a homogeneous characteristic, with a higher porosity concentration at
the first two regions from left to right, but at the latter region, porosity concentration
was lower due to multi-passage of the laser beam, therefore, this leads to greater
mechanism of heat transport at the molten pool of the latter region, thus avoiding
lower porosity concentration.

The overlapping ratio R, proposed by the authors Li et al. [18], it is denoted as:

R = d/D x 100% (4)

Where d and D are the distances of overlapping of the adjacent of the two tracks
and the diameter of the laser beam (=0.3 mm), respectively.

According to Figure 5a, the overlapping ratios R was calculated for two
overlapping of the first neighbors.

For the first neighbor, R = 62% and for the second neighbor, R = 26.7%.

This means that the first overlapping ratio has a contribution of 62% and the
second overlapping ratio has 26.7% at area of the first track. Then we can be stated,
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Figure 5.

Experimental validation of numerical simulation of the multi-track overlapping laser. (a) microstructure of
Al-2% Fe alloy with multi-track overlapping, (b) numerical simulation of the multi-track overlapping, and
(c) confront of the numerical simulation and experimental results.

the overlapping ratio depends on various parameters, among them, type of alloy,
distance between tracks, laser beam speed, and laser beam power.

In addition, the overlapping was simulated for all tracks and the result is shown in
Figure 5b. While, the quantitative data of the overlapping ratio, using Eq. (4) were:

For the first neighbor, R = 63% and for the second neighbor, R = 24.6%

Figure 5a measured the intersection angle between melt tracks, this measure was
142° and for [19] was 128°, since, this author carried out an in-depth study on
microstructures of aluminum alloys. Well then, we can state, this angle depends on
alloy type, distance of overlapping adjacent of two tracks, laser beam speed and laser
power, and all these parameters also influence the alloy properties.

In order to illustrate better this work, a numerical simulation of multi-track
overlapping was performed using finite element technique and optimized by the
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multigrid technique. To carry out the simulation, a schematic diagram is shown in
Figure 1, where four tracks are shown. The results of this simulation are presented in
Figure 5b. For each track, the thermal field in form of isotherms was presented,
besides, some isotherms are presented with the corresponding temperatures. Further-
more, the depth where phase transformation occurs from liquid to solid are also
shown, e.g., for the first track, the depth was 250 pm; for the second it was 260 pm;
for the third, it was 240 pm and for the latter, it was 240 pm. However, experimen-
tally the depth was 264 pm (Figure 5a), therefore, this small variation of depth can be
attributed due to variation of thermal gradient, or owing to the Marangoni effect [3]
and also, can be as a consequence of variation of thermophysical properties, given by
[13], thus, experimental and simulated results were very close. Furthermore, results of
overlapping ratio (Figure 5) for both experimental and simulated cases were quite
close, as well as, the depth where phase transformation occurs from liquid to solid,
also, were very nearby, both the results of the simulation and the experimental part
agreeing quite well. Therefore, FEM is capable of accurately simulating the multi-
track overlapping, to illustrate better this comparison, in Figure 5c these details are
shown. According to results of the numerical simulation of the thermal cycles for the
multi-track overlapping by LSR-treated, so much, on the workpiece surface and in the
cross-sections. Then, we can be stated, distance between tracks, the laser beam veloc-
ity, the laser beam characteristic, and alloy type influence the numerical simulation
result and consequently also, the microstructural characteristic of alloy.

The following will be presented a discussion about the thermal cycles, the
overlapping of laser beam tracks by different authors. Cordovilla et al. [20] argued
that effect of preheating induced in the material by previous tracks on kinetic of
current track and so on; the thermal cycles induced in the material by a laser surface
hardening process are the driving force for all the metallurgical transformations and
they performed the numerical simulation of overlapping only for two tracks. On other
hand, Li et al. [1] reported, melted zones created by multiple tracks should be uniform
and which provides condition to compose fine grains and a high hardness melted
layer, in addition, these same authors observed, that temperature change rate in
overlapping area increases with increase in overlapping ratio, in agreement with
experimental ones. Also, they stated, to predict the hardness distribution under two
consecutive parallel tracks carried out with realistic thermal cycles, the transformation
maps must be validated that will serve as a tool to confront the overlapping process,
this study was supported by Cordovilla et al. [20].

Guan et al. [2] verified, which numerical model suggests that Marangoni convec-
tion plays a predominant role in determining the solidification microstructure, and it
increases significantly with the overlapping rate and however, it may play a signifi-
cant role in influencing final surface properties of laser-treated materials, however,
Guan et al. [21] analyzed that overlapping is important in determining corrosion
resistance due to microstructure in-homogeneities in the molten pool and this study
was also remarked by Reitz and Rawers [22]. As described by He et al. [23],
overlapping tracks affect heat transfer and liquid flow, microstructure evolution, and
these authors from a well-tested numerical heat transfer and fluid flow model ana-
lyzed the mechanism of heat transport in the molten pool.

Liu and Qi [7] point out that the overlapping ratio was the key parameter to ensure
the continuity and consistency of the epitaxial columnar dendrite growth. Still, they
vary the deposition parameters and the alternating scanning method, the epitaxial
growth of columnar dendrite microstructure can be achieved in a multi-track and in
multi-layer deposit. Moreover, Besides, Lakhkar et al. [24] focused their study on the
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development of a numerical model to predict the back tempering in multi-track laser
hardening of AISI 4140 steel and the predictions of the multi-track by numerical
simulation, it was validated in a satisfactory way with the resulted experimental of the
microstructure. Similar result was given by Yao et al. [25] that analyzed the structure
of the overlapping zone in the microstructure in alloyed steel by SEM.

With all this, overlapping of laser beam tracks, thermal cycling, and allied to high-
speed cooling influences the microstructural characteristics of laser-treated alloy,
promoting a nanostructure characteristic in the molten pool, where metastable phases
are formed, as well as in this case, alumina and nitride phases were produced by
environment during laser-treatment, this subject was discussed trough low-angle
x-ray diffraction analysis, by Pariona et al. [3, 26]. Furthermore, these authors con-
firmed, characteristics of overlapping, as well as microstructure in each region and
distribution of nanopores, therefore, they must influence mechanical properties and
corrosion resistance in corrosive media of the LSR-treated alloy with multi-track.

4.4 Workpiece microstructure by the multi-track overlapping by laser treated

The microstructural result in the workpiece cross-section was already presented in
the previous section, where was discussed the analysis result of thermal cycles, the
multi-track overlapping by LSR-treated through means of numerical simulation, and
finally, the numerical simulation and experimental results were confronted. This
section will be presented and discussed of microstructure of the as-received alloy on
the workpiece surface, with the purpose of analyzing the multi-track overlapping
influence in the microstructure characteristics.

Figure 6 illustrates the morphology of hypereutectic Al-2.0 wt.% Fe alloy
laser-treated, analyzed through OM and FESEM, showing the multiple laser tracks

Figure 6.

Microstructure morphology of the as-received alloy on the workpiece surface. (a) Viewed of multi-truck by OM,
(b) Viewed of multi-truck by FESEM, (c) Magnification of (b) and (d) columnar-like structure growth on the
molten pool.

124



Multi-Track Overlapping by Laser-Treated and Its Effects on the Microstructural Behavior...
DOI: http://dx.doi.org/10.5772 /intechopen.104375

characteristics formed during laser treatment. OM image in Figure 6a shows the
surface morphology, where multi-track is observed, while FESEM image in Figure 6b
shows the morphology in more detail of region on the track and between the tracks, it
corresponds to multi-track overlapping region, according to Figure 5.

Meanwhile, in Figure 6, as can be seen, the region on the track contains a higher
concentration of defects than at region between the tracks, therefore, Zhang et al. and
Kalita [19, 27] reported a similar result. In Figure 6b, the distance between the tracks
is approximately 300 pm, in this region we can note presence of several nanopores,
which may be attributed to volatilization of inclusions or vaporization of the substrate
itself, caused by hydrogen and moisture in atmospheric air, which they are absorbed
in laser-treated region, favoring thus the formation of pores, these results are consis-
tent such as reported by Yilbas et al. and Pariona and Micene [5, 8]. The micrograph in
Figure 6¢ shows a region on the track and region between the tracks under higher
magnification, showing the concentration of defects with more detail. Figure 6d, also
viewed under higher magnification, shows the region between the tracks, revealing, a
uniform morphology with grains varied the form from columnar-like structure to
irregular, confirming thus that the molten pool zone showed a fine microstructure due
to high quenching rates. Nevertheless, [3] also observed these structures in Al-1.5 wt%
Fe and [1], the last authors confirmed that Al-Co-Ce alloys contain Al-rich eutectic
regions and whose structure was similar to Al-2.0wt.% Fe alloy. Consequently, due to
peculiar characteristics of the microstructure shown in Figure 6, which presented
highly improved properties, such as hardness, corrosion, and wear resistance, which
are a result of dissolution of precipitates and formation of metastable phases, this
subject was extensively discussed by Pariona and Micene [5]. Furthermore, several
authors have reported similar findings, among them, [6, 18, 28].

The study is done by Pariona et al. [14], analyzed the hypoeutectic Al-1.5 wt.% Fe
alloy LSR-treated and they observed the presence of nano-cracks between the tracks.
However, this phenomenon in this study was not observed at the hypereutectic Al-2.0
wt% Fe alloy, as can be verified in Figure 6¢ and d, because, of the absence of
microcracks was expected. Nevertheless, according to [29] stated that the formation
Al-Fe alloys is impaired when the material contains coarse Al;Fe particles, which tend
to produce microcracks and reduce formability, whereas, this does not occur in the
presence of AlgFe finely dispersed at the Al-2.0 wt.% Fe alloy. Meanwhile, Gremaud
et al. [30] reported that increasing cooling rate of hypereutectic alloys containing up
to 9 wt.% of Fe, which suppresses the formation of the stable Al;Fe phase and is
replaced by AlgFe phase, this fact, was confirmed in our result.

Other similar works were discussed by several authors, the following will be
displayed [19, 31], these authors confirmed that the overlapping of laser beam tracks
has a significant influence on surface quality of laser-treated materials. In addition,
these authors showed how overlapping tracks affect heat flow, the solidification
microstructure, and the electrochemical behavior, where the melt zone showed
fine homogenized microstructure, due to high quenching rates during laser melting.
Cordovilla et al. [20] remarked, which each track affects the microstructures
produced by previous one and which when two consecutive tracks take place in an
overlapping process. Meanwhile, all the studies cited by different authors confirm our
results consistently.

So then, the hypereutectic Al-2.0 wt.% Fe alloy laser-treated is very peculiar and
which this alloy has very special characteristics, still it has an innovative character and
which can be applied in aerospace, aeronautical, and automobile industries.
Karbalaian et al. [4], they pointed out that FEM reduces the costs related to
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experimental measurement. Moreover, with the simulation is easier to understand,
analyze the result and optimize the process.

5. Conclusion

Will be pointed out the most important results of experimental validation of multi-
track overlapping through the numerical simulation by FEM and whose influence in
the microstructure of laser-treated workpiece.

1.The induced preheating effect by two overlapping of the first neighbors tracks on
the kinetic of current track in the workpiece was verified through numerical
simulation of the multi-track overlapping. Thus, FEM is capable of accurately
simulating.

2.The results of overlapping ratio, as well as, the depth where the phase
transformation occurs from liquid to solid were very nearby, both for the
experimental and numerical simulation results.

3.The multi-track overlapping was simulated by the finite element technique and
these results were confronted with the microstructure, being that the results
were very close, however, the geometric dimensions of the molten pool and the
intersection angle between melt tracks also were very close.

4.The multi-track overlapping and thermal cycling allied to high-speed cooling,
influence, the liquid flow, mechanism of heat transport, and microstructure
evolution in the molten pool of laser-treated alloy, promoting so a nanostructure
characteristic.

5.The melt zone showed fine microstructure due to high quenching rates during
laser melting and thus producing a fine homogenized microstructure at the
melted region.

6. The multi-track overlapping influence on the surface quality of laser-treated
materials.

7.This type of laser-treated alloy has very special characteristics and is of
innovative character, then, it can be applied in the aerospace, aeronautical, and
automobile industries
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Chapter 8

A Review on Condensation Process
of Refrigerants in Horizontal
Microfin Tubes: A Typical Example

Thanh Nhan Phan

Abstract

Heat transfer performance of refrigerant on the condensation process is very
important in the designing of condensation equipment, especially in air conditioning
and refrigeration systems. The outstanding advantages of microfin tubes are reducing
the weight and size of condensers and also reducing the amount of refrigerant on the
system. Reviewing the general concept of condensation and detailing the formation of
flow pattern map that is also the procedure to determine heat transfer coefficient and
pressure drop during condensation process of refrigerant inside the horizontal
microfin tubes would be considered. Also, a typical example will be presented to
illustrate a detailed procedure to calculate the value of heat transfer coefficient and
pressure drop during the condensation process in horizontal microfin tubes. The data
results show that microfin tube J60 with 60 number of fins inside 8.96 mm inner
diameter, 0.2 mm height of fin, 40° of apex angle and 18° of helix angle, the conden-
sation procedure of R1234ze at 35°C, heat flux of 8.62 kW/m?, and mass flux of
222 kg/m?s that could be estimated with heat transfer coefficient would be reduced
from 8160.4 [W/m? K] to 1413.8 [W/m” K] follow with quality x changes from 0.99 to
0.01, and the maximum pressure drop of this process is 3173.8 [Pa/m].

Keywords: condensation, microfin tube, flow pattern, heat transfer coefficient,
pressure drop

1. Introduction

The condensation procedure of refrigerant is an important issue in the
refrigeration industry. It is strongly supported to the optimization of equipment by
using the right refrigerant with the very good thermodynamics properties and
friendly environment and also by applying the microfin tube to conceive, design,
implement, and operate in order to improve the heat transfer performance of system
and to reduce the size, weight of the system, and the amount of refrigerant used in the
system. The best performances of microfin tubes are consequences of the increase of
the heat transfer and the increase of the pressure drop. To understand this phenome-
non, many researchers these days are demonstrating to analyze and create the new
models for flow pattern map, heat transfer, and pressure drop.
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The group research of Thome and Cavallini with their colleagues [1-8] is
concentrated in condensation phenomena from the past to now. They presented so
much information from experiments to empirical correlation for these fields, conden-
sation on tubes (smooth, microfin tubes, micro channel, etc.) to consider about the
formation of flow regime and also the penalization terms for heat transfer and pres-
sure drop. With the group of Muzzio, Colombo and Lucchini [9-12], they have been
considering about an experimental facility to determine the flow patterns map and
heat transfer performance of condensation on the difference geometries of microfin
tubes with vary of refrigerant from R22 to R134a, and now they keep working with
new refrigerant R1234ze and R1234yf. Besides, the group research of Sunden and
Wu [13-15] is also focused on two-phase phenomena on microfin tube with some
difference geometries for the current refrigerants by using their experimental data as
well as collected data results from the others group to make an overview for their
purposes.

More specific, about the flow pattern maps, until now is no new update of the
maps for microfin tubes. Those are still presented the flow pattern map of condensa-
tion procedure of refrigerant on smooth horizontal tube, with the maps for conden-
sation in microfin tubes are come from experimental map, it is not represented to
build for other conditions. So that, apply the map on smooth tubes to estimate and get
the stepping stone of the behavior and the changing of two-phase flow in the tube in
circumstances. The map of Breber [16] was introduced in 1980 after 2 years the map
of Tandon [17] was published, and in 2003 the map of Hajal [1], the group research of
Thome and Cavallini, was presented.

About the performance of heat transfer, it cannot be denied that the outstanding
performance of heat transfer in microfin tubes for condensation is normative to
compare with smooth tubes. A huge number of experimental researches have been
done to contribute to a lot of databases for establishing the predictive and empirical
models to determine the heat transfer coefficients and pressure drop. General
correlations for heat transfer of condensation processes on microfin tubes are
published and used to estimate data results with an acceptable value to design con-
densers in refrigeration systems. Those are Yu and Koyama [18] Kedzieski and
Goncalves [19], Han and Lee [20], Cavallini et al. [4]. Also, for the pressure drop of
two-phase flow, some correlations were built for both evaporation and condensation
procedure of Choi et al. [21], Goto et al. [22], and the others used for separated
purposes. Some particular pressure drop correlations could be mentioned for conden-
sation procedure of Kedzieski and Goncalves [19], Haraguchi et al. [23], and Cavallini
et al. [24].

This chapter is focused on the condensation procedure of refrigerants in horizontal
microfin tubes. Summary, the phenomenon, the effectiveness of fluid dynamics on
the formation of flow pattern map, heat transfer coefficient, and pressure drop during
condensation process under the empirical correlations are the examples to calculate
condensation parameters.

2. Flow pattern map

With the aim of understanding the trend of increasing and decreasing heat transfer
coefficient and pressure drop during the changing phase of refrigerants during con-
densation processes, the formation and transient of flow regime during the changing
phase of condensation should be considered.
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e L1 L

Microfin features.

Figure 1.
A geometrical parameter of microfin tube J60 [9].

In order to draw a map of flow mechanism, there needs to be a classification of
different regimes of flow in microfin tube, which relies on flow patterns such as
slug, fully stratified, stratified wavy, helix, annular, and some regimes which are
the combination of two or three flow pattern simultaneously happened. Many
parameters have to define as an input parameter such as geometries of tube, refriger-
ants (consider about thermophysical and thermodynamic of refrigerant) heat
flux, and mass flux that could take microfin tube from Colombo et al. as an example
as shown in Figure 1, and the geometrical of microfin tube consists of number of
fins, fin height, apex angle, and helix angle besides the inner and outer diameters
of tubes.

It is could be considered about an experimental result of flow pattern map in
microfin tube from the group of Colombo et al. [10], and they classified the pattern
into five regimes: slug flow, stratified wavy flow, intermittent (slug, stratified wavy,
and helix), helix flow, and annular flow. They showed their map as an indifferent
dot of data points and compared it with the map of Hajal et al. as presented in
Figure 2.

2.1 The flow pattern map of Breber et al.

Breber et al. [16] published their map in 1980, and the map could be used for
smooth tube that divided into four quadrant zones based on two parameters: dimen-
sionless gas velocity Jg— and turbulent-turbulent Martinelli parameter X;, (annular
and mist-annular flow, wavy and stratified flow, slug and plug flow, and bubble flow)
and some transition zones between each other.

Dimensionless gas velocity Jg is given by:

Gx
- 1
Je VeAd.pelpL — pc) ®

Turbulent-turbulent Martinelli parameter Xy is given by:

% <1 _ x) 0.9 (&) 0.5 <ﬂ> 0.1 (2)
’ x o)\t
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El Hajal et al. (2002) flow pattern map: condensation R1234ze(E) 35°C

650 L} L] L] ] ] ]
1 ®  slug flow
600 \ | ® stratified wavy
L I ! :
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Figure 2.

Flow pattern results observed from experiment of Colombo et al. [10] draw on the map of Hajal [9].

Transition criteria for flow regimes on the map:

Zone 1 Zone 2 Zone 3 Zone 4

Annular flow Wavy and stratified Slug flow Bubble (at high
reduced pressure)

Je>15 Je <05 Je <15 Je>15

X <10 X <10 X>15 X>15

2.2 The flow pattern map of Tandon et al.

The map of Tandon et al. [17] is presented in five zones of patterns: spray, annular
and semi-annular, wavy, slug, and plug. They used two dimensionless numbers to
draw their map: gas velocity J and (1 — a)/a with « is the void fraction.

Dimensionless gas velocity ] is given by:

Gx
= (3)
Jo VeEdpelpL — pg)
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Void fraction is defined from Smith’s equation (1970) is given as follows:

-1
oL+ 0.4(Lx)

1-x
a={1+(2¢)(==%)]0.4+06 = (4)
Transition criteria for flow regimes on the map.
Spray Annular and semi-annular Wavy Slug Plug
Jo=6 1<Jg<6 1<Jg 0.01<Jg<05 Jo <0.01
(1-o)/a £ 0.5 (1-a)/x < 0.5 (1-)/ £ 0.5 (1-o)/x > 0.5 (1-0)/ae > 0.5

2.3 The flow pattern map of Hajal et al.

The map of Hajal et al. [1] introduced the logarithmic mean void fraction instead
of homogeneous void fraction to define the stratification of liquid and vapor and is
based on the transient line between mass velocity and vapor quality to classify the

regimes of patterns. The procedure to calculate step by step is shown as follows:

* Step 1: Calculate logarithmic mean void fractions € based on homogeneous and
nonhomogeneous void fractions:

1—x -1
w= [ () () ®
x PL
Nonhomogeneous: €,,

Era = Piv ([1 +0.12(1 — x)] [<;;> n <1p—Lx>} N 1.18(1 _x)GLg:L((fSL _ Pv)]0'25> -1

(6)

Homogeneous: ey,

Logarithmic mean void fractions: &

e, — &
e — h ra (7)
In (j—h)
* Step 2: Determine the stratified angle Oy, and geometrical parameters for two-
phase flow in a circular tube:

+ The stratified angle Oy

— &

Gl
Qi
(I
~
(]
~

Ostrar = 27 — 2{71(1 — &)+ (3;) 1/3 [1 —2(1—¢e)+(1—¢)

~ 505 (1 elelt =201 - o) [1+4((1 &’ +€2)}}
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+ Geometrical parameters for two-phase flow in a circular tube:

A All—e¢
ALD:D*l;:i(Dz ) 9
AV Ae
Avp = 2 (10)
2w — Oy,
hip = 0.5 (1 — cos (%)) (11)
2 - 7
PiD = sin (”Tgxtat) (12)
* Step 3: Use the value from step 1 and 2 to determine the transient lines:
+ Transient line of stratifine wavy: Gyavy:
05
16A3,gD 2 (We\ M0
Gy = VEZPLY | T (F—E) +1[ 50  (13)
xzﬂ'z (1 — (ZhLD — 1)2) 2ShLD r
_ 7Sef(x270.97)2/x(17x)
G_wavy_min occur at X_min.
then, for x > x_min — G_wavy = G_wavy_min.
+ Transient line of fully stratified: Ggtrae:
(2263 A1p A2 pu (s — p g |
Garar = : LDAYpPvPL — PvIHIE 1 20x (14)
x%(1—x)x3
+ Marttineli parameter: X_IA:
» ~1/1.75 u -1/7 -1
X4 =< [0.2914 <—V> (—L) +1 (15)
PL H
+ Transient line of mist flow: G«
) 05
7680Ay,,¢Dp; py ( Fr
G = { VD8 PPy (27 (16)
x?n?é We/
. -2
= |1.138 + 21 1
: { o2l (1.5ALD>} @
G_mist_min occur at Xx_min.
then, for x > x_min — G_mist = G_mist_min.
+ Transient line of bubbly flow: Gpyppiy:
1/1.75
bl = 256Avp AL D' Pp(pL — pv)g (18)
o 0.3164(1 — x)" °22P;ppd %
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R134a, G=300 kgy'm?s, T=40°C, d=8 mm
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Figure 3.
Flow pattern mayp of Hajal et al. [1].

* Step 4: Draw the flow pattern map of condensation in 2D with the transient lines
of mass velocity and vapor quality. The result of Hajal flow pattern map of
condensation R134a in a smooth tube of 8 mm diameter at 40°C temperature
with initial value of mass velocity 300 kg/m?s is shown in Figure 3.

3. Two-phase heat transfer coefficient in condensation
3.1 The correlation of Cavallini et al.

The correlation of Cavallini et al. [4] was published in 2009 which derived 558 data
points, experimental results, and validated databases from other researches. The
working range of microfin tubes: h/D < 0.04 (fin height/fin tip diameter) and helix
angle is from 0° to 30°.

D: fin tip diameter; ng: fins number; h: fin height; p: spiral angle; y: apex angle.

Heat transfer coefficient of two phases could be determined from two zones as
follows:

3 3 ] 0.333 (19)

o= [aA+aD

Heat transfer coefficient for the AT independent zone ay, is given as follows:
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ag = (ZAs.A.C (20)
0.3685 0.2363 2.144
ans = aro |1+ 1.128x°87 (ZL> (’“) (1 - ”G> P01 1)
G Hc ML
AL 08p .04 A (GD\°® 0.4
aro = 0.023% ReSPri* = 0.023 % o PO (22)
A =1+ 1.119F 0382 (Ry — 1)03%¢ (23)
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G2
Fr — - (24)
’ gD(pr, — PG)2
_ [2hmg[1 - sin (y/2)] 1

Rx = { JTDCOS(}//z) + 1} CTS/)) (25)
C=11f (nopt/ng) >0.8 (26)

C= (”ozﬂt/”g)wm if (”vpt/"g) <0.8 27)
Nopr = 4064.4D + 23.257 (28)

Heat transfer coefficient for the AT dependent zone ap is given as follows:

ap = C[2.4x0'1206(Rx — 1)1'4666’?‘6875 + 1} ap,s + C(l — x0'087)Rx.aLo (29)

ap,s = 0.725 Fﬁ (oL — po)ghic]”” (30)
T 14 0.741(Lx) 0 p.-D.AT
Ci=1 if Jg2J& (31)
Ci=Jsllc if Jo<J& (32)
xG

Je = (33)

[gDpg(pr — /’G)]O'S

7 5 _3 —0.3333

£ =06{ |— 2573 34
Je [4.3X}f“ 1 ¢ (34)
AT=T,-T, (35)

3.2 The correlation of Han et al.

Heat transfer coefficient correlation of Han et al. [20] was proposed in 2005, which
was formed from a database of three various refrigerant R134A, R22, and R410A and
four different inner diameter of microfin tubes di = 8.92, 6.46, 5.1, 4 mm. Some
hypotheses were used to build this correlation as the uniform of liquid film thickness
and turbulent flow in vapor core, neglect the radial temperature gradients and tem-
perature in the vapor, and assume that the saturation temperature is constant at
temperatures in the vapor core and at liquid-vapor interface.

Heat transfer coefficient of two-phase flow is given as follows:

PCpUs

h = 36
0.904¢* %2072 12 13351n (5/¢) (36)

Liquid film thickness is given as follows:
IR LE _4A)D" (37)
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Void fraction from Yashar A is given as follows:

0.72 -1
A= [1+ <1_x> <@>{1+1.3Re10°~19 <&> ( al )0‘5}] (38)
x 2 Py 1—x

With Rey, is Reynolds of liquid only, e” is roughness Reynolds number and u, is
turbulent friction (or shear velocity) and is given as follows

et = % (39)

2\ [D; (dP 02
w=(;) —{%@)ﬂ} (40)

where e is the fin height, p = #D;/ntanp is the axial fin pitch, Di is the inside tube
diameter, n is the number of fins, and p is the spiral angle.

If liquid film thickness is less than fin height, the term of logarithm In(&/e) is
neglected.

3.3 The correlation of Kedzieski and Goncalves

Kedzieski and Goncalves in 1999 [19] collected 1704 data points from their exper-
imental database to regress correlation. Their experimental data recorded in various
working conditions as from four different refrigerants R134a, R410A, R125, and R32
in one microfin tube that has 8.91 mm root diameter, 0.2 mm fin height, and 50°apex
angle, and the model was derived as follows:

_ hagDy sy p2ps3 [ Pr - P\" 6
Nu = K= 2.256 Re"Ja"* Py 5) |~ log 1o B Sv (41)
p1=0.303; f2 = 0.232x,; 53 = 0.393; p4 = —0.578x; f5 = —0.474x]; p4 =

2.531x§‘
The authors also supplied the simpler form with larger uncertainty:

_hgDy pip,s P\ PP 6
Nu = X, = 4.94 Re/' Py P, —logml?c Sv (42)

p1 = 0.235; i3 = 0.308; p4 = —1.16x2; 5 = —0.887x2; 4 = 2.708x]

1
=G, o, “
AT, =T, —-T, (44)
Sp =20 Y (45)
v
v =xg0, + (1 —24)01 (46)
Re = GDy/u,, (47)

where Dh is the hydraulic diameter.
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3.4 The correlation of Yu and Koyama 1998

The correlation of Yu and Koyama [18] for microfin tubes was updated from the
correlation of Haraguchi et al. for smooth tubes and was introduced in 1998. The
procedure to determine heat transfer coefficient by Nusselt number is presented as
follows:

The Nusselt number of two-phase flow is given by:

1/2

Nu = (Nuj, + Nug) (48)
Nup = 0.152[0.3 + 0.1Pr} ') (®, /Xy) Re ) (49)
GX 0.35
O, =11+13|—=t (50)
gdip,(p — py)]
1/4
Nug = 272 H(g) (G;f”) (51)
1 L
Na
H() = £+ AVE(1-VE) (52)
A=101-¢""-80 (53)

where di is the mean inner diameter of tube, 1, is the enlargement ration of heat
transfer area, and Ph_L is the phase change number.

1
Py 1—x
= [1+52 (=) 0.4+ 0.6¢ /2 4
¢ [+pl( x )( * 14 0.41x >4)

Rej = G —x)d; (55)
HL
373
Ga =814 (56)
ML
C Tm - Twi
Ph; = pL(TI) (57)

4. Pressure drop
4.1 The correlation of Han et al.

Han et al. [20] not only presented the correlation for heat transfer coefficient as
aforementioned but also introduced a new correlation to define pressure drop. It is
could be considered as follows:

Friction pressure gradient of two phases is given as follows:

P\ _ LfilG—x)’
(E> . i 2Dipy &9
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G(l — X)DZ:| —0.024 (p) —0.539 (59)

=0.193
fl { Hi

@7 = 2.684X, 194 (60)
1 — 5\ 00 0.5 0.1

x=(55) () () @
X Pl Hy

4.2 The correlation of Kedzieski and Goncalves

In 1999, Kedzieski and Goncalves [19] modified the correlation of Pierre 1964 with
confirmation by their own experimental data from four refrigerants such as R134a,
R410A, R125, and R32 in their microfin tube that has 8.91 mm root diameter, 0.2 mm
fin height, and 50°apex angle, and presented the correlation as follows:

Ap B Apf Apm ) (Utp,out + Utp,in) (vtp,out - vtp,in)
S R 4o I (62)
dy, = 4Accosp/ (n.S,) (63)
£ = 0.002275 + 0.00933 exp [/ (-00034)] g ¥/ (41675214) o.m (64)
Rep 0 = Gdy/py (65)
Ny,
K== (66)

where d, is the hydraulic diameter, dg, is the fin root diameter, and e is the fin
height.

4.3 The correlation of Harraguchi

Harraguchi et al. [23] presented their correlation for two-phase friction pressure
drop from their experimental results with R134a, R123, and R22 in a horizontal
smooth tube and a horizontal microfin tube in 1993.

Two-phase friction pressure drop is given as follows:

dP 2 dP o ,
() =% (%), — 0br..(ex ind (67)
d, = |4 )
T

fe’v = 0.046Re€_ﬂ?‘2 (69)

05 0.35
@, = 11+ 13{XuG/lgdep (1 — )"} (70)
Re ey — Gxde//ly (71)

0.9 0.5 0.1
w=(2) G ) ™
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5. Example

The condensation of refrigerant R1234ze inside horizontal microfin tube at 35°C,
heat flux of 8.62 kW/m?, and mass flux of 222 kg/m’s using the microfin tube J60 with
the geometrical parameters: 60 number of fins, 8.96 mm inner surface diameter,

0.2 mm fin height, 18° of helix angle, and 40° of apex angle is considered. Heat
transfer coefficient and pressure drop during condensation process are determined.
Saturation to wall temperature difference is kept constant (5°C).

Solve:

Thermal properties of refrigerant R1234ze at saturation temperature tg,, = 35°C is
listed in Table 1.

Refrigerant: R1234ze, molar mass: M = 114 g/mol, peritical = 3.64 MPa

Reduce pressure: p; = Psat/Peritical = 0.66756/3.64 = 0.1834

Heat flux: q = 15.3 kW/m?

Mass flux: G = 220 kg/m’ s

Microfin tube: N = 60 number of fins, dr = 8.96 mm, h = 0.2 mm, p = 18°% y = 40°

5.1 Heat transfer coefficients

Quality x = 0.5 could be taken as an example to present the procedure to calculate
heat transfer coefficient and pressure drop of boiling refrigerant inside horizontal
microfin tube, with the data point of quality x from O to 1 that can be determined with
the same method.

Applied the correlation of Cavallini et al. to calculate heat transfer coefficient as
below:

* Heat transfer coefficient of two phases could be determined from two zones as
follows:

o= I:ail + a3D] 0.333

* Heat transfer coefficient for the AT independent zone a4 is give as follows:

ap = (XAs.A.C

Property Unit Value Property Unit Value
Toar [°C] 35 Poat [MPa] 0.66756
prL [kg/m?] 1129 M [W/m-K] 7.098E—02
pv [kg/m?] 35.32 v [W/m-K] 1.452E—02
i [m>3/kg] 8.857E—04 L [Pa-s] 1.772E—04
Vo [m3/kg] 2.831E—02 By [Pa-s] 1.269E—05
hLy [kJ/kg] 159.86 Pry, (-] 3.548
CpL [kJ/kg-K] 1.421 Pry -] 0.904
Cpv [kJ/kg-K] 1.034 ¢ [N/m] 7.578E-03
Table 1.

Properties of R1234ze.
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+ Calculate axg:

— 0.8
aLo = 0.023% <%> O'gprg-‘* =0.023 7599;'110032 (22(1'.%9;;% 3)> 3.548%4
arLo = 521.87
0.3685 0.2363 2.144
aas = ago |1+ 1.128x°8Y (’)L) (’“) (1 - ”G> Py
PG H KL

112 0.3685 1772104 0.2363
aAs=521.87|:1+1.128(0.50'817)<—9> (77 0 ) (

35.32 1.269.107°
L5 2144
_ 12600755, s
1.772.10
aas = 2199.82
+ Calculate A:
2 2
| N 20 ;= 0.46035
2D(p, —pg)”  9.81.(8.96.1073)(1129 — 35.32)
Ry — 2h.ng[1 — sin (y/2)] 1
X = zDcos(y/2) cosp
2.(2.10%).60.[1 — sin (40/2
X = ( ) ,[3 sin /)}4-1 1 =179
7.(8.96.107%). cos (40/2) cos18

A =1+ 1.119Fr O3 (Ry — 1)7 %%
A =1+1.119(0.46035 %) (1.79 — 1) = 2.383

+ Calculate C:

Nopr = 4064.4D + 23.257 = 4064.4(8.96.103) +23.257 = 59.7
C=1 if (nop/n;) 20.8
C= (”opt/”g)l‘gm if (n,,pt/ng) <0.8
In this case:

Mot _ 97 _ ) 99550.8
ng 60

e C=1

Heat transfer coefficient for the AT independent zone oy is given as follows:
ap = ass.A.C = (2199.82).(2.383).(1) = 5242.213
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* Heat transfer coefficient for the AT dependent zone op is given as follows:

+ Calculate C1:
xG (0.5).(220)

~ [8DralrL — o) [(9.81).(8.96.10 3).(35.32).(1129 — 35.32)] ™
Jo = 1.8878

Jc

Martinelli number is given as follows:

_ (1 —x)0'9 (p_G> 03 <ﬁ)°-l B (1— o.5> 09 (35.32)0'5<1.772.104>°‘1 02300
U x pL e/  \ 05 1129 1.269.107°)
_3 —-0.3333
7.5
2 =0.6{ |——a— 2573
Js { [4.3}(;111 ] }

_3 —0.3333
7.5
5 =0.6 257 =1.3994
Je { [4.3(0‘2302““) T 7 }

Ci=1 if Jg2J;
Ci=Jc/lc if Je<JG

In this case: Jg = 1.8878 > J*c =1.3994 =>Cl1 =1
+ Calculate ap s:

AT=T,-T,=5

0.25
aps = 0.725 [ﬂi PL(PL — Pc)g -hLG]
T 14 0.741(Lx) 0P py-D.AT

X

0.25
0.725 (7.098.10’2)3.(1129).(1129 —35.32).(9.81).(159.86)
a =

STl 0.741(=03) 0331 (1.772.10%).(8.96.10 %) 5

ap.s = 22631

= > Heat transfer coefficient for the AT dependent zone op is given as follows:
ap = C[2.4x0'1206(Rx - 1)1'466C(1)‘6875 + 1} aps+C(1— x0'087)Rx.aLo

ap = 1. [2.4(0.50‘1206).(1.79 — 1)1466 (106875 1} (226.31) +1.(1 — 0.5°97) (1.79).
(521.87)
ap = 634.51

Heat transfer coefficient of condensation at x = 0.5 is given as follows:

o= I:(XZ + (XE):I 0.333

]0.333

a = [5242.213° + 634.51°] "7 = 5200.58 W /m?K
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5.2 Pressure drop
5.2.1 The correlation of Harraguchi

Harraguchi et al. [23] presented their correlation for two-phase friction pressure
drop from their experimental results with R134a, R123, and R22 in a horizontal

smooth tube and a horizontal microfin tube in 1993.
Two-phase friction pressure drop is given as follows:

N 09 0.5 0.1 B 0.9 05 4y 01
X, = <1 x) (p_G> (ﬁ) _ (1 0.5) (35.32) (1.772.10 5) 02302
X PL Hg 0.5 1129 1.269.10

d, = e 2 D — 896107 mm
V3
Re,, — G.x.d, _ 220x0.5x0.00896 77667 45
’ Uy 1.269.10°

x o dP/dz
[-] [W/m’K] [Pa/m]
0.99 8160.4 24485
0.95 7930.4 2968.4
0.90 7641.1 3151.4
0.85 7349.0 3173.8
0.80 7053.8 3112.0
0.75 6755.3 2996.4
0.70 6453.0 2843.2
0.65 6146.9 2662.9
0.60 5836.4 2462.4
0.55 5521.1 2247.4
0.50 5200.6 2022.1
0.45 4874.1 1790.4
0.40 4541.0 1555.5
0.35 4200.2 13205
0.30 3850.1 1088.6
0.25 3489.1 862.8
0.20 3114.7 646.6
0.15 2722.8 4441
0.10 2306.4 260.7
0.05 1849.2 104.9
0.01 1413.8 13.1

Table 2.
Heat transfer performance of condensation.
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f., = 0.046Re 07 = (0.046).(77667.45 %) = 0.004838
0.35
®, = 1.1+ 13{XuG/lgdop, (pr — ,)]**}

o, =11+ 1.3{(0.2302).220/[(9.81).(0.00896).(35.32).(1129 - 35.32)10‘5}0'35

o, =2.3378
d_P = (Dz d—P = —q)nge,v (Gx)z =
dz ) ¢ "\dz /), (p,de)

(g) e (d_P) _ ®22f,,6o(Gx)®  (2.3378)7.2.(0.004838)(220.(0.5))
dz);  “\dz),  (p,de) (35.32).(0.00896) = 2022.105(%2)
Condensation process of R1234ze at 35°C inside horizontal microfin tube J60 with
quality change from x = 0.99 to x = 0.01 could be estimated with heat transfer
performance which are performed in heat transfer and pressure drop in Table 2.

6. Conclusions

An overview of the condensation procedure of refrigerant inside microfin tubes
has been done with the flow pattern maps and heat transfer performance. The list of
some correlations to determine heat transfer and pressure drop during the condensa-
tion process has been presented. Besides, an example has been introduced step by step
to define heat transfer coefficient and pressure drop of condensation process with
refrigerant R1234ze inside horizontal microfin tube J60. Until now, this field is still
not getting too much data to get the general correlation for all types of microfin tubes
and all kinds of refrigerants. Therefore, these fields are strongly attracted by scientists
around the world.
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Chapter 9

Internal and External Influences
on Hydro-Thermal Behavior of
Micro-channel Flow
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Gaddale Amba Prasad Rao and Kotha Madhu Murthy

Abstract

Microchannel flow is an effective solution for many engineering problems.
Application of microchannels is found in various fields such as thermal management
of electronics, micro-combustors, biomedical industries, MEMS. In microchannel
flow, some internal and external influences such as surface roughness, electric and
magnetic fields are very significant and commonly neglected in macro-scale flow.
Early research works on microchannels stated that the conventional theories of
macro-scale flow were not applicable for microscale flows. Finally, researchers are
concluded that the deviation in conventional theories in the case of micro-scale flow
is because of neglecting the internal forces, surface roughness, surface wettability,
etc., which play a prime role in micro-scale flows. In this chapter, the behavior of
microchannel flow under the internal and external influences is discussed. The heat
transfer and hydrodynamic characteristics of microchannel flow under the external
magnetic field and electric fields are presented. The effect of surface morphology,
roughness, electro-osmotic effect, electrophoresis, internal heat generation, and
analysis methods is discussed.

Keywords: microchannel flow, electronic cooling, MHD, surface roughness,
surface wettability, electro-osmosis, electrophoresis

1. Introduction

With the rapid development of electronic technologies towards miniaturization
and high power density, heat generation becomes a major problem in high-powered
electronic systems, batteries, fuel cells, etc. High-temperature operation of these
electronic devices reduces their performance, reliability, and life span, so thermal
management has become the prime concern in modern electronic equipment.
Researchers have developed various thermal management methods using compact
heatsinks like mini-channel heatsinks, micro-channel heatsinks with forced and
natural convection, flow boiling and phase change materials, etc.; according to the
heat dissipation requirement, heat transfer modes were implemented. In the natural
convection method, fluid was driven by buoyancy force generated by the temperature
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gradient, and this was implemented for low heat dissipation applications. For large
heat transfer requirements forced convection and flow boiling was used. Forced
convection and flow boiling in microchannels are effective methods to deal with the
immense heat dissipation requirement in modern electronics.

From the initial research on microchannel flows, there is uncertainty in imple-
menting conventional theories of hydrodynamics and heat transfer to the micro,
and mini channel flows. Some studies on microfluidics stated that the correlations
applied for pressure drop in conventional channel flow were not valid for micro and
mini channel flow. Finally, this ambiguity came to a concussion that the discrepancies
in the outcomes when conventional theories are used for micro and mini channels
are because of errors in channel measurements and neglected influences, which are
significant microchannels flow.

The experimental study of ]. Judy et al. [1] is evident that the uncertainties in the
conventional flow theories are significantly influenced by the uncertainties in the
diameter measurement, which may cause up to 20% discrepancy in Poiseuille’s number.
In this analysis, from Poiseuille’s number data, it was observed that there is no distin-
guishable between the microscale and macroscale strokes flow. Bruno Agostini et al. [2]
witnessed the 21% divergence in the friction factor due to the 3% error in estimating
channel width and height. Apart from measurement errors, other possible causes for
uncertainties are viscous dissipation, entrance effect, the influence of electric double
layer and surface effects, etc. Some authors developed, advanced thermal characteriza-
tion techniques for finding the probable sources of uncertainties in the microchannel
flow [3]. Some external influences like electric field and magnetic field also show a
noticeable influence on the hydrothermal behavior of the microchannel flow.

M.R. Akhtari and Nader Karimi [4] investigated the characteristics of micro-
channels with varying super-phobic surface roughness with four different micro-
structured configurations. Outcomes of this work witnessed the decrease of Poiseullie
number and Nusselt number with increasing the cavity fraction. They also reported
that the triangular pattered structure showed the best performance among the four
because in triangular patterned structure, the influence of shear-free interface on the
drag reduction is more dominant than the reduction of heat transfer. Mohit Trivedi
etal. [5] conducted a numerical study on electro-osmotic coupled pressure-driven
flow of simplified Phan Thien Tanner fluids in a diverging micro-channel. They found
that the velocity of the flow decreases moderately with the increasing the diverging
angle when the other parameters were fixed.

Hang Xu [6] analyzed the mixed convection flow by buoyancy and pressure
gradient in inclined micro-channel by considering the electric double layer effect
and discussed the various parameters influence on the temperature distribution
and velocity. It was noticed that the streaming potential raised with increasing the
electrical-double-layer thickness and the zeta potential.

In this chapter, possible internal and external influences on microchannel flow are
discussed (Figure 1). These influences can be also helpful to improve the heat transfer
performance and development of innovative flow and heat transfer devices. Electro-
osmosis was used in the development of electro-osmotic pumps, they have consider-
able advantages of no moving parts and less power requirement. Surf ace roughness
of the channel has a considerable effect on the improvement of heat transfer. Surface
wettability is also a significant parameter to enhance the boiling heat transfer. This
chapter gives an overview of the recent works that have been done on electro-osmosis,
surface roughness, surface wettability, external magnetic and electric field in micro-
channel flow.
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Figure 1.
Influences on micro-channel flow.

2. Internal influences
2.1 Electro-osmosis

Electro-osmosis refers to the movement of ionic fluid concerning the stationary
charged surfaces with the development of an electric double layer (EDL) under the impo-
sition of an external electric field [7-10]. Electro-osmotic actuated flow (electro-osmotic
flow EOF) captured massive interest in the field of microfluidics because of its superior
features of less pressure drop, no moving parts etc. Electro-osmosis is the modern pump-
ing method for fluid transport and has advantages compared to the sure-driven flows
[11, 12]. So much research work has been carried out on EOF-based micropumps and
electronic cooling systems to analyze the thermo-hydraulic aspects [13]. V K Narla et al.
[14] performed the theoretical analysis on EOF of nanofluid in curved microchannel.

In this work, authors have studied the influence of Helmholtz-Smoulochowski velocity,
inverse EDL thickness, Brinkman number, Joule Number, Curvature parameter, entropy
generation and Nano particle concentration. It was found that the increasing inverse EDL
thickness generates the flow acceleration in the microchannel upper region. The curved
surface of the microchannel acts as the source of entropy generation. Schematic repre-
sentation of pumping mechanism of electro-osmotic flow is presented in the Figure 2.

Michael O. Oni and Basant K. Jha [16] studied the viscous dissipation and Joule
heating influence on the EOF in a vertical microchannel with asymmetric heating.
Results of this work revealed that viscous dissipation and Joule heating reduces the
temperature distribution and the asymmetric heating tends to increase the pressure
gradient and induced electric potential. M Peralta et al. [17] was also examined the
asymmetric zeta potential influence on the EOF of Maxwell fluid in parallel plate
microchannel. They observed the fluctuations in the velocity profiles with increas-
ing the angular Reynolds number and elasticity number because of viscous, elastic,
electric and inertial forces in the flow.

An experimental and numerical study performed on the microfluidic chip
witnessed the stable EOF on the super wettability surface [18]. M S Saravani
and M Kalteh [19] conducted numerical study on combined pressure driven and
electroosmotic flow of Newtonian nanofluid in the microchannel using Lattice-
Boltzmann method. They have studied the influence of different parameters like slip
coefficient, volume fraction of Nano-particles, Smolochowski velocity on the heat
transfer. It was observed that the Nusselt number was decreases with increasing the
pressure force at fixed electric field and Nusselt number was increases with increas-
ing the electric field at fixed pressure force. Souvik Pabi et al. [20] investigated
the hydrothermal and entropy generation characteristics of EOF in a hydrophobic
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Figure 2.
Pumping Mechanism of electro-osmotic flow [15].

Figure 3.
Schematic image of the physical model developed by Souvik Pabi et al. [20].

micro-channel. Schematic image of physical model developed by Souvik Pabi

et al. shown in the Figure 3. It was found that the value flow velocity (U) reduces
with rise in the viscoelectric coefficient (f). The Nusselt number was found to be
enhanced under slip and percentage of enhancements achieved as 8.82% and 7.96%
at the Brinkman number of 10~ and 0.1 respectively. Variation of Nu with Peclet
number (Pe) at different viscoelectric coefficient (f) and Brinkman number (Br) is
presented in the Figure 4.

Edgar A. Ramos et al. [21] examined the EOF in rectangular microchannel by con-
sidering the temperature dependent absolute viscosity and slip boundary condition at
the walls (Figure 5). In this study they implemented the asymptotic analysis by using the
perturbation methods. The outcomes of this analysis revealed that the influence temper-
ature depended viscosity and slip increases the flow rate in the microchannel. Jacky S.H.
Lee etal. [22] studied the behavior of electro-osmotic flow in a cylindrical microchannel
with non-uniform zeta potential distribution. Results of this study reveals that, the non-
uniform distribution of zeta potential generates the various types of velocity profiles in
both downstream and upstream sections. It was noticed that, flow circulation cannot
be generated a simple step change, if such a change does not have polarity change of the
surface charge. Various heterogeneous patterns with change in zeta potential polarity
was observed to be able to produce different types of flow circulations.
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Figure 4.
Variation of Nu with Peclet number (Pe) at different viscoelectric coefficient (f) and Brinkman
number (Br) [20].
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Figures.
Schematic image of the physical model used by Edgar A. Ramos et al. [21].

2.2 Electrophoresis

Electrophoresis is the phenomena of movement of charged particles in the col-
loidal solution under the influence of the imposed electric field. As a result of, applied
electric field and viscous resistance imposed by the liquid on the colloidal particles,
the stationary particles moves with constant velocity [23]. So many researchers has
been working on the electrophoresis in straight and curved micro-channels with
constant and variable cross-section by applying the uniform and non-uniform electric
field [24-26]. Litao Liang et al. [27] performed the experimental demonstration on
uniform straight rectangular microchannel with lateral migration in particle electro-
phoresis and developed an analytical model to predict the outcomes (Figure 6). The
results of this work revealed that, the particle stream width at the exit of channel was
noticed to be diminishes with the increment in either electric field or particle size and
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Figure 6.
Velocity analysis of a particle in electrophoretic motion in rectangular micro-channel. The background presents
the electric field and lines [27].

the predicted value of width of the steam through analytical model has good agree-
ment with measured values.

P.H. Wiersema et al. [28] presented a correlation between the electrophoresis
mobility and the Zeta potential of spherical shaped colloidal particles. They found
that the correction for diminished values of dielectric constant in the double layer was
negligible. Shizhi Qian et al. [29] performed numerical investigation on electropho-
retic mobility generated in the convergent-divergent nanotube containing electrolyte
solution with spherical charged particles by applying the electric field. Authors found
that, when the nanotube wall was uncharged and the particle was charged the motion
of the particle attained the noticeable acceleration and retardation as the particle
moves in converging-diverging section in the direction of opposite electrode and
achieved the maximum velocity at the throat. However, the mentioned effect is not
always correct because when the charge density of wall of tube is of same sign and
magnitude as the charge density of particle surface, the flow generated by the elec-
trostatic force and the induced pressure gradient will reverse the direction of motion
of particles. The schematic image of converging-diverging nano-tubes presented in
Figure7.

2.3 Surface effects

Surface of the fluid flowing channel have noticeable influence on the hydro-
thermal characteristics of the microchannel flow. Surface morphology, wettability,
hydrophilic and hydrophobic behavior of the surface shows significant influence
on the heat transfer [30]. Recent studies on surface effects on microchannel flow is
presented in this section.

2.3.1 Surface roughness
Earliest investigations on the microchannel flows showed that the hydrother-
mal behavior of microchannel is differ from macrochannel. However, researchers

concluded about this divergence as, some of the factors neglected in the macro
scale shows significant effect on microscale and these factors are the reason for
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Figure 7.
Schematic image of converging—diverging nanotube filled with an electrolyte containing spherical charged
particle [29].

discrepancies [1]. Surface roughness is an important factor which has considerable
influence on microchannel flow. An experimental investigation done by Yuan Xing
et al. [31] on microchannel surface roughness and witnessed the remarkable influ-
ence of roughness on heat transfer and hydraulic characteristics. At larger relative
roughness, Nusselt number and the Poiseuille was found to be higher and the
friction factor and Nusselt number increases with increasing the Reynolds number
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Figure 8.
Isometric view of bottom surface of microchannel with six differvent cases of relative roughness [32].
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consistently. Benedikt Sterr et al. [32] performed the stochastic analysis on MCHS
with random Roughness (Figure 8). It was revealed that the local surface height is
inadequate to define the behavior of Nusselt number and the dependency of Nusselt
number on various factors was increase with the value of roughness. The variation
of normalized average Nusselt numbers, pressure drop and performance factor are
depicted in the Figure 9.

Rahim Jafari et al. [33] conducted experimental analysis on flow boiling in
microchannel to study the influence of surface roughness on micro-scale boiling.
They found the 45% enhancement in heat transfer coefficient, when the roughness
increased from 2.03 pm to 15.86 pm. Considerable increase of heat transfer during the
phase change was obtained with low heatflux value at high roughness.
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2.3.2 Surface wettability

Surface wettability is aptness of a fluid to spread over a surface. It is identified
as an important factor in microfluidic devices, especially in case two-phase flows in
microchannels, where the surface tension becomes presiding force as the channel size
reduces [34]. Many researchers are focused on the influence of surface wettability
on two-phase flow in microchannels. If water is considered, the characteristics of
water droplets on a surface can be explored by surface energies and wettability. When
Surface energies are high, the water droplets area attracted towards the surface result-
ing low contact angle, it is called hydrophilic surface and in the reverse case surface is
called hydrophobic surface [35]. Important findings of various researchers on surface
wettability is discussed in this section. Figure 10 indicates the schematic representa-
tion of water contact angle on hydrophilic, hydrophobic surfaces.

Konstantinos Vontas et al. [37] studied the flow boiling in and hydrophobic
surfaced microchannels under various heat fluxes and mass fluxes and observed the
slug flow regime in the both cases. Authors revealed that liquid film and contact line
evaporation are the prime heat transfer mechanism for hydrophilic and hydrophobic
surfaces respectively. Prakash Rapolu and Sang Young Son [38] conducted an experi-
mental analysis on geometry and wettability influence on pressure drop in 2-Phase
microchannel flow and witnessed the rise in pressure drop with reducing the surface
wettability (Figures 11 and 12). They also revealed that the effect of the capillary
resistance on the pressure drop in a hydrophilic channel was comparatively less.

v Vapor
= 4 Liquid 0
i 0 s
Hydrophobic

Superhydrophilic Hydrophilic Superhydrophobic
0<5°in05s 9<90° 6=90- 150" 6=150-180°

Figure 10.
Schematic representation of water contact angle on hydrophilic, hydrophobic surfaces [36].
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Figure 11.
Schematic image of dynamic contact angles in slug flow [38].
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Figure 12.
Slug flow in microchannels at different wettabilities (a) Superhydrophobic (b) Hydrophobic (c) Hydrophilic (d)
Superhydrophilic [38].

Ming Yu Zhou et al. [39] examined behavior of monodisperse poly n-isopro-
pylacrylamide microspheres in microchannels with biphilic surfaces. Outcomes of
this work disclosed that the mean fluid velocity in hydrophobic surfaced microchan-
nel without microspheres is higher than hydrophilic surfaced microchannel. Wei
Deng et al. [40] studied the bubble behavior and heat transfer in a boiling flow over
the biphilic surfaces and found that at low heatflux values the bubbles prone to grow
first on the hydrophobic surfaces because of low attractive force. Authors also stated
that they noticed a different behavior of bubble characteristics at the wall tempera-
ture of 150 K and 200 K. Ali Heidarian et al. [41] conducted the hydrodynamic study
on the nanofluid flow in the hydrophobic and super hydrophobic surfaced micro-
channel. Results of this study showed that the pressure drop of nanofluid flow in case
of hydrophilic surface was increased by 74% and in case of hydrophobic surface was
decreased by 47%. The wall shear stress was found to be reduced by 65%.

3. External influences
3.1 Magneto-hydrodynamics (MHD)

Magneto-hydrodynamics (MHD) is the study of behavior of an electrically
conducting fluid under the magnetic field and it has many applications in engineer-
ing field including the cooling of liquid metals in nuclear reactors, design of MHD
flow meters and MHD pumps etc. [42-44]. In the field of microfluidics, MHD is
promising method for pumping applications because of its benefits of simple design,
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no moving parts and less power consumption [45-48]. Chunhong Yang et al. [49]
performed theoretical analysis on the thermal behavior of a incompressible MHD
flow in a rectangular microchannel. In this study the cumulative influence of the
Joule heating, viscous dissipation and electromagnetic coupled heat was considered.
A gradual decrease of normal velocity was noticed with rising the Hartmann number
(Ha) without implementing the lateral electric field. When lateral electric field was
imposed, increasing-decreasing trend is observed for velocity and temperature but
the Nu exhibited the adverse trend (Figure 13).

Velocity and temperature but the Nu exhibited the adverse trend.

Mehdi Kiyasatfar and Nader Pourmahmoud [50] studied the hydrothermal charac-
teristics of non-Newtonian, conducting fluid flow in a square microchannel, imposed
to the transfers magnetic field. I their study the decrease of velocity gradient was found
near the wall with increasing the flow index of Power law which tend to decrease the Nu.
Magnetic field showed the large influence on the velocity field, as Ha increases, maxi-
mum velocity was decreases and wall velocity gradient was increases. Nu variation with
shear rate parameter for the dilatant fluids is presented in Figure 14. M.M. Rashidi et al.

0 002 004 _ 006 008 01 o

Figure 13.
Lateral electric field influence on Nu with Br (K = 10). (a) Ha = 0.5. (b) Ha = 3 [49].
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Figure 14.
Nu variation with shear vate parameter for the dilatant fluids (Ha = o) [50].
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Figure 15.
Schematic image of the physical model used by M.M. Rashidi et al. [51].

[51] examined the mixed convective HT in sinusoidal microchannel with nanofluid flow
under the influence of external magnetic field (Figure 15). From the results, improve-
ment of average Nu and decrement in Poiseuille’s number was observed with increasing
the concentration of nanoparticles. An enhancement of Nu and Poiseuille’s number

was also noticed with increasing Ha at constant Re, Grashof number (Gr) and particles
concentration. Basant Kumar Jha et al. [52] performed the magnetohydrodynamic
analysis on natural convection flow formed in the micro-gap between two infinitely long
parallel vertical plates. By the asymmetric heating of the plates, the natural convection is
created between the plates in presence of the Hall current. The increase of fluid velocity
was observed with the ratio of wall ambient temperature and rarefaction parameter.

3.2 Electro-hydrodynamics (EHD)

Electro-hydrodynamics (EHD) is the study of characteristics of electrically
conducting fluid under the external electric field. The bulk fluid motion created due to
the interactions between imposed electric field and the gradients electrical conductiv-
ity of the fluid is referred as the Electro-hydrodynamic (EHD) flow [53, 54]. In the
field of microfluidics, EHD used for fluid pumping applications. Brian D. Storey [55]
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conducted a numerical study on instabilities generated in microchannel flow between
the two parallel plates due to the gradients of electrical conductivity of fluid. They also
investigated the turbulence generated at low Reynolds number due to the instabilities
in the flow by considering the electro-osmotic effect. Author found that the existence
of shallow walls of the channel can modify the flow stability and flow characteristics
remarkably. When walls are shallow with regard to the dimension of gradient of elec-
tric conductivity, the fluid motions are considerably suppressed and the wavenumber
of instability increased. P. Zangeneh Kazemi et al. [56] investigated the performance
of the EHD micro-pump under the influence of spacing of micro pillar electrode.
Schematic representation of micropump with symmetric configuration of electrode

is presented in Figure 16. Considerable higher pressure head was observed in case of
micropump with asymmetric design compared to symmetric design of electrode under
the equal applied voltage by consuming the lower power. The reduction in the spacing
of the micro-pillar electrodes enhanced the performance of pump for the symmetric
design, while diminished the performance for the asymmetric design.

Some researchers analyzed the combined effective applied magnetic field and
electric field. Guillermo Ibafiez and Sergio Cuevas [57] investigated the electromag-
netic interactions in the micro-channel by considering the influence of the Lorentz
force generated by injected electric current and transvers magnetic field to diminish
the entropy generation. Li Fengqina et al. [58] investigated the electro-magnetohy-
drodynamic flow in a microchannel with 3D corrugated walls. The flow in the present
work was driven by a non-uniform electric field and uniform magnetic field. The
effect of corrugations and Hartmann number (Ha) was analyzed by implementing
the perturbation method. The results of this study reveal that maximum flow rate was
achieved by increasing the Ha (magnetic field strength parameter).

Along with the mentioned influences, some other geometry-related effects like
internal structure of the geometry, topology and internal fins etc., were also examined
in some research works. Yongqi Lan et al. [59] performed the numerical simulation
on effect of relative height and relative offset values of truncated and offset pin-fins
on performance and entropy generation of MCHS. Enhancement of heat transfer and
flow resistance was noticed in the MCHS with pinfins compared to the smooth MCHS.
Increasing pinfin height ratio, increases the heat transfer and the flow resistance.
Increasing the offset ratio also improved the heat transfer but extreme increase in off-
set ration leads to the decrease in heat transfer improvement. Prasenjit Dey et al. [60]
conducted the experimental and numerical study on hydrothermal characteristics
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Figure 16.
Schematic representation of micropump with symmetric configuration of electrode [56].
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of MCHS with bio-inspired novel fish scale structure. It was found that the fish scale
structure can enhance the heat transfer compared to the plan structure. At 0.026 incli-
nation angle of fish scale, friction factor was reduced by maximum 5% and Nusselt
number increased by maximum of 14% compared to the plan surface structure. The
performance evaluation factor was noticed as 1.75 at the inclination angle of 0.26 and
Reynolds number of 1050. Xiaohu Li et al. [61] performed the topology optimization
study on MCHS to augment its heat transfer performance by adopting iso-geometric
analysis (IGA) approach. It was observed that the IGA approach produced the better
outcomes compared to the traditional finite element analysis (FEA) approach.

4. Conclusions
The fluid flow and heat transfer behavior of the micro-channel flow under some
internal and external influences is presented in this chapter. Latest works that has
been performed on these influences are discussed so far. The prime conclusion from
this chapter is,
 In micro-scale studies, the reason for the deviation of conventional theories and
correlations was concluded as the neglected effects, which has a considerable
influence on microscale flow.
* Electro-osmotic, MHD and EHD pumping methods have enormous significance
in the field of microfluidics because of the advantages of no moving parts and

low power consumption.

* Surface wettability plays key role hydrothermal performance of two-phase flow
in microchannels.

* Surface roughness also has considerable influence on enhancing heat transfer in
both single-phase and two-phase flow through micro-channels.
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The Combined Method to Improve
Heat Transfer Coefficient on Heat
Exchanger

Sudarmadji Sudarmadii, Sugeng Hadi Susilo and Asrori Asvori

Abstract

The heat transfer process occurs all the time around us, from simple household
appliances to equipment used in large industries. Energy efficiency in large-scale use
in industry is necessary because it is related to company profits. One way to save
energy use in heat exchangers is to change the thermal properties of the cooling fluid.
The addition of particles of the nanometer size (nanofluids) in the working fluid will
improve the performance of the heat exchanger, and the main goal is the highest
efficiency. In addition, there is another method to increase the heat transfer rate,
namely, by vibrating the cooling fluid. This chapter will discuss combining nanofluids
and ultrasonic vibrations in heat transfer processes in heat exchangers. The applica-
tion of these two methods simultaneously gives rise to several advantages to the heat
transfer system, will promote higher heat transfer, and at the same time function as
cleaning of scale/deposits that often appear on the surface of the heat exchanger.

Keywords: nanofluid, heat exchanger, nanoparticles, heat transfer, overall heat
transfer coefficient, ultrasonic vibration

1. Introduction

Energy is an important element in all levels of people’s lives. We live in an
interdependent world, and access to easy and reliable energy resources is critical for
economic growth to maintain our quality of life. World energy consumption con-
tinues to increase, especially in developing countries. Global energy demand has
tripled in the last 50 years and may even triple in the next 30 years, while current
energy consumption and production levels are unsustainable. The energy sources we
used to support the entire range of human activities today come from fossil fuels
(coal, oil, and natural gas), supplying about 81%. Fossil-fueled power plants convert
heat into mechanical energy, which then operates an electric generator. Changing heat
energy, of course, involves heat transfer from one point to another.

The heat transfer process certainly involves an essential tool, including a heat
exchanger, which is expected to have high performance with smaller dimensions. For
large power, the increase in the performance of the heat exchanger will impact
financial reductions in a company. Of course, efforts are needed to increase the heat
transfer coefficient of a heat exchanger with various methods.
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There are several methods to increase the heat transfer of a heat exchanger,
namely, the active method and the passive method or a combination of its
(compound). Passive methods increase heat transfer in heat exchangers that do not
require an external energy supply. For example, one of the passive method is to
change the thermal properties of the cooling fluid by adding solid particles with a
much higher thermal conductivity than the thermal conductivity of the liquid. While
active methods are ways to increase heat transfer in heat exchangers whose systems
require external energy, for example, by vibrating the fluid with ultrasonic frequency
in the heat exchanger.

The purpose of writing this article is to combine the two methods mentioned
above, namely, the use of nanofluid fluid, at the same time vibrated with ultrasonic
frequency to get the maximum increase in heat transfer.

2. Nanofluid

The improvement of the heat transfer coefficient can be achieved by modifying
the cooling fluid by adding nanometer-sized particles. Hopefully, the application of
nanofluid will save energy and reduce the emissions, global warming potential, and
greenhouse-gas effect. It enhances the heat transfer for energy-saving purposes that
could contribute to a better quality of human life and fulfill sustainable development.
Currently, the production of nano-sized particles is made easy because of the nano-
technology that was predicted 15 years ago. He predicts that energy is one of the “top
10” problems for humankind worldwide in the next 50 years and can only be solved
by nanotechnology [1] and it plays a vital role in heat transfer enhancement [2].
Materials commonly used for the manufacture of nanometer-sized solid particles
(nanoparticles) from metal materials (Al, Cu, Zn, Ag, and Au), metal oxides, such as
SiO,, TiO,, AL,O3, ZnO, CuO, and organic particles/organic particles, such as carbon
nanotubes, graphene oxide, and diamond [3, 4]. Nanoparticles allow the development
of cooling fluids called nanofluids. The fluid is a liquid suspension containing
nanoparticles smaller than 100 nm and has better thermal conductivity than the base
fluid [5]. Adding nanoparticles into the fluid will change the properties of the fluid as
a heat transfer fluid (thermophysical properties).

2.1 Thermophysical nanofluid

The properties of nanofluid for density of nanofluid calculated widely used in
research of nanofluid for a wide range of volume concentration can be estimated by
using the following equations as [6]:

Puf = pb<1 - ®) +/)np® (1)

where, Puf> P> and Py are the nanofluids, base fluid, and particle density,

respectively.
The nanofluid volume fraction, @, can be calculated as follows:

Map.
o=z ”"P% x 100% )
Pb Pnp
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where m,,, and m, are the mass of nanoparticle and base fluid, respectively.
For hybrid nanofluid, the nanofluid volume fraction, calculated by Eq. (3)

o= m”p‘l//’npvl + mnpl//’npl €)
mﬂp.l/pw1 + m"["z/pnpz +V

where V), is the volume concentrations of base fluid subscript 1 and 2 indicating
the first and the second nanoparticles.

The capacity heat of nanofluid is calculated by Xuan and Roetzel [7] as the follow-
ing equation is widely used.

Qpnfcnp +(1-2)p,Cp
Puf

(4)

Cop =

where C,;, and C,, are specific heat of the nanofluid and base fluid, respectively.
Nanofluid viscosity was calculated from Brinkman correlations [8], as a shown in Eq. (5)

Hy
P ®)
of (1 _ @)2’5
where 4, and p, are the viscosity of the nanofluid and base fluid, respectively.

Various models of the thermal conductivity of nanofluid have been published, the
earliest of models developed by Maxwell [9] as shown in Eq. (6)

k"f+2kb + z(k"f—kh)g
knf+2kb — Z(knf,kb)g

kyf =k (6)

where ks and kj, are thermal conductivity of the nanofluid and base fluid,
respectively.

2.2 Preparation of nanofluid

Nanofluid is made by dispersing nanoparticles into a base fluid. Good dispersion is
a prerequisite for the use of nanofluids in various fields. Therefore, surfactants are
sometimes used to increase the nanofluid’s stability to prevent clogging. In addition,
the surface modification of the dispersed particles and the application of strong forces
to the clusters of dispersed nanoparticles can improve the stability of nanofluids.

There are two ways to prepare nanofluid: one-step method and two-step method.
Each method has advantages and disadvantages. The advantage of the one-step
method is that it produces good dispersion, but it is very expensive to manufacture
and cannot produce large amounts of nanofluids. While the two-step method pro-
duces poor dispersion, the cost of making nanofluids is relatively low and can produce
large amounts of nanofluid. Most researchers use this type of method to make
nanofluids. Zhu et al. [10] made nanofluids using Al,O5 particles with a pure water
base fluid using a two-step method. The manufacture of nanofluids using a two-step
method is shown in Figure 1. The first step is to prepare the base fluid and
nanoparticles by weighing them according to the specified concentration. The next
step is to mix the nanoparticles into the base fluid by adding a little surfactant and
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Figure 1.
Preparation of nanofluids using a two-step method [10].

stirring using magnetic steering. After the nanoparticles and base fluid are well mixed,
sonification is carried out, namely, vibrating the mixture with ultrasonic frequency to
homogeneous for 1 h.

2.3 Heat transfer characteristics

The heat transfer characteristics of nanofluid depend on various factors, including
thermophysical properties of base fluid and nanoparticles, nanoparticle concentra-
tion, nanoparticle size, presence of surfactants, temperature, etc. Hence, the func-
tional form of the Nusselt number of nanofluid can be expressed by Xuan and Roetzel
[7] in Eq. (7)

Nup =f (Re, Prokog, pC,y @) %

The Nusselt number of Al,03;/water and TiO3/water nanofluids in turbulent flows
proposed by Pak and Cho [6] in Eq. (8)

N,¢ = 0.021 Re°® Pr® for 6.54 <Pr<12.33 and 10* < Re <10° (8)

Xuan and Li [11] studied CuO/water nanofluid in turbulent flow and correlated
Eq. (9).

Ny = 0.0059(1+7.628 @[55 Pe001) Re 0921 pyot ©)

Several experimental studies have been reported using nanofluid in the heat
exchanger. Raei et al. [12] investigated a double-tube heat exchanger with a low
volume concentration of particles (0.15%) of Al,O3-DI water nanofluids. The
nanofluid results in increasing the heat transfer coefficient by 23% without much
penalty in pressure drop. Shahrul et al. [13, 14] analyzed nanofluid flow through a
shell-and-tube exchanger considering various oxide-based nanofluid at different small
volume concentrations (0.01-0.04%) of ZnO, CuO, Fe;04, TiO,, and Al,O3
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nanoparticles into the water. Heat transfer enhancement was found at about 23-52%
compared to the base fluid. In their study, the highest improvement was obtained for
ZnO-water nanofluid. Researchers have studied the behavior of nanofluids in automo-
bile radiators due to good heat transfer characteristics. Different nanofluids have been
tested to observe their thermal performance and pressure drop to validate their practi-
cality in this application. Heris et al. [15] used base fluid water EG (40/60) to suspend
CuO nanoparticles to study the radiator’s performance and the maximum enhancement
of heat transfer apprehended about 55% compared to the base fluid. Alosious et al. [16]
performed an experimental and numerical analysis of Al,O3;/Water and CuO/water
nanofluid, and they found that the Nusselt number, the total heat transfer coefficient,
and convective heat transfer coefficient increased by increasing of Reynolds number.
They also demonstrated that the thermal conductivity of alumina oxide is more than
copper oxide. However, an increase in pressure drop was not significant.

Subhedar et al. [17] recently researched Al,O3/Water-EG in the laminar flow
regime and found that for just 0.2% concentration volume of nanoparticles, the
Nusselt number increased by 30%. Their research, flow rate, and concentration of
volume particles were reported as the key factors influencing heat transfer enhance-
ment. Inlet temperature had a lower effect; an increase of about 26% from 70°C to 85°
C was recorded. Heat transfer coefficient enhancement is the process of increasing the
effectiveness of the heat exchanger. Adding a small amount of nanoparticles to the
base fluid increases the thermal conductivity of the nanofluid with ultrasonic vibra-
tions to increase the performance of a heating system, but the viscosity of the
nanofluid is also increased slightly. Working conditions at high temperatures in a heat
exchanger is an advantage in itself, which causes the viscosity of the fluid to decrease.
The addition of small nanoparticles and high working temperature is an ideal combi-
nation for improving efficiency of systems.

The main drawback of nanofluids is their poor stability. Long-term stability of
nanofluids is a major concern for engineering applications. Nanoparticles tend natu-
rally to aggregate and sediment in the base fluid, due to the interaction between the
particles themselves and between the particles and the surrounding liquid [18]. The
main cause is the attraction between the particles called the Van der Waals attraction,
which causes the particles to form clusters or agglomerate, then settle to the bottom
due to gravity. To obtain stable nanofluids, the repulsion of electrical double layers
forces must exceed the Van der Waals attraction.

Overcoming this problem by adding surfactants as a dispersant, is an effective
stability enhancement method that prevents the agglomeration of nanoparticles
within the nanofluids [19]. It is a simple and economical chemical method, which
reduces the surface tension of the base fluid and improves the immersion of
nanoparticles. Because surfactants consist of the hydrophobic tail portion (e.g., long-
chain hydrocarbons) and the hydrophilic polar head group that tends to increase the
hydrophilic behavior between the base fluid and the nanoparticles. The disadvantage
of using dispersant as a nanofluid stabilizer is its sensitivity to hot temperature
because the rise in temperature causes the bonds between the nanoparticles and the
surfactant to be damaged. Some common dispersants are sodium dodecylbenzene
sulfonate (SDBS), gum arabic, sodium dodecyl sulfate (SDS), polyvinylpyrrolidone
(PVP), dodecyltrimethylammonium bromide (DTAB), oleic acid (OA), etc.

The other method to achieve the long-term stability of nanofluids, without the
need for surfactants, is surface modification techniques by modifying the
nanoparticles’ surface via functionalization. Functionalization is the process of adding
new functions, features, capabilities, or properties to the material by changing the
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surface chemistry of the material. This is done by introducing functionalized
nanoparticles into the base fluid to obtain a self-stabilized nanofluid. Usually, suitable
functional organic groups are selected as they tend to attach to the surface of the atom,
enabling the nanoparticles to self-organize and avoid agglomeration [20].

3. Ultrasonic vibration

Ultrasonic waves are sound waves whose frequency is above human hearing
(>20 kHz), distinguished according to the power and frequency emitted. When
viewed from the magnitude of the frequency, it is divided into three categories,
namely, low-frequency ultrasonic waves (20-100 kHz) or ultrasonic waves with high
power, high-frequency ultrasonic waves (100 kHz-1 MHz), and very high-frequency
ultrasonic waves, namely, above 1 MHz. Ultrasonic with a low frequency of 20 kHz~
100 kHz can change the medium in which it passes and is widely used in the chemical
industry, which aims to change the chemical properties to generate cavitation bubbles
and the effect of surface instability.

When sound waves propagate through a liquid, they produce a series of cycles of
pressure compression and tensile (rarefaction). In the compression cycle, at the top of
the wave position (max), the liquid gets a compressive force, and in the tensile cycle,
where the wave position is at the bottom of the valley (min), the liquid experiences a
tensile force and so on. Two important phenomena of ultrasonic waves propagating
through liquids are acoustic cavitation and acoustic streaming.

3.1 Acoustic cavitation

When a sound wave consists of a maximum cycle (peak) and a minimum cycle
(valley), and propagates in a liquid fluid, compression and expansion cycles occur.
The compression cycle produces a positive pressure, while the expansion cycle pro-
duces a negative pressure causing the liquid molecules to move away [21]. When the
magnitude of the tension exceeds the tensile strength between the liquid molecules in
the expansion cycle, the liquid will break down, and a cavity will be created to appear
as small vapor-filled voids called cavitation bubbles [22], in other words, the phe-
nomenon. The formation, growth, and contraction of bubbles are known as acoustic
cavitation.

Acoustic cavitation is divided into stable cavitation and transient cavitation or
unstable cavitation/inertia cavitation. Acoustic cavitation consists of three distinct
stages: nucleation, rapid bubble growth (expansion) until it reaches a critical size, and
bubble collapse (shown in Figure 2.

Stable cavitation due to micro-bubbles in a liquid, resulting from changes in liquid
pressure (compression and refraction) ultrasonic waves, changing/oscillating in size
and shape that causes the surrounding liquid to move is known as non-inertial cavita-
tion. It produces a strong shearing force around the solid surface, and removes parti-
cles. But in unstable cavitation, the micro-bubbles oscillate and in the end, the bubbles
burst/collapse due to the acoustic wave strength exceeding the cavitation threshold,
producing a shock wave.

When the bubble collapses surrounded by liquid, several physical effects will
appear, including shock waves, micro-jets, turbulence, and shear forces. This physical
effect has been widely applied in emulsification, extraction, and cleaning [23]. In this
process, bubble size changes drastically by several hundred times to reach the
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Figure 2.
The formation, growth, and collapse of bubbles due to ultrasonic vibrations in liquid fluids produce stable and
unstable cavitation.
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Figure 3.
Bubbles size growth due to ultrasonic waves occurs in just microseconds.

equilibrium size of the bubble radius before an explosion occurs in just a few micro-
seconds. Figure 3 shows the process of bubble collapse, cavitation releases a large
amount of energy and produces local “hotspots” experiencing extreme temperatures
and pressures that have a chemical impact because the temperatures and pressures
that occur are very high at around 5000°C and 200 atm [24].

3.2 Acoustic streaming

Besides having a chemical impact (sonochemical), ultrasonic waves also impact
physical changes (sonophysical). The liquid medium will absorb sound wave energy
in the direction of the wave. Physical effects include streaming, micro-jets, and shock
waves. Streaming is a term that describes the average mass density at steady condi-
tions or velocity caused by acoustic wave oscillations in a liquid fluid due to a
momentum gradient resulting in fluid flow. The sound propagation with large ampli-
tude in the liquid will produce fluid motion. This nonlinear phenomenon is called
acoustic streaming. Acoustic streaming caused by ultrasonic vibrations effectively
enhances heat transfer and cleans contaminated surfaces.

Unlike bubbles in a liquid, the bursting of bubbles near the solid-liquid interface
makes the bubble surface unsymmetrical because the solid surface acts as a flow
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barrier. The result is a powerful jet coming from the side of the bubble that produces a
strong beam toward the surface called micro-jetting, which functions as ultrasonic
cleaning or antifouling. This phenomenon is used to clean with the ultrasonic method,
while in heat transfer applications, it will interfere with the boundary layer of con-
vection heat transfer, as shown in Figure 4.

Unlike cavitation bubble collapse in a liquid, cavitation bubble collapse near a solid
surface is not symmetrical due to surface barriers impeding fluid flow. The result is a
rush of liquid coming from the side of the bubble away from the surface, creating a
strong liquid jet directed toward the surface. The collapsing bubble near the solid-
liquid interface disrupts the thermal boundary and velocity boundary layers, reducing
thermal resistance and creating micro-turbulence due to shock waves. For this reason,
ultrasonic vibrations in the liquid enhance convective heat transfer because of the
growth and collapse of bubbles near the surface, which disturbs/compresses the ther-
mal boundary layer. The amount of convection heat transfer is inversely proportional
to the thickness of the thermal boundary layer. The thinner the thermal boundary
layer, the greater the heat transfer rate, as shown in formula (10).

9dconve (10)

1
oTBL

Another phenomenon due to the bursting of cavitation bubbles near the solid
surface is widely applied as a cleaning process due to the presence of liquid jets toward
the surface. The study of bubble collapses near the solid wall surface was carried out
by Li et al. [25] with numerical and experimental methods on the shape and behavior
of dynamic bubbles, which state that there are similarities between experimental
results and numerical simulation results. The results show that the velocity of the
liquid jet is stronger toward the walls of the spherical bubble compared to the non-
spherical shape. Other studies by vibrating the working fluid with ultrasonic

N\
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Solid surface of the collapsing bubble
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Figure 4.
Bubble collapse near the solid surface.
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frequencies have been carried out by several researchers, including Tajik et al. [26],
who showed that the increase in heat transfer is proportional to the ultrasonic power
and inversely proportional to the distance between the vibration center and the heat
source. The highest increase is due to ultrasonic vibration with a frequency of 18 kHz
by 390% with power between 56 and 158 W. Legay et al. [27] investigated convection
heat transfer using a double pipe heat exchanger using pure water, and an ultrasonic
vibrator was installed in the middle of the heat exchanger with a frequency of 35 kHz,
the highest increase in heat transfer was in laminar flow of 150%, whereas in turbulent
flow it had no effect. Ultrasonic vibrations also decrease the thermal convection heat
transfer resistance. A comparison of the performance of shell-and-tube and double-
pipe heat exchangers has also been carried out by Legay et al. [28]. In Gondrexon et al.
investigated a shell and tube heat exchanger, the increase in the total heat transfer
coefficient with ultrasonic vibrations ranged from 123% to 257% depending on the
fluid flow rate [29]. The experiment was carried out by Zhou [30] to test convective
heat transfer in a horizontal copper pipe under the influence of an acoustic cavitation
field. The fluids used are acetone, ethanol, and pure water at constant heat flux. The
results show that the highest heat transfer increase of 395% occurs in acetone fluid.
The disturbance of the cavitation bubbles and the collision of the cavitation bubble
clusters cause thinning of the thermal boundary layer on the pipe surface, leading to
increased convection heat transfer.

These properties in terms of heat exchanger performance are very attractive
because two advantages, namely, increasing heat transfer and reducing fouling (dirt
on the heat exchanger surface) can be achieved by high-power ultrasonic wave prop-
agation.

4. The combined methods are nanofluid and ultrasonic vibration

As discussed earlier, many studies on the technique of increasing heat transfer by
adding nanoparticles to pure water (nanofluid) have been carried out by researchers.
There are two main problems in using nanofluid as a cooling fluid: high particle
deposition and agglomeration rate of nanoparticles. Practically, this deposition can be
avoided by vibrating the fluid with ultrasonic frequency. In addition to antifouling
and anti-agglomeration effects, ultrasonic waves can also improve heat transfer. The
heat transfer characteristics of nanofluids with vibrations imposed on heat transfer
surfaces have not been widely studied until now, which provides an important
purpose for writing this book.

Delouei et al. [31] studied nanofluids vibrated by ultrasonic waves to determine
the effect of increasing heat transfer and pressure drop on forced convection. It uses
nanofluid AL O; particles passed through a fine pipe with an inner diameter of 17 mm,
a pipe thickness of 1 mm, and a length of 1 m, which is vibrated using 28 kHz
ultrasonic waves with ultrasonic power variations of 75 W and 100 W. The results
show that ultrasonic waves can increase heat transfer by 11.37% and reduce the
pressure drop by 15.27%. Furthermore, it shows that ultrasonic vibration can increase
heat transfer and reduce pressure drop, and the ultrasonic effect is sensitive at a high
percentage of particle volume and a low flow rate. Therefore, ultrasonic waves in a
heat exchanger that uses nanofluid fluid are very beneficial, besides being antifouling
and anti-agglomeration, the third is increasing heat transfer and reducing pressure
drop. The use of ultrasonic waves in nanofluids is the answer to the weakness of
nanofluids in practical applications, namely, an increase in pressure drop due to
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nanoparticles, which cause greater energy consumption. Shen et al. [32] tested the
effect of ultrasonic vibrations on natural convection heat transfer by using a platinum
rod with a diameter of 2 mm and a length of 8 cm immersed in nanofluid Al,O5-water
with a volume concentration of 0.01% with variations in the temperature of the fluid
(nanofluid) 30°C, 40°C, and 50°C. The results show that ultrasonic vibration can
increase the convection heat transfer coefficient by 128% at a temperature of 30°C; at
a fluid temperature of 50°C, it increases the convection heat transfer coefficient by
87%, and at a temperature of 50°C, it increases the convection heat transfer coefficient
by 25%. In addition, it was found that high heat flux will reduce the heat transfer
coefficient and the temperature of the test rod.

Research has been carried out by Sudarmadji et al. [33] using Al,O5 particles in
radiator coolant (40:60 EG/water) on radiators accompanied by ultrasonic vibrations
to increase the rate of heat transfer. The effect of adding nanoparticles to the radiator
coolant increased heat transfer by 39.6%, while the ultrasonic effect was only 15.7%.
The increase in heat transfer due to both methods is 62.7% when compared to pure
radiator coolant without vibration. The drawback of this research is the limitation of
ultrasonic power, which is relatively small so that the ultrasonic wave energy absorbed
by the cooling fluid is relatively low.

5. Conclusions

One of the important parameters in ultrasonic reactions is the size change of
bubbles. Generation, growth, and transient collapse of microbubbles could create
intense local energy because these changes produce extremely high temperatures and
pressure. The bubble implosion near a solid-liquid interface disrupts thermal and
velocity boundary layers, reducing thermal resistance and creating microturbulence.
This is one of the reasons why acoustic cavitation is often considered the main reason
for heat transfer enhancement by ultrasound. It can also be used as a way to promote
or control turbulence, which already suggests some possible use in heat exchange
devices. The presence of nanoparticles will strengthen the heat transfer coefficient in
the heat transfer systems. The advantage of using this combined method, in addition
to increasing heat transfer and reducing pressure drop on the heat transfer system,
can also function as a descaling agent on the surface of a heat exchanger (cleaning),
which is often called antifouling, and also anti-clogging on nanofluids.

Nomenclature

@ the volume fraction of nanofluid
Crp the specific heat of nanofluid

Cp the specific heat of the base fluid
Py density of the base fluid

Puf density of nanofluids

Prp density of nanoparticles
my, mass of base fluid

My mass of nanoparticles

My viscosity of base fluid

Hnf viscosity of the nanofluid
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ky thermal conductivity of the base fluid
ks thermal conductivity of nanofluid
N,s Nusselt number of nanofluid

Re Reynold number

Pr Prandtl number
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Chapter 11

Enhancing Surface Heat Transfer
Characteristics Using Laser
Texturing

Nickan H. Ghahramani, Martin Sharp, Michael Movgan
and Mehdi Seddighi

Abstract

The use of a pulsed laser system to manufacture parallel streamwise riblets on the
plates of a heat exchanger is reported. There are certain laser system elements that can
influence the quality of a micrometre texture geometry; among these, there was a
focus on laser incubation effect on obtaining greater depth of the riblets. Surface
roughness was always considered to keep the heat transfer efficiency high. The heat
exchanging process was measured in two flow regimes: laminar and turbulent. In
laminar flow, the surface texture slightly deteriorated the heat transfer rate. However,
small improvement in the heat transfer rate was observed in turbulent flow.

Keywords: heat transfer, laser texturing, drag reduction

1. Introduction

Many engineering designs have been inspired by nature. The surface traits of lotus
leaf and shark skin are examples of biology being mimicked to inspire designs. Lotus
leaves have hierarchical superhydrophobic behaviour which enables the water drop-
lets to roll off and clean the surface by rubbing the dirt particles. The skin of fast
swimming sharks is covered with streamwise dermal denticles which have been
shown to reduce drag plus having the anti-microorganism fouling feature.

The effect of textures on fluid flow behaviour have been widely studied for drag
reduction purposes, more specifically for improving aerodynamic behaviour of solid
structures such as aeroplane air foils. The results indicate a considerable drag reduc-
tion of approximately 10% compared with a conventional design, successful in creat-
ing a more innovative surface design.

Skin drag reduction can also have positive effects on lowering energy consumption
in automotive, offshore, and marine industries. There are numerous methods of skin
drag reduction such as using wavy surfaces and riblets. Riblets are streamwise parallel
patterns whose shape optimization is still in progress.

Skin drag reduction can also improve the efficiency of heat transfer on surfaces
dealing with heat transfer. There has not been significant research in this area. Nishida
et al. [1] demonstrated the effect of wavy surfaces on heat transfer improvement.
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Most studies have been considering the theoretical effects of drag reduction
regardless of manufacturing techniques. This project focused on texturing the surface
of stainless-steel plates of a heat exchanger by pulsed laser ablation to obtain scalloped
riblet design with increased groove depth suggested by Bechert et al. [2].

2. Literature review

Turbulent and Laminar regimes of a flow depend on the relative importance of
fluid viscosity (friction) and flow inertia. In turbulent flow the molecules of the fluid
move in swirling and cross-stream directions while maintaining the average velocity
in the fluid direction.

In turbulent flow around a flat plate, the vortices dominate the area in the viscous
layer and the interaction between these vortices and the wall increases the shear stress
on the wall causing a rise in the drag factor.

2.1 Drag reduction study

Drag reduction by using textured surfaces has been widely considered in recent
studies. Examples in the nature can be used as the best samples for industrial applica-
tions. Lotus leaves have natural traits that possess a hierarchical surface structure
which leads to a super-hydrophobic behaviour. Another example is Rose petals with
super-hydrophobicity and either high or low adhesion [3].

The mucus of fish skin causes a drag reduction and protects the fish from abrasion.
The dermal denticles of shark skin are shaped like streamwise riblets that reduces drag
up to nearly 10% [2]. The magnitude of drag can be reduced by creating streamlined
shapes as the viscous drag is created by the interactions between the molecules of the
fluid and a surface parallel to the flow. By moving away from the surface, the flow
reaches the mean velocity.

The outer layers of the turbulent boundary layer are disorganised due to the
streamwise vortices forming on the surface of the viscous sub-layer. The interaction
between the vortices and the surface causes vortices to get ejected from the surface
and moved to the outer boundary layers. Reducing this bursting behaviour of such
streamwise vortices can cause drag reduction [4].

2.2 Riblets in drag reduction

The first hypothesis on drag reduction was that the surface would redistribute the
shear stress with concentration at the protruding parts of the surface. A better expla-
nation is that longitudinal ribs rectify the turbulent flow in streamwise direction and
reduce the turbulent momentum transfer close to the surface and hence decrease the
shear stress.

Riblets on the skin of a fast-swimming shark reduce the occurrence of vortex
ejection and the momentum transfer by impeding the vortex translation in the outer
boundary layer. In turbulent flow, fluid drag increases with an increase in wetted
surface area due to the shear stress actions. The low velocity fluid in the valleys of the
riblets produce very low shear stress across the surface of the riblets and by keeping
the vortices above, cross-stream velocity fluctuations between the riblet valleys and
above the flat plate increases which is due to the reduction in shear stress and
momentum transfer near the surface.
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Riblets can reduce the cross-stream translation by protruding into the flow without
increasing the drag. As vortices start to form on the surface, they remain above the
riblet tips that creates low velocity channel in the riblet valleys. These channels have
lower velocity gradient than the flow over a flat plate which reduces the shear stress
over the riblet surface. On the other hand, considering the higher shear stress at the
riblet tips due to higher velocity gradient, the result of this shear-stress distribution
reduces the overall drag.

More recent works investigated the effect of drag reduction on heat transfer using
numerical modelling. Zhu et al. investigated the nature-inspired structures in this field
[5]. Soleimani and Eckels obtained benefit of riblets to drag reduction in a circular
closed channel [6]. However, lack of experimental data to validate the result is still
prominent in most works. This experimental research aimed to contribute to the field
through an experimental study by employing laser texturing.

2.3 Effect of roughness on heat transfer

Surface roughness increases friction factors and the heat transfer coefficients
within a turbulent boundary layer. In flat plate flows, £/8 decreases along the plate,
where & is the boundary layer thickness and ¢ being the roughness height [7].

The relative effect of roughness is determined by roughness Reynolds number as
follows:

Rey =22 (1)
v

Where ¢ is the surface roughness, and u, being the friction velocity. When Re, is
less than 5, the surface is considered hydraulically smooth and for Rej, >70, the flow is
in the fully rough regime. For 5 < Re), <70, the flow in transitionally rough regime. In
turbulent flows, rough surfaces usually develop larger skin friction coefficients. In
heat transfer there is the same behaviour although the skin friction increase is smaller
for heat transfer. Surface roughness reduces the Reynold number for the transition
from laminar to turbulent flow.

Abuaf et al. conducted an experimental study between air foils with different degrees
of surface finish to measure the heat transfer coefficient shows that polishing the surface
reduces the average roughness and improves the performance. However, very small
differences have been observed between 0.03 and 0.81 micrometre surface roughness.

2.4 Laser texturing

Nanosecond lasers have been widely used in micro-machining and laser texturing.
Etsion et al. [8] studied the possibility of reducing friction on piston rings to improve
fuel efficiency in diesel engines. Gao et al. [9] investigated the possibility of increasing
the smoothness of the surface through adding a second step laser ablation process.

Laser ablation Surface texturing has the advantage of contactless machining with
high spatial resolution at fast speed. Among the variety of laser types, nano-second
(ns) pulsed laser is widely used due to its affordability and short pulse duration which
can create small heat affected zones.

Direct laser ablation (DLA) has been also used for controlling the wettability of
metals by either laser texturing at low fluence near the ablation threshold fluence with
polarised pulses or laser texturing at high fluence when pulse polarisation is not
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important. However, direct laser texturing at high fluence has been mostly done
through ultra-short pulses (fs and ps). The considerable point is that it is not possible
to achieve a hydrophobic surface by adding roughness when the material is already
hydrophilic [10]. Menghistu et al. [11] concluded that by keeping the textured surface
at atmospheric air, hydrophobic characteristics started to develop. The transformation
could not be observed when leaving the textured surface in water.

Appropriate selection of the wavelength and process energy plays an important
role in machining quality of nano-second pulsed lasers. The reflectivity of metals
decreases in shorter wavelengths [12]. However, the maximum laser power is directly
proportioned to the wavelength. The optimum quality of laser surface finishing is
achieved when the pulse energy is low; In industrial applications usually a high pulse
energy is needed to remove more material. Therefore, excess interaction between the
plasma and subsequent pulses should be avoided by either increasing the scanning
velocity or reducing the pulse frequency.

3. Methods

Two plate-type heat exchangers were manufactured with identical dimensions,
one with smooth plates and the other one with textured plates (only the plates in
direct contact with hot fluid) to compare their heat transfer efficiency. The heat
exchangers consist of 2 middle plates, a top covering Perspex plate, and an aluminium
bed plate. The SS plates are 0.5 mm thick; gaskets are 3 mm thick. Heat exchangers
were incorporated into a monitoring rig manufactured by TecQuipment model no. TD-
360. The service module provides two water circuits of cold at the mean ambient
temperature of 22°C and hot tank at 60°C.

The water flow can be regulated for both circuits in the range of 0-3.5 lit/min.
There are temperature measurement thermocouples near the inlet/outlet hose con-
nectors and show the temperature on the digital displays.

The cold water is from the incoming mains cold water supply which passes
through a hand adjusted flow regulator valve and then enters the heat exchanger. The
hot water has an electric heating tank which rises the temperature to 60°C. A supply
pump then circulates the water between the tank and the heat exchanger through a
regulating valve (Figure 1).

3.1 Surface imaging

GFM MikroCAD 3D inspection scanner was employed for surface profile mea-
surement using structured light fringe projection profilometry. It can measure and
quantify the micro-scale surface structures and geometries based on phase measuring
fringe projection by digital micro mirror displays and UV-LED.

3.2 Plate machining and testing

A SPI G3 20W nS laser was used to texture the surface. Laser parameters were
power 20 W, frequency 25 kHz, pulse length 200nS. The beam was steered by a
Nutfield galvanometer scanning head with a 100 mm focal length f-theta lens with
spot size 25 pm, and an engraving field size of 50 mm x 50 mm. This head is placed on
an Aerotech 150 mm precision ballscrew slide for z-axis focus control.
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Figure 1.
Heat exchanger console and exploded side-view.

The heat exchanger plates to be engraved were mounted on a fixture mounted
upon an Aerotech precision ballscrew 800 mm x 600 mm X-Y table (Figure 2). The
levelling of the plate was checked using a dial turn indicator (DTI) attached to the z
axis, while the heat transfer plate was traversed in the X and Y axes.

The riblet texture was laser engraved by using the galvanometer head to scan the
focused laser beam along the parallel lines within the 50 mm x 50 mm field of the
head. Upon completion of one patch of the riblets, the X-Y table was used to reposi-
tion the heat exchanger plate and the engraving process was repeated, Figure 3. By
this means the necessary area of the plate was fully engraved with the riblet texture.

4. Heat exchanger parameters calculations

Hydraulic diameter is the ratio of cross-sectional to the wetted perimeter of the
channel. For a rectangular channel where the height (b) is much smaller than the
width (W) is (Tables 1 and 2):
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Figure 2.

Heat transfer plate mounted on table and undergoing laser machining.

Dy =2b=2x0.003=0.006m 2)
Mean temperature efficiency is defined as:

_ Ny +inc
n="— 3)

Where and Ty1 = hot in; Ty, = hot out; Tep = cold in and T¢; = cold out;

Accordingly ny = 2:1:11:'5 x 100 and ¢ = %i:%i x 100.

Heat transfer emitted rate is defined as:

Q. = mpCpp ATy, 4)
Where m is the mass flow rate in K?g; C, is the specific heat capacity in é °Kand AT
is the temperature difference between the inlet and outlet fluid in K.
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Figure 3.
Heat transfer plate mounted on table and undergoing laser machining.

Property Unit Hot water at 60°C Cold water at 22°C
Heat capacity Cp J/kg K 4190 4180
Thermal conductivity K W/mK 0.65 0.598
Density p kg/m? 983 998
Dynamic viscosity u Pas 4.6 x107* 0.0010518
Flow area A = NWb m? 0.0003 0.0006
Table 1.
Water properties.
Property Unit Laminar Turbulent
Mass flow rate m kg/s 0.0583 0.025
Flow velocity v = 3% m/s 0.198 0.084
Reynolds number Re = Pv% — 2580 1086
Table 2.
Flow properties.

Logarithmic Mean Temperature Difference (LMTD) is the logarithmic average of
the temperature difference between the hot and cold fluids and is a measure of the heat
driving force which causes the heat transfer. LMTD is used when the temperature
difference varies within the heat exchanger and reflects the difference more accurately.

(Tor —Te2) — (Tw2 — Ten)
In (THI_TCZ)

Tm—Ta

LMT = (5)
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Heat transfer coefficient measures the heat exchanging rate of the wall and
boundary layers. The higher this coefficient, the more efficient the system is.

Q.

U= AxLMTD ®)

Where Q_, is the energy emitted and A = the heat exchange area

4.1 Plates’ surface geometry calculations

Turbulence level scales on the shear and the shear strength is represented by a
velocity scale classed shear velocity which characterises the shear at the boundary.

u =, /- )
p

Where 7 is shear stress. Friction coefficient derived from Moody graph [13] equals
to 0.03 with Reynolds number of 2580 for the hot chamber. Friction coefficient is
defined as:

Cp = —

(8)

1,2
Zpu

Where u is the flow velocity of the hot chamber in m/s. Therefore, the wall shear
stress can be calculated as r = 0.03 x 0.5 x 983 x 0.198% = 0.578. Using Eq. (7), fric-
tion velocity (shear velocity) would be #, = 0.024 m /s. The shape of velocity profile
within a turbulent boundary later has specific characteristics close to the bed where
viscosity controls the vertical transport of momentum. The region is called the “vis-
cous sublayer” where turbulence is suppressed by viscosity. The profile shape depends
on friction velocity and bed texture described by the roughness. The thickness of
viscous sublayer is:

_»

05 =
Uz

)

Where v is the kinematic viscosity in ’”TZ and u, is the shear velocity in m/s. When
the surface texture is smaller than the viscous sub-layer, the flow above does not feel

the texture [3]. Having kinematic viscosity of water at 60°C v = 4.736 x10~/ (mTZ) —

8 =2 90 pm. Therefore, the texture depth should be minimum 90 pm to have an effect
on the flow. However, for optimum riblet height should be:
10 = 8% 2] — & = 150 pm.

5. Laser ablation

Figure 4 shows the textured geometry. The riblets are stretched in a regular
pattern along the plate with average height of 90 pm which is close to the viscous sub-
layer thickness and is expected to influence the flow (Table 3).
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Figure 4.
Schematic display of the riblets with colour variation indicating depth of the geometry.

Ra (pm) Rt (pm) Rz (pm)
Smooth plate 0.16 2.18 1.42
Textured plate (streamwise direction) 7.5 54 38
Textured plate (cross-stream) direction 24.5 103 97

Table 3.
Roughness of the plates before and after texturing.

6. Results and discussion

Two heat exchangers were tested in two separate days to get the accurate results
due to the possible environmental effects. The heat exchangers were tested and
compared at two flow rates of 1.51/m and 3.5 I/m which create Reynolds numbers of
1086 and 2580 respectively. Previous studies [14, 15] suggest that Reynolds number of
greater than 2000 in plate type heat exchangers create turbulent flow.

When the working temperatures of the heat exchanger became static inlet and
outlet temperature data of hot and cold fluid were collected for 300 seconds at
intervals of 5 seconds (Tables 4-6).

Surface texture deteriorated the mean temperature efficiency and heat transfer
coefficient for laminar flow. This is due to the increase in roughness of the plates
which results in larger skin coefficient friction. A slight improvement in the mean
temperature efficiency and heat transfer coefficient was observed in turbulent flow of

Flow regime Plates AT Hot AT Cold T Tca Tm T,
Laminar Smooth 71 2.7 233 26.0 60.9 53.8
Textured 6.9 2.8 233 26.1 61.0 54.1
Turbulent Smooth 39 4.0 22.0 26.0 60.2 56.3
Textured 3.8 3.9 23.2 271 60.1 56.3

Table 4.

Data collection of the heat exchanger in/out flow temperature.
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Flow regime Plates Nu e ]
Laminar Smooth 18.9 7.2 13.03
Textured 18.3 7.4 12.86
Turbulent Smooth 10.2 10.5 10.34
Textured 10.3 10.6 10.43
Table 5.

Mean temperatuve efficiency of the heat exchangers.

Flow regime Plates area my, C, Q, LMTD U
Laminar Smooth 0.04 0.025 4190 743 32.65 569
Textured 0.04 0.025 4190 722 32.81 550
Turbulent Smooth 0.04 0.0583 4190 952 34.25 695
Textured 0.04 0.0583 4190 928 33.05 702
Table 6.

Heat transfer coefficient of the heat exchangers.
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Figllre 5.

Profile depth graph of a random riblet along the path shown in black, representing a riblet pitch of 180 pm — laser
machining has caused a deeper slope on one side of the riblets and a smoother curve on the other side.

the textured heat exchanger. This improvement is small, and no significant change
could be concluded [16].

Machining the plates to create riblets with optimum height of 150 ym was not
achievable using this laser set up because of the creation of high surface roughness
which is not desirable for heat transfer. Moreover, deeper laser ablation could cause
excess deflection of the plates. Asymmetrical geometry of riblets as a result of laser
machining, could not be avoided either (Figure 5).

7. Conclusions

Riblets are narrow microstructures, which require very precise manufacturing
methods. A 20 W nanosecond pulsed fibre laser was used towards this aim.
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The texture increased the wetted surface area of the plates; nevertheless, the
increase in drag reduction was not enough to predominate over the friction factor rise
due to the roughness created. Manufacturing the optimum riblet height of about
150 pm could not be achieved at a reasonable timescale within this project using a 20w
pulsed laser system.

The textured plates were oxidised during the laser ablation and may explain the
results. Laser ablation also caused distortion of the metal. Suitable jigs and fixtures are
necessary to secure the material while being machined.

The project has shown that pulsed laser machining is highly capable of producing
precise geometric designs, in particular ribs of micrometre scale. While the results are
not significant, the project has demonstrated enough evidence to continue to pursue
this method, refining the geometry and surface condition to see if significantly higher
heat transfer efficiencies can be achieved.

The overall performance of the textured heat exchanger in turbulent flow, consid-
ering the transition from laminar deterioration to turbulent slight enhancement given
the undesired oxidation of the plate, was a positive indicator for further works in this

field.
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Chapter 12

Digital Twin of Heat Exchanger

Miha Bobic

Abstract

How to create proper digital twin of plate heat exchange. The chapter will
investigate alternatives for modeling and propose the best choices in modeling to
trade-off between accuracy of the calculation vs. speed. Lump sum vs. distributed
model, how to make plate model discrete, temperature distribution models, and
details in heat exchange wall modeling will be considered. Last part would focus on
experimental evaluation of the simulation using IR temperature vision measurements.
Conclusions would take concrete examples of dynamic responses of heat exchange
units, comparing numeric simulation with experimental results.

Keywords: dynamic behavior, heat exchanger, models with distributed parameters,
digital twin

1. Introduction

Heat exchangers are used for heat and cool transfer in different process industries,
heating/cooling, and other applications. Plate heat exchangers are for majority of
applications where pressure is not so high, the most cost-efficient solution. Brazed are
used for smaller sizes, and more clean media, while gasketed are meant more for
applications where occasional cleaning is needed.

The simplest control loop depicted in Figure 1 is to control the outlet temperature
on secondary side of the heat exchanger by controlling the flow on primary at given
conditions of inlet temperatures on primary and secondary sides.

The system consists of a heat exchanger as the central component of the control
system. The control can be performed using an electronic controller (usually due to
the speed of response of the proportional-integral controller system) and the valve
with a drive. In the return control loop, the measuring sensor for the temperature
represents the guiding control variable.

The speed of process, seen from dynamics point of view, is a major challenge, as
the time constants of the measuring system for the temperature of the heat carrier or
hot water need to be small due to a relatively small control volume. Time constants
may be less than few seconds.

2. Literature overview

In the field of heat exchangers, we can highlight the contribution [1], which is an
overview of the current literature on the state of heat exchangers. Aslam Bhutta et al. [2]
and Zhang et al. [3] discuss the review of contributions dealing with the topic of
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Figure 1.
Control loop schematics.

numerical simulation of heat transmissions. In Ref. [4] the case of a numerical simulation
of a plate heat exchanger is considered. Freund and Kabelac [5] also deals with modeling
of dynamic responses of plate heat transmissions [6]. The topic of evaporation in heat
exchangers is discussed. The paper [7] deals with the experimental determination of the
operational factors of heat exchangers in district heating for heating and hot sanitary
water. Sources [8, 9] present an experimental method of visualizing the flow in a flat heat
exchanger with a microplate structure [10]. The authors are also involved in visualizing
the flow and determining local heat transfer. The source [11] analyzes the local heat
transfer conditions. While the source [12] addresses the impact of the final plates on the
operation of the heat exchanger. The paper [13] focuses on a study of the sensitivity of the
geometric properties of a heat exchanger to its efficiency. The paper [14] deals with the
technical requirements and cost analysis of heat transmissions in low-temperature sys-
tems. A similar theme of low-temperature systems is also in the paper [14, 15], with the
emphasis in publication [15] on the impact of low-temperature systems on heating and
the preparation of hot water without accumulation and in the source [14], on the main
changes in the structure of the exchangers and thus the dynamic properties of heat
transfer for such systems. A comparison between the plate and the tube heat exchanger is
made in Ref. [16]. The source [17] discusses experimental and simulation methods in the
field of heat exchangers. In Ref. [5], a study is carried out on how to determine local heat
transfer coefficients in heat exchangers [18]. It also addresses the sensitivity of the
parameter analysis to the numerical model of the heat exchanger. The link between the
flow rate and the heat transfer under the micro heat exchanger conditions is given in Ref.
[19]. Laszczyk [20] provides a method of a simplified heat exchanger model. Improved
heat transfer in heat exchangers deals with [21]. Heat exchangers shell and tube are
treated in Refs. [22]. Sharifi et al. [23] present a dynamic simulation of the heat exchanger.
General dimensioning and dynamic analysis can be found in Refs. [24, 25]. The more
generic described heat transfer dynamics depend, of course, on the configuration and
sample on the heat exchanger plate, the various examples described in Refs. [26-28].
Many studies use CFD to analyze current patterns, distribution of pressure field, and
temperature field, such as Ref. [4]. Sharifi et al. [23] provide a general model of heat
transfer. Semiempirical equations are important for determining the coefficient of heat
transfer, such as in Refs. [29-31]. Carlomagno and Cardone [17] describe the method of
noninvasive measurement of heat exchanger parameters. Aprea and Renno [32] describe
the design of tests for the portable evaporator function, that is, similar functionality to a
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heat exchanger. The use of MATLAB Simulink is shown in Ref. [33]. Integrated thermo-
fluid dynamics and modeling reliability are shown in Ref. [34]. The literature also lists
several approaches to modeling heat exchangers for different purposes, for example in
Ref. [35], a model mode that is object-oriented using the Modelica programming language
and provides a model based on the control volume method. Using Laplace’s transforma-
tion, dynamic analysis of plate heat transfer is given in Ref. [36]. While in the Ref. [37]
heat exchanger is described with the hyperbolic first order differential equations. Fur-
thermore, in Ref. [38], a simplified mathematical model of a heat exchanger based on the
final volume method is also used in the interpolation scheme. Similar is used in Ref. [39].
Further more modelling of the heat exchangers in the system and elements are the system
are described in Refs. [40-44].

3. Basics of modeling

Seen from dynamic behavior point of view heat exchanger is a system with dis-
tributed parameters, meaning that the temperature continually changes throughout
its length, thus traditional approach of direct Laplace transformation becomes too
complex to solve, as we end up in double Laplace transformation, causing numeric
problems with solution.

If we want to reduce the model to lump sum, then discretization is needed. Of
course, the question is how many sections we should use to get good approximation
with minimum numeric calculation load. The answer is in what kind of constitutional
equation we use for temperature distribution in every cell. One has three options, one
is if cells represent perfect mixing cell, and the assumption is that temperature imme-
diately drops to exit temperature, and the second option is the opposite where the
assumption is that mixing is imperfect, so the temperature is kept on inlet value until
it leaves the cell. One can intuitively feel that those options are not realistic. The third
option is to use distribution, it can be linear or to get closer to reality logarithmic.
Experiments show that linear distribution is the best choice between number of cells,
calculation effort, and minimized calculation error.

The second important question is how to model the thin metal wall between two
media streams. One can model it as a conductive element of just ignoring the conduc-
tion. Given the ratio between heat convection resistance factor and heat conduction in
a thin metal wall, it can be very well assumed that this is low resistance to heat
compared to heat transfer for media to wall.

It is also important that proper material and turbulence models are used, thus in
next chapter, we will investigate properties of water.

3.1 Basic properties

The material properties depend, of course, on different parameters. In the example
shown, the impact of pressure and temperature is greatest, but we are particularly
interested in variables:

* Density,
* Viscosity, and
* Specific heat.
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The density gives us the dependence of the mass change per volume unit. In
general, we can write down the dependence:

_(op dap
dp = (ﬁ>PdT+ <@> TdT 1)

When the coefficient of temperature extension is applied, the following shall be
obtained:

d 1
W _ _par + ~dp ()
P £

The eq. (2) specifies that the density depends on the temperature and the suitabil-

ity of the substance. In this case, the heat carrier will be used as a heat carrier for
district heating, and for this purpose, the constitution equation is by source [45]:

p = (1000 + 0,067(1 — ¢~ %T) — 0,001T)za 0°C< T <50°C (3)

o= (1.067 _ ¢ 0023(T—50) _ 0,001T)za 50°C<T <200°C (4)

'\/ iSCOSity can be Obtained from the ViSCOuS tensor as:
T= ’] S

The viscosity is therefore greater, the smaller the shear deformity. For water, the
kinematic viscosity equation can be summarized as [45]:

v=1,75"%2T10"®  for 0°"C<T<20°C (6)

v =0,98¢"%02T-20)10=¢ £or 20°C<T<50°C 7)
50\ %° . \

v=0,55 <?> 10°° for 50°C<T<200°C (8)

Specific heat is a greatness that determines how much energy we need to produce
to heat the substance by 1 K.

1 dh

or it can be written as an approximation equation as:

¢y =—7-107T%+8-107°T* — 0,0031T + 4,2161for 0'C<T<50'C  (10)
¢ =—6-10"T°+2.108T* - 3.107°T* + 0,0002T7 - 0,

o o (11)
0069T + 4,269 For 51 C<T <100 C

4. Heat exchanger

Heat exchanger is the heart of the thermal substation, as we control heat transfer
with changing thermal and hydraulic parameters. Despite the different types of heat
transferors, in the practice of district heating, plate heat exchangers have established
themselves, namely, for smaller dimensions and relatively good media quality (clean
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cold flow channel

hot flow channel

T, "

Figure 2.
Schematics of heat exchanger.

and noncorrosive), dedicated laptops, and all other applications are covered by
gasketed heat exchangers.

In general, all plate laptops have a sample on plates shaped like a fish bone, the only
other ones on the market are Danfoss’s microplate heat exchangers, which have a point-
shaped sample. The sample on the heat transfer plates is intended to increase the heat
transfer area and increase turbulence in order to increase the heat transfer coefficient.

Modern heat exchangers also have an input distribution section and an output
collection section to increase the efficiency of the panels, and the task of these two
sections is to redistribute the medium to flow evenly throughout the plate and thus
increase the efficiency of the surface.

There are quite a few dynamic models of heat transfers in the literature [1]. The
simplest assumes a first-order system with a possible delay, but such a heat exchanger
model is inappropriate because the validity of the mathematical model is too limited.
More interesting are the models where the dual Laplace transformation is used, but
they need to be linearized, which in turn is in too limited force range for our case.
Therefore, the heat exchanger will be considered as a system with distributed param-
eters which means that the heat exchanger will be considered as several consecutive
systems with no distributed parameters. The directions of the currents in the heat
exchanger are schematically shown in Figure 2.

4.1 General assumptions and limitations of the mathematical model

When the heating medium enters the heat exchanger, the more distant plates (for
example, 100 to 200), represent a greater hydraulic resistance against the water flow.
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Therefore, for the first time, water flows over nearby plates faster and the second time
there is a certain delay due to the flow of water. As this will be negligible for our case
(about 20 panels), we will not take this effect into account.

In general, the heating medium has a higher temperature than the surrounding
area, so the heat transfer takes place not only from the warmer medium to the cooler
medium but also in the surrounding area. Due to the relatively good thermal insula-
tion, we will neglect these losers. The translation of heat over steel plates exists, but
due to the thickness of these (about 0,2 mm) and the relatively high coefficient of heat
translation, this will be ignored. We will also pre-bet that the heat exchanger is clean
without the suspended limestone on the walls. The most unrealistic assumption will be
the uniformity of the distribution of the heating medium by plate. Assuming that the
mixing section is relatively short toward the entire surface, we can also take this
assumption into account.

In the heat exchanger model, we considered that the heat exchanger is a nonlinear
system with distributed parameters. Therefore, in the model, the heat exchanger will
be divided into several smaller subunits, in which linearity will be assumed. The heat
exchanger has different dynamic responses according to the input parameters,
whether it is the temperature or the mass flow rate of the heat carrier. It is important
to determine the dynamic properties of the heat exchanger, however, to respond to
the temperature change.

4.2 Static characteristics

The static characteristic of the heat exchanger is the ratio of mass flow rate to the
heat ousted by the energy equation:

P = thc, AT (12)

If only this is considered and when the efficiency of the heat exchanger is intro-
duced, which determines the ratio between actual thermal power and maximum
thermal power:

Py
£ = (13)
P
and for primary side
Tiu—Top
& = (14)
" Tu-Ta

4.3 Dynamic characteristics

The mathematical model of the heat exchanger is basically the problem of
switching heat from a hot medium over the wall to a cold medium. This can be
described using the energy equation for a cold and hot medium:

*T;

v V- (AVT;) —wipicyiVT; +ri(=ALL) + o (ﬂiTi% + @Tivp,) (15)

picpi at
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Just as in the case of a temperature sensor, there are no chemical reactions
and generated heat due to the mechanical part, which is why the last two
articles of the eq. (15) are off. However, since the temperature gradient and the
translation of heat over the wall are ignored, the equation can be simplified by
consideration in:

dT; . dT;
E = MiCpi % + azAz(TIu - Tcz) (16)

m,-cpl-
Therefore, assuming one dimension model with complete mixing in the cell we

obtain a model based on the energy balance of the heat exchanger:

* heat exchanger hot side:

aTr .
MACph d_th = 1pCpn (Thi — Tho) — o An(Tp, — Tw) (17)

* cool side of the heat exchanger:

dT
MCpe d—t“ = 1i1eCpe(Tei — Teo) + 0eAe(Tw — T) (18)

* and the wall of heat exchanger:

dT,
My~ = aAp(Ty —Ty) — aAd(Ty, — T) (19)

However, since the heat exchanger system is a system with distributed parameters,
the analytical solutions of the above model are impossible. In the trace of this, the heat
exchanger will be divided into several units (Figure 3). For each unit, the balance
sheet equations can be recorded:

| | Vi, X C
1
T imgd T T, ) :
LR B PR T
8 R R [ S I & A A e oy I'
VY ER T T 2 ! hot Muid channel L Vo % Va ™
i ¥ !
] T T T nl T Tl Tl ° ; 1 &25 -
b| = B I T BPOC B 1 e . : Fro-—-= Q ‘.2;_ T;
i _| _solid wall Ay .
o} LR ™ |7 |’ FIE| R, T, i T T i Ve
| +n) o] T Tl T T P —o- > T
b= Lt £} et 2 tet ottt
{ T T T T T T T T
=4 _cold fluid channel Ve P G
! Al
a) b) c)

Figure 3.
(a) Heat exchanger section, (b) one cell, (c) resistance scheme.
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* heat exchanger hot side:

MpCph % = 1iyCpn (Thi — Thiv1) — s <% - Twi) (20)

* cool side of the heat exchanger:
mccp/% = titeCpc(Teic1 — Tei) + A, (Twi - W) (21)

* and the wall of heat exchanger:
Mt T~ <w - Tw,-> Y (Tw - %) 22)

An important assumption is what the temperature distribution in each cell will be.
In general, it can be assumed to jump (which is impossible in the heat exchanger, but
if the sections are infinitesimally narrow, the assumption is good enough for the
apportionment, while greatly simplifying the calculation), which means that the
medium has an exit temperature from the cell immediately upon entering the cell.
Such a model is very easy to use but the assumption is valid only if mixing is practi-
cally ideal. A more realistic model is where the temperature changes linearly along the
cell. Thus, the model is numerically still sustainable, but to us, results that are close to
real are why this model is used in the above equations. The third model considers the
real logarithmic distribution of the temperature in the cell (Figure 4).

By rearranging eqgs. (20)—(22) and inserting variables:

mh/c,‘
S (23)
mh/c,‘
Muw,Cp,
_ i Je;
bu =g (24)
Aiah/c
yh/c,- = —_—— . (25)
h/ciCpuy.,
One can get a matrix for the i-th cell:
120
100 ¢
E g0
1]
% 60 — Step
E_ 40 Linear
5 45 Logaritmic
0
0 0,2 04 0,6 08 1
Cell length (m)

Figure 4.
Temperature distribution in the cell.
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or:

IH/w/c = A(TH/C) }/H/C’ 5w) : IH/w/C + E(TH/L‘I) : IH/C‘in

4.4 Laplace transformation

The above-mentioned equation system can be mapped to:

(;,_1) 2
7 2 S
Thist = — 7~ Thi + — % Tui = GuThi + G T

1_1 2
(-3) 2
Tci—l = Tci + 2 Twi = cchi + GCZTwi
s+(242) 7 s+ (241
. Vh . 7
Tui=) — T+ Y —— Ty
“ ;5+2(7h+7c) ’ ;54‘2(% +7.) 7

to obtain a simplified record:

n n
Ton = | [ GuToi + [ G T4
j=1 j=1
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From what we see, we get an nth-order system that depends on changes in input
temperatures as well as material, geometric, and flow parameters.

4.5 Constitution equations
The material properties are generally described in the literature [45] and will not

be further stated, but the determination of the heat transfer coefficient is more
important. When using no dimensional numbers and links between them:

Nu = CPr" Re" (32)

And for our case, Reynolds’ number of

Re =" (33)
ov
Nusselt number:
A
Nu=2 (34)
oA

The coefficients depend on the shape of the channel and the Reynolds number. For
our example, the coefficients are:

C=0,2m=0,67;n=0,4 (35)
Valid for Reynolds numbers:

Re >100 (36)

5. Experimental model

Although most of the models of heat exchangers are on the market with a fish bone
sample, it was still selected to test the heat exchanger with a microplate sample. The
reason is that heat exchangers with a microplate are more efficient because the flow
between the plates is more subdued and the distribution by plate is generally better,
which gives us about a 20-30% lower pressure drop or a much better heat transfer.
The comparison between the plates is shown in Figure 5.

The test was performed on a heat exchanger with three plates in different config-
urations. Four cases were tasted with different flow configurations and speeds as per
Table 1. Although the test was carried out on only three channels, the multi plates’
behavior is similar. The geometry of the heat exchanger is shown in Figure 6.

For this purpose, a device was designed to allow for a rapid switch between hot and
cold water. The heat exchanger was flushed with cold water and, at the moment of
disturbance, a stream of hot water was flushed in. The switching was made with
magnetic valves. Despite the fast-switching magnetic valves, the disturbance was not
stepped but was approximately similar to the second-order response. To record this
phenomenon, the entry signal was recorded, simulated and compared to the real state.
Comparisons are shown in Figures 7-10.
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Figure 5.
Comparison between (b) microplate and (a) fishbone heat exchanger.
Case A Case B Case C Case D
Flow Hot out, cold in Cold out, hot in Hot out, cold in Hot out, cold in
Hot water 0,113 0,113 0,113 0,057
Cold water 0,113 0,113 0,057 0,057
Unit I/s s /s /s
Table 1.
Test design.

In Figure 7—10, input disturbances are simulated, while in Figure 11, deviations
are depicted.

The discrepancies between the approximated and the measured disturbance are
shown in Figure 11.

A FLIR A600 IR thermal camera was used to measure the dynamic temperature
change. Flow measurements were carried out through weighing. Since the thermal
camera can take a large number of images per second of 4000 images per second, it
was assumed that the images are static at 0.1 s, which virtually eliminates the dynamic
error of measurement. The temperature measurement error is +/—0,4°C.

In addition to the temperatures on the outside of the plate, the thermal camera also
visualized the temperature field. The change in the temperature field is shown in
Figures 12-14 as a comparison between type A and other types.

The results show us that in all cases the distribution of temperature is uneven,
which is probably due to the flow conditions on the panel itself. Despite the use of
microchannel technology, the apparent distribution of water across the heat
exchanger plate is still uneven, or not ideal for heat transfer.
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Figure 6.
Heat exchanger geometry.
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Figure 13.
Case A and C.

The main observations are:

* In the case of hot water flow in the middle, the spread of hot temperature
disturbance is more limited to the center of the heat exchanger and therefore
better, the reason for this is the higher heat take- and the “filtered” view of the
hot plate,

* The C and D responses are quite similar. The reason is simple and is based on 2.
The law of thermodynamics, says that the heat currents are the primary and
secondary sides in equilibrium and therefore, with the temperature regime
unchanged, the main influential parameter may be a flow rate that is smaller
relative to A, and therefore the response is slower,

* A similar reason for the slower response in case B is that we have more cold water
than hot water, and therefore the overheating of cold water is slower.
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t(s)

Figure 14.
Case A and D.

The results of the dynamic time response tests of the heat exchanger are shown in
Figure 15.

One can conclude from Figures 12 and 13, that case B is not relevant for temper-
ature front propagation. Comparing then cases A, C, and D one can see that speed of
water is main contributor to temperature front propagation. As in A-D cases hot is on
outside border, then there is very little difference between A and C, while D with half
speed, is noticeable slower than case A.

6. Numeric experiment

The solution to the eq. (27) considering the geometry of the heat exchanger in
Figure 16 (Heat exchanger was divided into 10 segments — Table 2 indicates a shift
from the starting position) and the specifics of the experiment (input disturbance
does not step)) is shown in Figure 17—20. The equation system was solved with the
MATLAB Simulink software package using the RK4 numerical method.
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Segment 0 1 2 3 4 5 6 7 8 9 10
Distance 0 47,9 95,8 143,7 191,6 239,5 287,4 335,3 383,2 431,1 479
mm
Table 2.
Segments position.
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Heat exchanger sections.
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Figure 17—20 show simulation results split into sections. One can see the develop-
ment of temperature as a function of time. The last 10th curve represents result of
heat exchanger outlet.
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Simulation C.
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Figure 20.
Simulation D.

7. Comparison between numerical calculation and tests results obtained
and discussion

A comparison between the measured and simulated results is shown in
Figure 21-24.

The deviation between the measured and simulated results is relatively small and is
less than 10%. The only difference is case D in the initial state because the heat
exchanger was flushed with cold water and was not at ambient air temperature, as
assumed in the simulation. Therefore, the initial situation is different. The deviations
are shown in Figure 25.

8. Conclusion

Obtaining digital twin from plate heat exchanger is relatively easy when behavior
of the heat transfer coefficients is known. It is necessary to sectionize heat exchanger
to get lump sum model, which is easy to resolve. A number of sections determine the
accuracy, but also the distribution within the cell. The model can be further simplified
and improved.
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Error between simulation and measurements.

The mathematical model can be simplified by ignoring the intermediate wall,
complete cell mixing, and independence of material properties from temperature.

However, it can be improved by increasing the number of cells to improve the
approximation of the real state or by considering the logarithmic distribution of the
temperature in the cell.
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Nu -Nusselt number

) mCircumference

p WPower

Pr -Prandtl number

P PaPressure

Re -Reynolds number

r kmol/sVelocity of chemical reaction
s Laplace operator

T °C, KTemperature

t sTime

Vy m/sShear velocity

vr m? /kgSpecific volume

w m/sFluid speed

X mCoordinate

y mCoordinate

a W/(m2K)Heat convection coefficient
p m?/KTemperature dilatation coefficient
Y 1/sHeat exchanger coefficient

) J/(m*K)Heat exchanger coefficient
€ N/mm?Compression Module

€ -Heat exchanger efficiency

n Pa-sDynamic viscosity

P kg/ m3Density

A W/(mK)Heat conduction coefficient
v kg/(ms)Kinematic viscosity

T N/m?Shear stress

T sHeat exchanger coefficient

1 Primary side

11 Primary side inlet

12 Primary side outlet

+1 Next cell

-1 Previous cell

2 Secondary side

21 Secondary side inlet

22 Secondary side outlet

c Cold side

eff Effective

dej Real

h Hot side

i Inlet

i i-th element

j j-th element

m Exponent

n Exponent

0 Outlet

P Pressure

\ Wall
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Chapter 13

Fouling and Mechanism

Obaid Ur Rehman, Nor Erniza Mohammad Rozali
and Marappa Gounder Ramasamy

Abstract

Fouling is the deposition of material on the heat transfer surface which reduces the
film heat transfer coefficient. The impact of fouling on the heat exchanger is
manifested as the reduction of thermal and hydraulic performance, in which the latter
has a minor effect. This factor needs to be considered when calculating the effective-
ness of the heat exchanger. During the design of heat exchangers, the fouling factor
increases the required heat transfer area, which adds extra manufacturing costs. With
less efficient heat exchangers, the economic cost of fouling is related to excess fuel
consumption, loss of production, and maintenance or cleaning. The extra fuel con-
sumption also damages the environment by increasing greenhouse gas production.
Although much of the research work has been done on modeling and predicting
fouling, it is still a poorly understood phenomenon representing the complexity of its
mechanism. The common fouling mitigation action after the onset of fouling is to
optimize the operating condition, e.g., increase the bulk flow velocity or decrease
surface temperature. However, many quantitative and semi-empirical models have
been developed to predict the fouling rate for preventive actions and optimizing
cleaning schedules.

Keywords: heat exchanger, fouling, crude oil, heat transfer, thermohydraulic

1. Introduction

The deposition of foulant on the heat exchanger surface is usually in a solid or
semi-solid state which gradually solidifies by the action of heat. This deposition
reduces the capacity of exchangers to deliver the required outlet temperatures due to
the low thermal conductivity of the deposit. The subsequent result of this reduction is
the loss of thermal efficiency of the heat exchangers. Fouling is referred to the
deposition of unwanted material on heat transfer surfaces resulting in the loss of
thermohydraulic capacity of heat exchangers. The fouling usually occurs in most of
the heat exchangers with varying severity. There are typically various sources that
contribute to the development of foulants attached to the heat exchanger surface. The
most common fouling precursors in crude oil are dirt particles, asphaltenes, salts,
sulfur, and nitrogen compounds. It is crucial to consider the provision of fouling
resistance in the heat exchanger design to compensate for the loss of efficiency due to
fouling. At some point, it is desirable to take periodic shut down for mechanical
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cleaning of the heat transfer surface [1]. Usually, the outlet temperature of the
heat exchanger is monitored, and required actions are taken to achieve the desired
value.

Typically, the reduction of thermal efficiency is compensated by increasing the
load on the furnace, which is manifested as an economic penalty in terms of extra fuel
consumption. Van Nostrand et al. [2] divide the cost related to fouling into three
categories, i.e., additional energy consumption, production loss, maintenance, and
cleaning cost. They estimated the cost of fouling for a refinery processing 100,000 bbl
per day at US$ 31.17 MM (extrapolated to 2022). The cost distribution for production
loss, extra energy consumption, and maintenance was 40%, 10%, and <1%. Fouling
mitigation strategies can reduce the cost of fouling. It is estimated that [3] 15% of
energy savings can be achieved by applying fouling mitigation strategies in pre-heat
trains and furnaces in oil refineries. Other options to mitigate the effect of fouling is to
use retrofit of heat exchangers or to introduce tube inserts [4].

With the decrease in thermal efficiency, the flow area in the heat exchanger tube is
also reduced, resulting in increased pressure drop and sometimes tube blockage. The
monitoring of pressure drop and outlet temperature is therefore highly required to
predict the extent of fouling and apply the mitigation actions by adjusting the operat-
ing conditions. It is also imperative to improve the heat exchanger design by incorpo-
rating the effect of operating conditions and the type of fluid used. The typical design
strategy uses the fouling factor, which is merely a correction factor to compensate for
the loss of heat transfer area due to fouling. The heat exchanger design also considers
the ease of cleaning and elimination of hot spots to mitigate fouling. However, this
scheme does not consider the dependence of fouling on the operating condition and
fluid type.

In most cases, the mitigation strategy is adopted during the operation of heat
exchangers. The feed is filtered to remove contaminants to minimize particle deposi-
tion, and chemical inhibitors are added. Different inhibitors used in the industry
provide diverse functionality in preventing inorganic and organic fouling.
Ethylenediamine tetraacetic acid (EDTA) inhibitors are commonly used against crys-
tallization fouling. Similarly, some antioxidants and surfactants are also used to pre-
vent fouling from polymerization and particulate matter in crude oil. An alternative to
using chemical inhibitors is the application of tube inserts such as wire matrix, twisted
coils, or hiTRAN. They serve as turbulence promoters to increase the removal rate of
fouling by the action of wall shear forces [5].

During the operation of heat exchangers, it is sometimes desirable to promote
foulant removal through operational parameters. The most common strategy is to
increase the velocity to detach the foulant layer from the heat transfer surface by
turbulent sweeps and bursts. These actions can work effectively against weak foulant
deposits and are adopted for a longer duration, especially in refineries. For hardened
deposits such as in particulate fouling, the gas rumbling is useful for promoting the
dislodging of foulant. It is carried out with pressurized air or nitrogen stream intro-
duced in the fluid for a short duration.

2. Fouling estimation

Heat exchangers are designed for the required heat duty, temperatures, and
flow rates of the hot and cold streams. The overall heat transfer coefficient is
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estimated to predict the required surface area of the heat exchanger using the follow-
ing equation:

Q = UAAT (1)

The overall heat transfer coefficient can be calculated as follows:
—=—++ Rf 2)

There are two approaches usually adopted during the operations to estimate the
extent of fouling in heat exchangers, namely thermal and hydraulic approaches.

2.1 Thermal resistance

The estimation of the extent of fouling depends on the mode of operation of the
heat exchanger. If the operation has a constant temperature difference, which is
usually encountered in the operation of furnace and reactor [6], then the heat flux is
decreased to maintain the constant temperature difference. The fouling resistance can

be estimated as follows:
AT AT
qo qt

The second mode is with constant heat flux, which is predominantly applied in lab-
scale fouling experimental units [7], in which the deposition on the surface is esti-
mated with increasing temperature difference by the following equation:

v () () @

2.2 Hydraulic resistance

The effect of pressure drop on heat exchanger performance is also very significant,
manifested as decreases in the hydraulic efficiency of the exchangers. The pressure
drop increases with the thickness foulant layer. It is crucial to estimate the pressure
drop changes in tubes to predict the accurate thickness of the fouling layer. Sometimes
the estimation of foulant thickness based on only the thermal resistance can lead to
erroneous results due to the change in thermal conductivity of the foulant with aging
[8]. Commonly thin-slab approximation [9] is employed to estimate the thickness of
foulant as follows:

Ry = % (5)

The aging of foulant manifested in its increasing thermal conductivity. Thus,
Eq. (5) can be employed by incorporating the foulant’s aging to predict the fouling
rate accurately. Usually, the heat exchangers are operated at constant mass flow rate
operations in which pressure drop increases with the deposition. Usually, the
pumping power is increased to overcome increasing pressure drops. The velocity
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increases with time, affecting the film heat transfer coefficient. The pressure drop for
a clean tube is given by

L pu?
AP, = 4f 132 (6)
Similarly, for a fouled tube, the pressure drop can be represented as

2
L py
AP; = 4f =L @)
P =Y T 2
If the friction factor is assumed constant, the pressure drop can be related to
foulant thickness by Blasius correlation [10] as follows:

—4.75
APy = APy <1 - 2;) (8)

2.3 Fouling rate

Kern and Seaton [11] considered the deposition of foulant due to two competing
processes: deposition and removal. Some of the foulant material are removed from the
layer by the action of turbulent eddies. The net deposition can be given as follows:

”% = 1hp — Mg ©)

The fouling rate can be determined from the slope of fouling resistance-time
curves, which changes typically during the process, as shown in Figure 1.

Initially, with the clean surface of the heat exchanger, the fouling resistance does
not increase with time due to the low strength of the deposit to stick with the surface.
This period of zero fouling rate is known as the induction period. Sometimes, during
the induction period, the fouling rate becomes negative, representing the enhance-
ment of heat transfer because of increased surface roughness contributed by the initial
foulant layer. After the termination of the induction period, a constant initial fouling
rate is usually attained. The fouling phenomenon determines the shape of the fouling
resistance-time curve. As shown in Figure 1, an accelerating fouling curve represents
a negligible removal rate due to hard deposits.

“Z= Faling

= Asymplotic

Fouling resistance

Induction perici

Time

Figure 1.
Fouling vesistance-time curves for different fouling mechanisms [11].
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The linear fouling curve is the most common behavior in heat exchangers; it
represents constant deposition and removal rate, while the deposition dominates over
the removal. It is usually associated with crystallization fouling, but some studies also
showed the asymptotic behavior for crystallization fouling [12, 13]. The falling and
asymptotic curves depict the existence of the removal rate. As the deposit builds up,
the flow area is reduced, and the velocity increases, allowing the foulant removal by
shear forces. This retardation phenomenon is the cause of the asymptotic behavior of
the fouling resistance-time curve and is proportional to the thickness of the foulant
layer. This behavior is most familiar with particulate fouling and constant heat flux
operations. The sawtooth behavior is typical in crude oil fouling, where the sudden
removal of the deposits causes a negative fouling rate.

This initial fouling rate was represented by Ebert and Panchal [14] as a semi-
empirical threshold model for crude oil fouling as:

dR¢ -p -E
- aRe Pexp (RTf) — 0Ty (10)

They described the threshold point where the induction period is terminated. The
above model was developed to predict the film temperature for a particular velocity to
achieve a zero initial fouling rate, i.e., threshold point. They found that if this condi-
tion is maintained during the operation, there would be negligible or no fouling. If the
left-hand side of Eq. (10) is taken to be zero, then a set of data appoints can be
generated as shown in Figure 2 for different values of film temperatures. The devel-
oped curve in Figure 2 can be employed to estimate the corresponding film tempera-
ture in the non-fouling zone for a particular velocity.

The fouling prediction models are modified to produce a similar behavior caused
by complex interaction of different mechanisms existing in the crude oil fouling
process. The feedstock composition also plays a critical role in defining the fouling
behavior. The presence of inorganic and asphaltenes molecules in crude oil makes it
difficult to predict feedstock composition effects on fouling rate.

Fouling zone

No fouling zone

Film Temperature

Wall shear stress

Figure 2.
Data curve to estimate film temperature for corresponding shear stress at zero fouling vate [14].
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3. Types of fouling

Fouling phenomena depend on the type and concentration of foulant precursors in
the bulk fluid entering the heat exchanger. There are several types of fouling based on
the feedstock handled by the heat exchanger. Typically, foulant material consists of
organic and inorganic constituents with deposition rates proportional to each other
[15]. The following paragraphs are devoted to explaining different types of fouling.

3.1 Particulate fouling

The deposition of particles on the heat transfer surface is known as particulate
fouling. These particles include originally suspended particles in the feedstock before
entering the heat exchanger and particles formed within the heat exchanger by reac-
tion or flocculation. The concentration of filterable solids in crude oil indicates the
potential of particulate fouling. Wang and Watkinson [16] found that iron sulfide
particles in crude oil were formed by the chemical reaction of hydrogen sulfide with
iron oxides which resulted in particulate fouling. These particles can be inorganic,
organic, or a mixture of both. For example, the salt contained by the boiler water and
crude oils, corrosion products, and sand and dirt particles in cooling water is com-
monly referred to as inorganic particle fouling. Similarly, the deposition of organic
particles produced by the aggregation and flocculation of asphaltenes in crude oils is
known as organic particle fouling. The thermophoretic forces sometimes govern the
particle deposition, which act on particles when there is a temperature difference
between the hot surface and bulk fluid.

3.2 Chemical reaction fouling

Under a favorable condition, the soluble reactants present in the fluid tend to react
to form insoluble products, which are then deposited on the heat transfer surface. The
reaction in the bulk fluid is often polymerization of organic molecules, which results
in products with high molecular weights. The presence of transition metals and het-
eroatoms such as nitrogen, sulfur, and oxygen tend to catalyze the reaction by polar-
izing other organic molecules, leading to lower activation energies for the reaction to
occur. The oxygen reacts with organic molecules to form peroxides, increasing the
polymerization reaction rate. The formation of highly viscous organic foulant from
the deformation of organic molecules is also an example of chemical reaction fouling
in refinery pre-heat train and furnace. Some reactions take place on the heated surface
to transform them into harder products that are not easily removed, such as coke
formation at high temperatures. The presence of unsaturated hydrocarbons, acidic
compounds, mercaptans, and amines in crude oils induce polymerization reactions.
Commonly, the acid number of crude oil is estimated to indicate its susceptibility to
fouling. Temperature is also an important factor in chemical reaction fouling which
promotes the fouling process. Therefore, it is desirable to operate the process at lower
temperatures to mitigate the fouling phenomena.

3.3 Corrosion fouling

The reaction of metal surfaces with the fluid stream in contact to produce deposits
is called corrosion fouling. This type of fouling is highly dependent on the surface
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roughness, composition, and impurities in the fluid stream. The most common
impurity is sulfur, nitrogen, and chlorine compounds such as ammonia, hydrogen
sulfide, and hydrogen chloride. The salt present in crude oils in the from sodium,
calcium and magnesium chlorides sometimes enters the heat exchanger due to less
efficient desalter process. When heated in the form of chlorides, these salts break
down to hydrogen chloride, which is very toxic for steel. The hydrochloric acid
deposits on the heat transfer surface and form corrosion product such as iron chloride.
The reaction is incessant with the continuous production of hydrogen chloride.

CaCl, + H,O — CaO 4 2HCI
2HCI + Fe — FeCl, + H,
FeCl, + H,S — FeS + 2HCI

The sulfur present in crude oils also reacts with iron to form iron sulfide, which is
toxic to the metal surface. Mostly, the organic acids such as naphthenic acids present
in crude oils tend to react with iron to form iron-organic acids, which then react with
hydrogen sulfide to form iron sulfide.

Fe + 2RCOOH — Fe(RCOO), + H,
Fe(RCOO), + HyS — FeS + 2RCOOH

The amount of naphthenic acid present in crude oils is represented by total acid
number (TAN), which indicates crude oil susceptibility to corrosion. The iron sulfide
is insoluble in water and crude oil which act as protection from further corrosion at
low shear stress regions. Sulfur compounds like mercaptans decompose to hydrogen
sulfide in the presence of hydrogen gas and become highly corrosive [16]. Tempera-
ture is also plays a major role in the corrosion process. The decomposition of mercap-
tans into H,S, called sulfidation, occur in the presence of hydrogen gas at
temperatures higher than 230°C. If temperature exceeds 370°C the H,S decompose
into elemental sulfur which is the most toxic state of sulfur.

3.4 Biofouling

This type of fouling can be caused by microorganisms (bacteria, algae, or fungus)
or macroorganisms (barnacles, mussels, or seaweeds). These organisms colonize the
metal surface by taking the nutrition from the interface between biofilm and fluid.
Initially, the aerobic species consume the available oxygen and lead to anaerobic
conditions, which only require nutrition to thrive [17]. This condition results in the
rapid growth of biofilm. Biofouling is commonly found in sea and wastewater sys-
tems. The biofilm deposition by the microorganisms and their products served as the
resistance to heat transfer in recirculation systems. The flow reduction and blockage
of fluid passage are directly related to macroorganisms’ growth in once-through
systems. These organisms can trap the silt and other suspended particles, which
reduce the thermal efficiency of heat exchangers. Due to the depletion of oxygen near
biofilm, the metal surface beneath biofilm becomes anodic, which results in an
enhanced corrosion rate [18]. Biofouling can also result in corrosion by supplying ion-
concentrated sites. The most common industries affected by biofouling are food,
marine, water, medicine, and mining. Biofouling is highly concerned in power plants
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where condenser operations are highly susceptible to biofouling and corrosion. Chlo-
rine is added to the water to overcome this difficulty.

3.5 Crystallization fouling

In this type of fouling, the inorganic salts become insoluble in the fluid at super-
saturated state and form deposits on the heat transfer surface. These salts can behave
with normal solubility or inverse solubility. With normal solubility behavior, the
solubility increases with temperature and vice versa with inverse solubility. The nuclei
of the salt crystal can be formed in the bulk fluid and on the heated surface with
inverse solubility at high temperatures. These nucleation sites may be corrosion prod-
ucts, impurities like crystals, or irregular sites on the surface. The crystals formed in
the bulk fluid are deposited on the heated surface. The fouling grows by the deposition
of the crystal layer over another layer. This fouling is common in desalination systems,
boilers, and evaporators [19]. The crystallization fouling from inorganic salts from
water is known as scaling. These salts usually are sulfates and carbonates of calcium
and magnesium.

3.6 Precipitation fouling

The deposition of asphaltenes separated from crude oils is categorized as precipi-
tation fouling. Asphaltenes are considered the major foulant in crude oil fouling.
When precipitated and flocculated from the crude oil, the asphaltenes molecules form
large particles. These particles are aggregated and deposited on the surface of the heat
exchanger. The chemical formula for asphaltenes is not specific; the number of atoms
a molecule contains varies depending upon the source. Also, the molecular weight of
asphaltenes differs in a wide range. The average molecular weight of asphaltene is
750 amu [20]. The structure of the asphaltene molecule contains polycyclic aromatic
rings with alkyl side chains. The presence of heteroatoms, e.g., oxygen, nitrogen,

(a)

CH,y

Figure 3.
Structure of asphaltenes molecule: Yen—Mullins island model (a) and archipelago model (b) [23].
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sulfur, nickel, and vanadium, renders its polarity. There are two suggested structure
types of asphaltene molecule, i.e., island and archipelago. The island structure is
comprised of a monomer containing six or more rings, while the archipelago is a
polymeric structure with polycondensed groups of rings linked by aliphatic side
chains [21]. A rough estimate suggested about 7—8 fused rings in a single polycyclic
aromatic hydrocarbon (PAH) [22] which favors the proposed island structure.

The concentration of peptizers such as aromatics and resins in the crude oil should
be enough to hold the asphaltenes soluble in the crude oil (Figure 3). The saturates
present in the crude oils are considered as flocculants for the asphaltenes [24]. The
ability of crude oils to maintain asphaltenes soluble is called stability. Sometimes the
combination of different crude oils induces the precipitation of asphaltenes which
cause deposition in the heat exchangers. The Colloidal Instability Index (CII) is con-
sidered as a good indication of the fouling propensity by asphaltenes precipitation.

4. Fouling mechanism

Fouling is a complex phenomenon that involved multiple processes. These
processes occur in a sequential manner, and sometimes one process dominates over
another. The general sequence can be shown in the steps below:

Precursors — Foulant — Hard Deposit

Initially, the fouling precursors enter the heat exchanger or formed within the heat
exchanger. These fouling precursors are then reacted to form insoluble deposits on the
heat transfer surface. After the deposition, the foulant is transformed into a hard
material by aging, which is difficult to be removed. It is still debatable whether the
formation of precursor and foulant is in the bulk fluid or on the heat transfer surface.
However, it is evident from the experimental work [25, 26] that the solubility of
precursors and temperature have a high impact on fouling and both of these factors
can affect fouling in the bulk fluid as well as on the heat transfer surface.

Epstein [27] categorized the fouling in the five stages known as the 5 x 5 matrix, as
shown in Figure 4. This matrix relates the fouling stages with the type involved in the
process.

The details of these main five events, i.e., initiation, transport, attachment,
removal, and aging, are described in the subsequent paragraphs.

4.1 Initiation or formation of foulant material

The fouling phenomenon starts with a delay or induction period with no increase
in the resistance to heat transfer. On the contrary, the fouling resistance sometimes
becomes negative due to an increase in surface roughens, which enhances heat trans-
fer by turbulence [28]. The surface roughness is caused by the initial deposition of
particles on the clean surface present initially in the bulk fluid or formed by polymer-
ization or corrosion reaction.

Only a few studies were done on predicting the length induction period. Yang et al.
[29] developed a model for fractional surface coverage () of the clean surface. The
model relates the surface coverage with time using a sigmoidal function as:

_kl—kz 1

= e T+ we Wy

(11)
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Figure 4.
The currvent standing of the 5 x 5 fouling matrix by Epstein [27]. The color change from lighter to darker indicates

the increase in the degree of understanding.

To maintain a long induction period, the value of deposition rate constant (k1)
should be equal to removal rate constant (k;). They defined the induction period
length as the time to reach 50% of the maximum surface coverage. A good agreement
of model found with experimental data of deposition from crude oil, protein, and salt.
They found very short induction periods with initially not cleaned surfaces. The
length of the induction period depends on various factors such as fluid composition,
surface roughness, temperature, and velocity. However, the temperature is the most
significant parameter that affects the induction period length because the other fac-
tors, such as solubility of precursors and reaction rate, are also temperature-
dependent. High temperature and low velocity significantly reduce the length of the
induction period.

4.2 Transport to the heat transfer surface

The transfer of fouling precursors from the body of the fluid to the heat transfer
surface occurs in many ways, e.g., diffusion, sedimentation, thermophoresis, or
impaction. The migration of the precursor from bulk fluid to the surface boundary
layer due to the concentration difference is called diffusion [30]. The deposition rate
by diffusion can be described as

mp = ky(cp — ;) (12)

where k,, is the deposition rate constant. The mass transfer coefficient, k,,, can be

estimated using the correlations of Sherwood number.
The sedimentation process by the action of gravitational force is common for large
deposit particles such as sand, clay, or rust material [31]. The drag force on the particle
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should be lower than the gravitational force to settle it down on the surface.
Thermophoresis, also known as thermodiffusion or Soret effect, is caused by the
diffusion due to temperature gradient [32]. The particles are transferred from the hot
zone to the cold zone by the thermophoretic force. This phenomenon is common in
gas phase deposition, where particles are derived towards the colder regions of the
heat exchanger. The deposition of particles by impaction is also significant as some
particles achieve high velocity with respect to the fluid and reach the hot surface by
inertial force.

4.3 Attachment or formation of the deposit at the heat transfer surface

The attachment of particles transported to the surface is highly dependent on the
condition of the surface. The rough surface contains the potential to bind with the
particles due to the availability of nucleation sites. The protective coatings on the heat
exchanger surface provide a low-energy surface, reducing its wettability and
preventing fouling. The sticking probability of the particles, defined as the residence
time of the particles on the heat transfer surface, is also a function of velocity and
surface temperature. The experimental studies suggest increased deposition with low
velocity and high surface temperature [33]. Considerable work has been performed to
model foulant deposition on heat transfer surfaces [34]. Many empirical or semi-
empirical models were proposed to describe the deposition mechanism. Kern and
Seaton [35] were the first to propose the deposition model as a competing phenome-
non between deposition and removal as follows:

dx /dt = acp] — Prx (13)

The first and second terms on the left-hand side represent the rate of deposition
removal. They consider the removal rate to be the function of the thickness of the
fouling layer. Paterson and Fryer [36] proposed a model for fouling by skimmed milk.
They assumed the laminar sub-layer as a differential chemical reactor in which the
foulant is produced, and the deposition rate is the product of the foulant production
rate and sticking probability. The proposed model is given as

dd% = a exp (—E/RT)/u, (14)

Polley et al. [37] suggested a fouling prediction model which relates the sticking
probability (S) with shear stress as:

AR, A,
—f — _eiE

/RT¢ 15
= S (15)

The sticking probability was defined as the function of shear stress

0.5
Szl—(Tw_2> (16)

98

Other forces can influence particle residence time on the heat transfer surface,
such as London-van der Waals force, electric double-layer structure, and viscous
hydrodynamic force [38].
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4.4 Removal of material from the heat transfer surface

It is possible that the part of the deposited material loses its bonding with the
surface or the deposition layer. The net deposition of the foulant is the result of the
difference between the deposition rate and the removal rate. These two mechanisms
occur simultaneously during the fouling process. Several factors affect the removal
process, such as erosion, diffusion, or dissolution [39]. The shear forces generated by
the interaction of moving fluid and the static foulant layer cause the breakup of the
foulant particles from the deposited layer. These shear forces can also be generated
from the turbulent sweeps and bursts. As the deposited layer becomes thicker, the
cross-sectional area reduces, resulting in increased velocity and shear stress at the
fluid-layer interface, referred to as the auto-retardation process [40]. This phenome-
non leads to the removal of foulant particles by spalling or erosion. There is also a
possibility that the deposit is removed by diffusion back to the bulk fluid. It is only
possible if the foulant is a reaction product transformed into a soluble product or by
the concentration gradient between the foulant layer and the bulk fluid. Kern and
Seaton [35] related the deposition rate with the thickness of the foulant layer as:

mg = k,7x 17)

Polley et al. [41] modified the model by suggesting the controlling mechanism of
removal as mass transfer dependent rather than shear stress. They replaced the shear
stress parameter with Re®® as:

mg = k, Re %8 (18)

The removal term is also referred to as entrainment because initially, there is no
fouling layer on the clean surface to be removed [42].

4.5 Aging

After the foulant deposition, physical and chemical transformation occurs, which
results in its mechanical and thermal properties known as the aging process. As time
passes, the foulant becomes hard and thermally more conductive by the action of heat.
In a few cases, such as in biofouling, the deposit becomes weaker in strength due to
the corrosive decay of microorganisms. The organic deposit becomes harder in crude
oil fouling as the coking process starts after the deposition. The thermal conductivity
of the deposit also increases with aging, which also enhances the heat transfer
resulting in a lower fouling rate. The change in thermal conductivity due to the
conversion of organic deposit into a coke-like material was reported to be from 0.2 to
1 W/m K [43]. This mechanism is crucial in estimating the accurate thickness of the
foulant layer. Therefore, aging plays a key role in describing the thermohydraulic
behavior of heat exchangers. A long time is required for aging to occur, rendering its
measurement impossible in laboratory experiments. The aging phenomenon was
incorporated in the fouling prediction models by Ishiyama et al. [44]. They correlated
the foulant thermal conductivity with a youth factor, y, which gradually decreases
from 1 to O as aging takes place. The deposit thermal conductivity was represented as:

b=+ (=47 )y (19)
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The youth factor was modeled using a first-order kinetics as:

dy
20
: ky (20)

where k is the rate constant for aging, which depends on temperature by Arrhenius
law.

They assumed that the overall fouling resistance is the sum of resistance by indi-
vidual sublayers with different aging histories. The thickness of each sublayer was
assumed constant; however, the thermal conductivities were varied with time. This
modeling scheme enabled to produce a close to the real behavior of the fouling
process.

5. Conclusion

Fouling is still a long-standing problem in heat transfer research. It is related to the
economic and environmental penalties in heat transfer operations. The complexity of
the fouling mechanism entails difficulty in its understanding. However, recent devel-
opment in fouling prediction models has enabled researchers to estimate the fouling
rate accurately. A successful design of a heat exchanger requires a deep understanding
of the fouling mechanism. This understanding is promising in improving the accuracy
of mitigation actions to optimize the operation of the heat exchanger. Similarly, it also
assures cost-effective cleaning and production planning.

Nomenclature

A, Arrhenius coefficient

A Heat transfer area, m>

Ch Concentration of foulants in bulk fluid, mol/m?
Cs Concentration of foulants on surface, mol/m>

d diameter of tube, m

E Activation energy, J/mol

f fanning friction factor

J mass flux, kg/s

ky, ko lumped rate constants, st

L length of tube, m

mp deposition flux, kg/m” s
mg removal flux, kg/ m?s

P pressure, atm

Q rate of heat transfer, J/s
q heat flux, J/m’s

Jo initial heat flux, J/m’s

qe heat flux after time t, J/m’s
R Gas constant, J/mol K

R¢ thermal resistance, m*K/W
Re Reynolds number

S sticking probability
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Greek
a,p,y,0

Ae

0

i
A¢

time, s

temperature, K

film temperature, K

overall heat transfer coefficient, W/m?K
clean overall heat transfer coefficient, W/m?K
initial flow velocity, m/s

flow velocity in fouled tube, m/s

wettability parameter

deposit thickness, m

youth factor

model fitting parameters.

foulant thermal conductivity, W/m K
fresh foulant thermal conductivity, W/m K
aged foulant thermal conductivity, W/m K
density, kg/m?

shear stress, N/m?

wall shear stress, N/m?

dynamic viscosity, Pa s

fractional surface coverage
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Chapter 14

Fouling in Industrial Heat
Exchangers: Formation, Detection
and Mitigation

Rania Jradi, Christophe Marvillet and Mohamed Razak Jeday

Abstract

Heating or cooling of a fluid by another is made in a heat exchanger with heat
dissipation from surfaces of the equipment. Over time, the abundant quantity of
impurities promotes fouling in a heat exchanger. This equipment has extensive
domestic and industrial applications. The concepts of design, operation, and mainte-
nance of heat exchanger are available in the form of complete technical literature, but
this literature is extensively distributed throughout the industrial bulletins, industrial
design codes and standard, technical journals, etc. Thus, the aim of this book chapter
is to reveal the concepts design, operation, cleaning, and maintenance of heat
exchanger closely related to the industrial practices.

Keywords: heat exchanger, fouling, industrial applications

1. Introduction

Heat exchanger has an important role in an industrial application whose aim is to
heat and cool of large-scale industrial process fluids [1]. Due to their dynamic design,
heat exchangers can be personalized to adapt to any industrial process depending on
many thermodynamic properties, such as the temperature, pressure, type of fluid, phase
flow, density, chemical composition, and viscosity [2, 3]. Efficient heat recovery or heat
dissipation becomes a vital challenge for scientists and engineers because of the global
energy crisis [2]. The optimization of the surface area of the wall between two fluids in
order to maximize the efficiency while minimizing resistance to fluid flow across the
exchangers within the limits of material cost is the main reason for the design of heat
exchangers. The enhancement of heat exchanging surfaces performance could be done
by the addition of corrugations or fins in the heat exchanger, which increase surface area
and may channel fluid flow or induce turbulence [4]. Online monitoring of the indus-
trial heat exchanger’s efficiency is made by following up the overall heat transfer coeffi-
cient based on its temperatures, which tend to decline over time due to fouling [1].

Scale formation can cause potential damage to equipment. This deposit can be very
costly if processed water is not treated correctly. In the industry, chemical products
are commonly used to treat the water. It is estimated that a total of 7.3 billion dollar
worth of chemical products per year in the U.S. is rejected into the air, dumped in
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streams, and buried in landfills every year. Industry purchased 40% of these chemical
products, which represents more than 2 billion dollar of toxic waste which contribute
to trillion of gallon contaminated water disposed annually into the earth, for control of
scale in the cooling tower, boiler, and other heat transfer equipment. Several methods
can be used to clean fouled tubular heat exchangers such as acid cleaning,
sandblasting, high-pressure water jet, and bullet cleaning or drill rods [5]. Water
treatment as purification, catalytic approach, addition of chemicals, etc., are used to
minimize fouling of the heat exchanging equipment in large scale cooling water
systems for heat exchangers [2] and other processes are also used in steam systems for
power plants to minimize fouling of the heat exchanger and other equipment. For
fouling mitigation, most of the chemicals and additives used are dangerous to the
environment [6]. For that reason, it is necessary to apply chemical products that have
a mild approach to the environment [1, 6].

2. Heat exchanger in industry

Heat exchanger in the industry is heat transfer equipment that uses a thermal
energy exchange process between two or more medium available at a different tem-
perature [7]. This equipment is applied in various industrial processes [8], for exam-
ple in power plant generation, in petroleum oil and gas industry, chemical processing
plants, transportation, alternate fuels, cryogenic, air conditioning, refrigeration, heat
recovery [9], and in other industries and this device is always closely related to our
daily life, such as evaporators, air preheaters, automobile radiators, condensers, and
oil coolers. In general, a heat transfer surface separates the fluid for most heat
exchangers. This surface incorporates a wide range of different flow configurations to
achieve the desired performance in different applications [9, 10]. Heat exchangers can
be classified in many different ways. For industrial heat exchangers, the classification
is generally based on the construction, transfer processes, degrees of surface com-
pactness, flow arrangements; pass arrangements, phase of the process fluids, and heat
transfer mechanisms as is shown in Figure 1 [9].

3. Design concepts for heat exchanger

Normal process requirements specified through service conditions for combina-
tions of un-corroded and corroded conditions and the clean and fouled conditions
must be taken into consideration in the design concepts of the heat exchanger. The
most important of the critical criteria is the design of a heat exchanger for the facility
of maintenance, which means parts cleaning or replacing (tubes, fittings, etc.) dam-
aged by aging, vibration, corrosion, or erosion throughout the service period. There-
fore, the design of the heat exchanger should be as simple as possible especially if
significant fouling is expected. By minimizing temperature in conjunction with the
choice of fluid velocity and by reducing the concentration of foulant precursors, this
incidence of potential fouling can be reduced. Furthermore, the highest flowing
velocity should be allowed under the constraints of pressure drop and erosion from
the flow. In addition, material selection within a limited cost delays the accumulation
of deposits and allows shorter residence time, which should also be compatible in
terms of pH, corrosion, and not only just heat exchanger, but also in terms of heat
equipment and transfer lines of the heat exchanger.
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Figure 1.
Classification of industrial heat exchanger [9].

4. Fouling
4.1 Definition

The deposition and the accumulation of undesirable materials or substances on
heat exchanger surfaces formed the fouling of thermal equipment [11]. This deposit,
which forms on one or both sides of the heat exchanger surface has a lower thermal
conductivity than that of the metal constituting the exchange surface, which creates a
significant increase in overall resistance to heat transfer and therefore, a decrease in
the performance of the heat exchanger. It also impacts the cross-section of the fluids,
which causes an increase in the pressure drop.

It should be noted that the larger size of the heat exchanger, the greater the
duration of the production shutdown.

By way of illustration, Figure 2 [12] shows a bundle of heat exchanger tubes in a
dirty (Figure 2a) and clean state (Figure 2b).

Other than its repercussions on energy performance, fouling in heat exchangers
poses problems in terms of their exploitation and inevitably induces notable additional
costs on the investment during the design of the devices but especially during their
exploitation. These additional costs are mainly due to the growth of energy
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(a) (b)

Figure 2.
Fouled and clean heat exchanger tubes bundles [12].

consumption, production losses, and maintenance and cleaning costs associated with

the capping and clogging of pipes [13].

4.2 Different types of fouling

It is possible to classify fouling according to the mechanism which controls the
deposition rate, according to the conditions of use of the exchanger, or according to
the dominant mechanism, even if it does not control the deposition velocity. In our
work, we have adopted, like most authors [14], the classification which distinguishes
four different types of fouling:

* Fouling

* Corrosion

* Scaling

* Mixed types
4.2.1 Fouling

Fouling appears following to the accumulation of finely divided solids suspended
in the treatment fluid on the heat transfer surface. Three different forms of fouling
can be distinguished [14]:

* Particulate fouling;

¢ Chemical reaction fouling;

* Biological fouling.
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4.2.1.1 Particulate fouling

This type of fouling arises when the solid particles suspended in the process stream
accumulate onto the heat transfer surface [13, 15]. The process is seen as “sedimenta-
tion” fouling if the settling occurs due to gravity as well as other deposition mecha-
nisms. This also involves deposition of corrosion products dispersed in fluids as clay
and mineral particles in river water, suspended solids in cooling water, soot particles
of incomplete combustion, magnetic particles in economizers, deposition of salts in
desalination systems, deposition of dust particles in air coolers, particulates partially
present in fire-side (gas-side) fouling of boilers, etc.

The concentration of suspended particles, fluid flow velocity, temperature condi-
tions on the fouled surface (heated or non-heated), and heat flux at the heat transfer
surface are some factors that may influence the particulate fouling. Figure 3 [16]
shows a photograph of the particulate fouling.

4.2.1.2 Chemical reaction fouling

Result of the formation of deposits due to one or more chemical reactions between
reactants contained in the flowing fluid in which the surface material itself is not a
reagent or participant [13, 15]. In this case, the heat transfer surface may act as a
catalyst as in cracking, coking, polymerization, and autoxidation. Thermal instabilities
of chemical species can also induce fouling precursors, as asphaltenes and proteins.
The occurrence of his types of fouling is for over a wide temperature range from
ambient to over 1000°C but is more pronounced at higher temperatures. An unwanted
chemical reaction occurring during the heat transfer process is the consequence of the
mechanism of this fouling. Several applications in process industry promoted the
formation of chemical reaction fouling, such as petrochemical industries, oil refining,
vapor-phase pyrolysis, cooling of gas and oils, polymerization of process monomers,
etc. In addition, fouling of heat transfer surface by biological fluids may involve
complex heterogeneous chemical reactions and physicochemical processes. In the case
of the formation of the protective oxide layer is inhibited, the deposits from chemical

Figure 3.
Accumulation of solid particles in the plate of a tubular heat exchanger [16].
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Figure 4.
Residue of hydrocarbon in the tubes of a heat exchanger [16].

reaction fouling may promote corrosion at the surface. This type of fouling is often
extremely tenacious that requires a special measure to clean off the deposits from heat
exchanger surfaces to provide them with satisfactory operation life [6]. Figure 4 [16]
shows a photograph of the chemical reaction fouling.

4.2.1.3 Biological fouling

Biological fouling is due by the attachment and growth of macroorganisms and/or
microorganisms and their products on the heat transfer surface, called usually “Bio-
fouling”, and it is generally a problem in water streams [13, 15]. Biological fouling
generally can be divided into two main subtypes of fouling: microbial and macrobial.
Microbial fouling can be defined as the accumulation of microorganisms such as algae,
fungi, yeasts, bacteria, and molds, while macrobial fouling is the accumulation of
macroorganisms, for example, clams, barnacles, mussels, and vegetation as found in
seawater or estuarine cooling water. Generally, microbial fouling precedes macrobial
deposition so it may be considered of primary interest. Biological fouling generally has
the shape of a biofilm or a slime layer on the surface that is uneven, filamentous, and
deformable but difficult to remove. Biological fouling is generally associated with
open recirculation or once-through systems with cooling water despite it can occur in
suitable liquid streams. Biological fouling may promote corrosion fouling under the
slime layer. One of the common problems [16] in heat exchanger operation is the
growth of attached organisms. Several processes may suffer biofouling such as food
processing industries, power plant condensers using seawater, etc. A photograph
illustrating biological fouling is given in Figure 5 [16].

4.2.2 Corrosion

Corrosion involves a chemical or electrochemical reaction between the heat trans-
fer surface itself and the fluid stream to produce corrosion products which, in turn,
change the surface’s thermal characteristics and foul it. This type of fouling is both a
reactant and consumed. The reaction between the surface and the fluid allows creating
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Figure 5.
Presence of biofouling in tubular bundle of a heat exchanger [16].

Figure 6.
Corroded tube of a heat exchanger [16].

a corroded surface [13, 15]. Corrosion fouling may be caused in two ways. Firstly, the
accumulation and adhesion of corrosion products perform on the surface providing
resistance to heat transfer, such as, the presence of sulfur in fuel can cause corrosion in
gas and oil-fired boilers. Secondly, corrosion products may be transported from the
corrosion site as particulate materials and be deposited on the heat transfer surface in
another site of the system as particulate fouling, such as corrosion products originat-
ing in the condenser or feedtrain may cause fouling on the waterside of boilers.
Corrosion is widespread in many applications where chemical reaction fouling takes
place and the protective oxide layer is not formed on the surface that is of significant
importance in the design of the boiler and condenser of fossil fuel-fired power plant.
Figure 6 [16] shows a corroded tube bundle.

4.2.3 Scaling

Scaling is defined as the formation of hard incrustations, adhering to heat
exchange surfaces and thermally insulating [13, 15]. These incrustations are known
as “scale” associated mainly with the production of crystalline solid from liquid solu-
tion. The type of scaling depends on the nature of the heated solution, the
heating process used, and its operating conditions. This phenomenon reduces the
efficiency of heat transfer and increases the effort deployed to clean the scaled
surfaces. Scaling may occur in heat exchangers, in water-cooled exchangers, in
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Figure 7.
Precipitated salts in the tubes of a heat exchanger [16].

seawater or brackish water desalination units, in boilers, etc. Crystal growth during
precipitation, which requires the formation of a primary nucleus is the most impor-
tant phenomenon involved in this type of fouling. Nucleation is the mechanism that
controls the process, as a rule, heterogeneous in the presence of impurities and on the
heat transfer surface. An example of scaling cases on an exchange surface is presented
in Figure 7 [16].

4.2.4 Mixed types

Various mechanisms of fouling have been briefly described, in the practical case;
it is rare that heat exchanger fouling is the result of a single mechanism. Two or
probably more mechanisms are involved in most process streams where fouling
occurs [15]. From a practical standpoint, one mechanism may be dominant, and the
other mechanisms present can be ignored when remedial action is being considered.
For instance, the circulating water in cooling water systems may contain dissolved
solids, suspended particulate matter, and, perhaps, also aggressive chemicals in addi-
tion to microorganisms. Microorganisms, particles, scale, and products of corrosion
maybe contained in the accumulated deposit on the equipment surfaces. The fouling
on heat exchangers may be due to particle deposition, chemical reactions, and corro-
sion in fouling associated with combustion. From these two examples, it will be clear
that the process of fouling may be extremely complex necessitating, a rather empirical
approach to its understanding and investigation.

5. Fouling process

Generally, two simultaneous sub-processes formed the overall fouling process
which is a deposition process and a removal process as illustrated in Figure 8 [2]. It is
important to note that, some of these sub-processes are not applicable in some fouling
instances such as corrosion.

Three basic steps may be visualized concerning the deposition on surfaces from a
moving fluid, which are:

1.The diffusional transport of the foulant or its precursors across the boundary
layers adjacent to the solid surface within the flowing fluid.
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Figure 8.
Fouling process [2].

2.The adhesion of the deposit to the surface and to itself.
3.The transport of material away from the surface.

The sums of these three basic components correspond to the growth of the deposit
on the surface. Mathematically, the rate of deposit growth (fouling resistance or
fouling factor, Rf) is regarded as the difference between the deposition and removal
rates [11]:

Rf = 1ing — 1in, 1)

Where (7i2;) represents the deposition rate and (7,) represents the removal rate
that can be expressed in the units of thermal resistance as m”> K/W or in the units of
the rate of thickness change as m/s or in the units of mass change as kg/m”s.

Five main stages are made successively to form the fouling and can be summarized
as initiation of fouling, transport to the surface, attachment to the surface, removal
from the surface, and aging at the surface [17], which can be summarized briefly as
follows:

1.Initiation of fouling or formation of foulant materials in the bulk of the fluid is
the first stage in the fouling process. This event is preceded by an induction
period or a delay period, (tq) as shown in Figure 9 [11]. During this period, the
basic mechanism involved is heterogeneous nucleation, and (tg4) is shorter with a
higher nucleation rate. Several factors can affect (t4), such as temperature, fluid
velocity, composition of the fouling stream, and nature and condition of the heat
exchanger surface. In the case of low-energy surfaces (unwettable), the
induction periods are longer in comparison with those of high-energy surfaces
(wettable). tq appears to be decreased in crystallization fouling by the increasing
degree of supersaturation, however, it tends to be decreased in chemical reaction
fouling by increasing surface temperature. Due to available suitable sites for
nucleation, adsorption, and adhesion, (t4) decreases when the surface roughness
increases in all fouling mechanisms.

2. Transport of species to the surface is the second stage in the fouling process. This
event means the transfer of the fouling species itself from the bulk of the fluid to
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Figure 9.
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the heat transfer surface. It is the best understood of all sequential events.
Normally, this is done through the action of one or more of the following
mechanisms:

* Diffusion: it involves the mass transfer of the fouling constituents from the

circulating fluid toward the heat transfer surface by reason of the
concentration difference between the bulk of the fluid and the fluid adjacent
to the surface.

Electrophoresis: fouling particles carrying an electric charge may move
closer together or further from a charged surface according to the polarity of
the surface and the particles due to the action of electric forces. Due to
electrophoresis, deposition increases by decreasing the electrical
conductivity of the fluid, by increasing fluid temperature, and by increasing
fluid velocity and it also depends on the pH of the solution. London-van der
Waals and electric double layer interaction forces are some of the surface
forces, which are usually responsible for electrophoretic effects.

Thermophoresis: it is about moving fine particles from a hot zone to a cold
zone thanks to a “thermal force” in the direction of the negative
temperature gradient. Near a hot wall, a high-temperature gradient will
prevent particles from settling, while near a cold wall; the same absolute
value of the gradient will promote particle deposition. The thermophoretic
effect is more important for gases than liquids.

Diffusiophoresis: it involves condensation of the gas stream onto a surface.

Sedimentation: the particulate matter settles on the surface under gravity
action as rust particles, clay, and dust. To occur sedimentation, the
downward gravitational force must be greater than the upward drag force.
Sedimentation is important for both large particles and low fluid velocities.
In processes where rust and dust particles may act as catalysts and/or enter
complex reactions as cooling tower waters processes, sedimentation is
frequently observed.
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* Inertial impaction: for not following fluid streamlines and as a result,
depositing on the surface, the “coarse” particles should have sufficient
inertia.

* Turbulent downsweeps: the fluid is being transported toward the surface by
turbulent downsweeps if the viscous sublayer in a turbulent boundary layer
is not truly steady, which can be thought of as suction areas of measurable
strength distributed randomly all over the surface.

3. Attachment of the fouling species to the surface is the third stage of the fouling
process and implies both physical and chemical processes. In this stage, three
interlinked factors play crucial roles which are surface conditions, surface forces,
and sticking probability. The combined and simultaneous actions of these factors
are largely accounts responsible for the attachment event.

* Surface properties: the most important properties of surface conditions for
attachment events are the surface free energy, wettability (contact angle,
spreadability), and heat of immersion. The difference between the surface
free energy of the wall and the adjacent fluid layer increases by increasing
wettability and heat of immersion. The induction period is longer for
unwettable or low-energy surfaces which suffer less from deposition (such
as polymer and ceramic coatings) in comparison with wettable or high-
energy surfaces. The increase of the effective contact area of a surface and
the provision of appropriate sites for nucleation and the promotion of the
fouling initiation are the causes of surface roughness. This increases the
wettability of wettable surfaces and decreases the unwettability of the
unwettable ones.

Surface forces: among the most important surface forces is the London-van
der Waals force. This force describes the intermolecular attraction between
nonpolar molecules and it is always attractive, while the electric double
layer interaction force can be attractive or repulsive. Whereas, viscous
hydrodynamic force influences the attachment of a particle moving to the
wall, which increases as it moves normal to the plain surface.

Sticking probability: the fraction of particles that reach the wall and stay
there before any reentrainment occurs. A useful statistical concept
conceived to analyze and explain the complicated event of attachment.

4.Removal of the fouling deposits from the surface: correspond to the fourth
stage in the fouling process. This step may or may not occur simultaneously with
deposition under the single or simultaneous action of the following mechanisms;
shear forces, turbulent bursts, re-solution, and erosion.

o Shear forces: the actions of the shear stress exerted by the circulating fluid
on the depositing layer is the result of shear forces. The accumulation of
deposit causes the cross-sectional area for flow decreases, thus increase in
the average velocity of the fluid for a constant mass flow rate and increasing
the shear stress. If the deposit bond resistance is greater than the prevailing
shear forces at the solid-fluid interface, new deposits will form.
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* Miniature tornadoes use to raise deposited material from the surface by
periodic turbulent bursts randomly distributed (about less than 0.5% at any
instant of time) and by continuity, these fluid bursts are offsetted by softer
fluid return scans, which promote deposition.

* Re-solution: the solubility of the material deposited is related to the removal
of the deposits by re-solution. The dissolution will occur only if there is a
change in the properties of the deposit and in the circulating fluid, or in one
of them, because of local changes of certain operational variables such as
temperature, velocity, alkalinity, and this by considering that the fouling
deposit is presumably insoluble at the time of its formation. For instance,
sufficiently high or low temperatures could kill a biological deposit, thus
weakening its attachment to a surface and causing sloughing or re-solution.
The removal of corrosion deposits is done by re-solution at low alkalinity in
power-generating systems and the resolution is associated with the removal
of material in ionic or molecular form.

* Erosion: this process and the overall removal process are closely related. It is
heavily dependent on the shear strength of the foulant and on the steepness
and length of the sloping heat exchanger surfaces, where appropriate and it
is associated with the removal of material in particulate form. If the fouling
layer is composed of well-crystallized pure material (strong formations), the
removal mechanism becomes largely ineffective; in contrast, if the fouling
layer is composed of a wide variety of salts each having different crystal
properties, the removal mechanism is highly effective.

5.Transport from the deposit-fluid interface to the bulk of the fluid: the
destruction of deposits may or may not causes the transport from the deposit-
fluid interface to the bulk of the fluid and this depends only on the mass and
volume of the sloughed piece and on the hydrodynamic forces of the flowing
fluid. In the case of the sloughed piece is sufficiently broad, it may move on the
surface and settled on another site on the system as certain corrosion products.
Because of the erosion effect, all deposits that are removed will be transported to
the bulk of the fluid. Without this action, the removal process is not complete.
The aging of deposits is the most important parameter, which affects deposit
sloughing. It may strengthen or weaken the fouling deposits.

6. Fouling curves

Figure 9 [11] illustrates the initiation period or time delay in heat exchanger
fouling. This period is considered the time when there is no deposition for some time
during the commissioning of a clean heat exchanger [18, 19]. Due to changing flow
characteristics near the wall, the initial growth of the deposit can cause an increase in
heat transfer coefficient rather than a decrease, resulting in fouling resistance. By
changing flow characteristics near the wall, the resulting turbulence increases the film
heat transfer coefficient at the solid/liquid interface and this increase may overcome
the thermal resistance offered by the deposits but the net heat transfer coefficient may
increase.

The negative values of fouling resistance have been reported by several authors [20].
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This process continues until the additional heat transfer resistance overcomes the
advantage of increased turbulence. The time period from the beginning of the fouling
process until the fouling resistance again becomes zero represents the roughness delay
time [21]. The time period from the beginning of the induction period when the
formation of stable crystalline nuclei and their concretion to a compact fouling layer
takes place and ends up with the increase of fouling resistance above zero level
represents the roughness delay time.

For particulate fouling, the initiation period and the roughness delay time are very
small in comparison with scaling fouling where the delay time is fairly long [6].

According to the fouling mechanism and conditions and after the roughness delay
time, the fouling curves can be classified into four categories: linear (A), falling (B),
accelerating, asymptotic (C), or saw-tooth (D) as the case may be as illustrated in
Figure 9 [11].

Normally, the rate of fouling is defined as the average deposit surface loading per
unit of surface area in a unit of time. Utilization of deposit thickness (um) and porosity
(%) are also frequently necessary for the description of the amount of fouling.

1.Linear fouling (curve A): it may be the most common type of fouling. The
fouling rate can be steady with time with increasing fouling resistance and
deposit thickness for this type of fouling. It occurs generally when the
temperature of the deposit in contact with the flowing fluid remains constant.

The fouling model developed by Ebert and Panchal has been reported in [11].
The average (linear) fouling rate under given conditions are expressed in the
form of two competing terms. Mathematically, it is equal to the subtraction of
the anti-deposition term from the deposition term.

drf Iy —E
%—(xRe Pr’ exp RTomm — ¥, 2)

a, B, v, and 6 represent the parameters determined by regression, 7,, represents
the shear stress at the tube wall and T¥;,, represents the fluid film temperature
(average of the local bulk fluid and local wall temperatures). Depending on the
relationship in Eq. (2), it is possible to identify a combination between the
temperature and the velocity below which the fouling rates will be negligible.
This is presented as the “threshold condition” by Ebert and Panchal. The
developed model in Eq. (2) suggests that the heat exchanger geometry can be
effectively applied to maintain the conditions below the “threshold conditions”
in a given heat exchanger because it affects the surface and film temperatures,
velocities, and shear stresses.

2.Falling fouling (curve B): the decreasing of the fouling rate with time, and the
not mitigation of a constant value of the deposit thickness, despite the fouling
rate never drops below a certain minimum value are the characteristics of the
falling fouling. This type of fouling is generally due to an increase in removal rate
with time.

3. Asymptotic fouling (curve C): this type of evolution is observed when the
fouling rate decreases with time until it becomes negligible after a period of time
when the deposition rate becomes equal to the deposit removal rate and the
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deposit thickness remains constant. The asymptotic fouling occurs generally
where the tube surface temperature remains constant while the temperature of
the flowing fluid drops as a result of increased resistance of fouling material to
heat transfer. It may also be the result of soft or poorly adherent suspended solid
deposits upon heat transfer surfaces in areas of fast flow where they do not
adhere strongly to the surface with the result that the thicker the deposit
becomes, the more likely it is to wash off in patches and thus attain some average
asymptotic value over a period of time.

By increasing particle concentration and by decreasing fluid bulk temperature,
flow velocity, and particle diameter, the asymptotic fouling resistance increases.
The first correlation describing the asymptotic fouling model was developed by
Kern and Seaton. Note that no further increase in fouling occurs in this model
beyond asymptotic fouling resistance. Based upon the asymptotic values, fouling
factors for several fluids are suggested by the Tubular Heat Exchanger
Manufacturers Association (TEMA). However, this approach does not address
all fouling phenomena. For example, it does not address fouling at the “hot” end
of a crude oil preheat train because fouling there does not exhibit asymptotic
behavior.

4.Saw-tooth fouling (curve D): this type of fouling occurs when part of the deposit
is detached after a critical residence time or once a critical deposit thickness has
been reached. In that case, the fouling layer then builds up and breaks off again.
Pressure pulses, spalling, trapping of air inside the surface deposits during
shutdowns, or other reasons could cause the periodic variation which often
corresponds to the moments of system shutdowns, startups, or other transients
in operation.

7. Conditions affecting fouling

The most important conditions, which influence fouling is: operating parameters,
heat exchanger parameters, and fluid properties [19, 22].

7.1 Operating parameters

Velocity, surface temperature, and bulk temperature are among the main impor-
tant events of operating parameters that affect fouling at a significant level.

Velocity has a significant effect on fouling. The increase of fluid velocity in
diffusion-controlled process causes more fouling. For high fluid velocities, the fouling
decreases in most cases. By increasing flow velocity, the fluid shear stress increases,
which causes more removal. This leads to lower fouling rates that causes lower fouling
resistance. In the case of particulate fouling, for weak deposits, the increase of the
flow velocity may completely eliminate fouling. In contrast, for stronger deposits, the
increase of the flow velocity beyond a particular point may not decrease fouling
significantly and for very strong deposits, the increase of the flow velocity may not
have any effect at all.

Diverse behaviors, among which the increase of surface temperature may increase,
decrease, or has no effect on the fouling rates [7]. The increase in temperature causes
the increase in both the rates of the chemical reaction and inverse solubility
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crystallization. Because of higher concentration gradients and higher reaction rate
constants, higher surface temperature increases fouling for inverse solubility salts.
Cooling results in more fouling in the case of normal solubility salts.

The bulk temperature affected also the increase in the fouling rate. The increase of
the temperature increases the rate of crystal formation and thus deposition and this is
when precipitation happens in the fluid bulk in inverse crystallization. Thus, the bulk
temperature has effects on chemical reaction rate and polymerization rate.

7.2 Heat exchanger parameters

Among the significant heat exchanger parameters that affect fouling are: surface
material, surface structure (roughness), heat exchanger type, and geometry. Due to
the potential to react and form corrosion products, the surface material is considered
seriously for corrosion fouling. Various materials have different catalytic actions and
may promote or reduce fouling for different processes. The surface roughness affects
significantly on the initial fouling rate and scale formation. Theoretically, the free
energy change associated with crystal nuclei formation is much less on a rough surface
than on a smooth surface [6]. Because of protected zones in the cavities or pits where
flow velocities are very low, rough surfaces result in the higher deposition.

The surface roughness strongly depends on the nuclei attachment and not on the
rate of nucleation, according to Rankin and Adamson and Chandler [6]. Generally, for
all types of fouling, the rough surface causes more fouling and that reduces the delay
time. Surface roughness increases turbulence near the surface, which in turn increases
the removal rate of fouling on the surface. The best performance corresponds to the
increase of surface roughness with deposit formation [6]. The mirror-finished sur-
faces in heat exchangers are used to reduce fouling in practice which is reiterated by
Marriott [6].

7.3 Fluid properties

Among the most known properties that affect fouling processes are the nature of
the fluid and the species dissolved or entrained in the fluid. In cooling systems, for
example, the quality of water has a significant impact on fouling mechanisms, which
cause in crystallization of reverse solubility salts, particle deposition, corrosion, and
biofouling [16].

The intrusion of small amounts of impurities into fluids can trigger or significantly
increase fouling which can either deposit as a fouling layer or act as a catalyst for
fouling processes. For instance, fouling by chemical reaction or the polymerization of
hydrocarbons in refineries is due to the presence of oxygen and/or trace elements such
as vanadium and molybdenum.

The presence of fine particles of impurities triggers the seeding deposition process
in the case of crystallization fouling. The properties of impurities are the basis for the
manufacture of many anti-fouling chemicals. These impurities as sand or other parti-
cles suspended in cooling water can sometimes have a deposit reduction or removal
action [15].

Suspended solids promote the sedimentation of particles by gravity on the heat
transfer surfaces. In this case, prevention is achieved by avoiding stagnant areas.
Indeed, high water velocities (greater than 1 m/s) of the water help prevent the
clogging of particles. It is often economical to install upstream filtration.
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8. Fouling models

Various models have been proposed for different types of fouling but the analysis
and the improvement of the model are still progressing because of the complex nature
of deposit formation and the lack of reproducible measurement of fouling resistance.
Several assumptions were assumed in order to simplify various models [23, 24], such as:

* Generally, only one type of fouling is considered.

* Homogeneity of the fouling layer.

* The form of deposits, such as crystals and particles, is ignored.

* In most cases, the changes in the physical properties of the fluids are neglected.

* In general, the changes in flow velocity with changing cross-sectional area
because of fouling are overlooked.

* Surface roughness is neglected.
* Change in surface roughness with deposit formation is also neglected.

A few attempts have been made to model the initiation or roughness delay period
and almost all the models predict fouling after the delay period. The majority of
models usually take into account the main parameters related to fouling such as flow
velocity, concentration, wall and bulk temperature, and time. In contrast, other some
notable parameters that are effect of simultaneous action of different fouling
mechanisms, equipment design, surface parameters such as surface material and sur-
face roughness, increase in surface area with deposition, properties of foulant stream,
nature of the process, and the fluctuations in operation are neglected in modeling [24].

Accumulation is usually considered to be the net result of two simultaneous pro-
cesses: a deposition process and a removal process. Mathematically, the net rate of
accumulation can be expressed as the difference between the deposition and removal
rates which represent the equation of material balances. It should be noted that the
semi-empirical modeling was developed on the basis of this equation whose general
expression is:

Rate of accumulation = Rate of deposition-Rate of removal

dm
d—tf:mf:mrm, 3)

The deposition rate depends on the type and mechanism of fouling, while the
removal rate depends on both the hardness and the adhesion strength of the deposit
and the shear stress which results from the flow velocity.

Help the designer or indeed the operator of heat exchangers; to assess the impact of
fouling on heat exchanger performance in certain operating conditions is the purpose
of any fouling model. Providing a fouling model is based on its mathematical inter-
pretation but the inclusion of an extensive set of conditions for such a model would be
difficult and even impossible. Concerning the production of a mathematical model for
the fouling process, the general material balance given in Eq. (3) is the basis of the
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modeling, which is centered on evaluating the functions 7, and 7z, for specific fouling
situations, some of these models are:

8.1 McCabe-Robinson model

This model developed in 1924 concerns the fouling of the surfaces of heat
exchangers used as evaporators. The correlation proposed to evaluate the solid mass
deposited is [24]:

g = ag (4)

Note that no information has been specified concerning the physical meaning of
the coefficient “a” and the deposit elimination mechanism.

8.2 Kern and Seaton model

In 1958, Kern and Seaton from some experimental fouling results managed to say
that the rate of deposition mass, 71,, remained constant with time t but the rate of
removal mass, 7z, is proportional to the accumulated mass, m, and therefore
increased with time to approach 7z, asymptotically.

The particle wall transport phase controls the deposition process whereas the shear
stress controls the removal phase. Considering that (7z,) is proportional to the
deposited mass of particles, the expressions of (7z,) and (71,) are the following [11]:

g = ky X (Cy — Cu) )

m, = C1 X 7y Xmf (6)

(k,) represents the transport coefficient, (Cy) represents the particle concentration
in the fluid, (C,,) represents the particle concentration at the wall, (C;) represents a
dimensional constant, and (z,,) represents the shear stress exerted by the fluid on the
deposit.

So, Eq. (3) becomes:

dms _

pr ky x (Cp — Cyp) — C1 X 7y X Mg @)

The integration of Eq. (7) from the initial condition (= 0) at (¢ = 0) gives:

kp X (Cb - CW) (—C1 X7y xt)
=t X 1 | ®
Acknowledging that: 7 = g —and m;* = W
Eq. (8) is expressed as follows:
me=mg* X (1—e) 9)

where (mf*) is the asymptotic value of myand 6 = % . (¢,) is the time constant which

represents the average residence time for an element of fouling material at the heat
transfer surface.
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Assuming that the initial fouling flow is equal to the deposition flow and that the
thermophysical properties of the deposit (conductivity and density) are constant,
Eq. (9) can be written in the form of a thermal fouling resistance:

RF() =Rf* x [1— exp (- ;)} (10)

(Rf (¢)) represents the evolution of the fouling resistance as a function of time
(expressed in (m*KW™1), (Rf*) represents the asymptotic value of the fouling
resistance (expressed in (m?> K W) (this value characterizes the situation where the
deposition rate and the breakout speed are equals), (¢) represents the time (expressed
in (s)) and (r) represents the characteristic time (expressed in (s)) and generally its
value is attributed to the time required for the fouling resistance to reach its asymp-
totic value in case the evolution of this kinetics was linear.

The real solution would be to find expressions for (Rf*) and (¢,) as a function of
variables affecting the fouling process.

8.3 Taborek et al. model

Helalizadeh reported in [24] the water characterization factor introduced by
Taborek et al in 1972 to the deposition term which is used to account for the effect of
water quality. Diffusion of the potential depositing substance to the surface (1) and
bonding at the surface (2) are the two processes of the deposition term. This deposi-
tion rate is expressed in an Arrhenius type equation as the following:

—Ea
my = kiPy" exp ( ) (11)
R,T,

(Ky) represents the deposition constant, (P,) represents the deposition probability
factor related to velocity and “Stickiness” or adhesion characteristics of the deposit,

(n) represents an exponent, (£2) represents the water characterization factor, (%)
gl

represents the Arrhenius reaction rate function, (Ea) is the activation energy, (R,) is
the universal gas constant and (T;) is the absolute surface temperature.

In the proposed model, the removal rate was assumed that is a function of shear
stress, deposit thickness, and bonding strength of the deposit. The removal function
was given as follows:

WLV = kz (;) Xf (12)

(k3) represents the removal constant, (7) represents the fluid shear stress exerted
on the deposit surface, (¥) represents the strength or toughness of the deposited layer.
In material balance (Eq. (1)), by replacing the deposition rate (Eq. (11)) and removal
rate (Eq. (12)), the resulting equation is as follows;

xXf klpdgne—Eu/Rngs (1 _ e_—kz/lfrt/‘l’)

kz‘[ﬁf

(13)
Af -

Rf =
% n ,—Ea/Ry xTs koA
And Rf* =hbiie = g =20 = 1

kel ¢ > ¥ I
¥

262



Fouling in Industrial Heat Exchangers: Formation, Detection and Mitigation
DOT: http://dx.doi.org/10.5772/intechopen.102487

8.4 Watkinson et de Martinez model
Watkinson and Martinez proposed in 1975 a model based on the models developed

by Kern and Seaton (1958) and Reitzer (1964) taking into account the phase of
elimination of the deposit. The general expression for this model is [24]:

Rf =Rf* x (1—¢®) (14)
The parameter (B) is determined from the experimental data.
For crystallization fouling, the fouling resistance (Rf ) is given by the following

equation:

Rf* ~ 0.0002751T — 0.08489

a2 (aw)?

(RF) -+ 2 (BF)+ o

Where (a;) is the inside heat transfer coefficient and (v) is the flow velocity.

8.5 Watkinson model
Based on the model developed by Watkinson and Martinez, Watkinson
reported the effect of fluid velocity on the asymptotic fouling resistance in three cases

as [15];

1. Calcium carbonate scaling (with constant surface temperature and constant
composition)

" 0.101
Rf" = o133 5 D03 (16)

2.Gas oil fouling (with constant heat flux)

. 0.55

3.Sand deposition from water (with constant heat flux)

. 0.015
R == (18)

Where (Rf”) is the asymptotic fouling resistance, (v) is the fluid velocity and (D) is
the tube diameter.

8.6 Hasson et al. model

In 1981, Hasson et al. expressed the degree of fouling by crystallization due to
calcium carbonate (CaCO3) per interface unit by the following relation [24]:

a =K, ([Ca**],[CO ], ~ K,y ) (19)
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Where [Ca? *] is the concentration of calcium ion and [CO3* ] is the concentration
of carbonate ion.

By performing mathematical manipulations on the previous relationships, the
fouling rate is obtained by the following relationship:

| . ) _ . 2
K (% + K;p> (% +[COy] = 4k, [Ca* ]’ (1 - ﬂ[?ﬁﬂ) ([HC;% - %) 0

Where (K;) and (K) are the first and second dissociation constant, (K,,) is the
molar solubility product, and (k,) is the reaction rate constant.
The expressions allowing having these constants are:

logK; = —17052_ 15m log T + 0.12675T + 545.56 (21)
—2902.

logK, = # —0.02379T + 6.498 (22)

logK,, = —0.01183(T — 273.2) — 8.03 (23)

(24)

K, = exp (41.04 — 10417'7)

By doing mathematical operations, the expression of the Eq. (20) reduces to:

0.56b [Ca>*] ((1 +4) " 1)

g = (25)
a
Where:
4K,K, [Ca*"
_ 4K [Ca] (26)
Kqp
[CO,]  4KK,[HCO;™] KoK, [CO]
b= 27
[Cazﬂ + K.p ﬁ[Cazﬂ (27)

KoK, [HCO3?  KyK/[CO,]

K.p [Ca”] P [Cazﬂ 2 (28)

(p) is the mass transfer coefficient, calculated using the following relation, pro-
posed by Hasson et al. and reported in [24]:

f = 0.023 Re 85,033 dﬂ (29)
eq

8.7 Ritter model

In 1983, Ritter examined all possible parameters to correlate both the induction
period and the fouling rate associated with calcium sulfate. He showed that the
induction period and the fouling rate depend on the supersaturation of the solution
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and that the secondary correlation parameter is the mass transfer coefficient. The
expressions proposed by Ritter are [24]:
For the induction period:

21x10°*
=22 P (30)
C,—C*
p(%)
For the fouling rate:

dRf  1.9x107°8 (C, —C*\?
drRf _ 19 x P (Cy _ (31)
dt P C

Where (0) is the induction period and % is the fouling rate.
Note that for these results, Ritter did not specify the operating conditions.

8.8 Knudsen analysis

The fouling process is complicated and dynamic. Generally, the fouling resistance
is not measured directly but must be determined from the degradation of the overall
heat transfer coefficient [25], and the fouling factor, Rf, could be expressed as [15];

1 1

B =51 (32)

On the basis of the change in the overall heat transfer coefficient of the fouling test
section experimental fouling data have been analyzed as in Eq. (34). It is assumed that
the thermal-hydraulic condition in the test section remains reasonably constant for
the duration of the fouling test. Through the use of the model of Taborek et al., the
two parameters (Rf™) and (¢,) can be determined for each fouling situation. The (Rf™)
represents the asymptotic fouling resistance contains all the factors that influence
fouling and (z.) represents the time constant of the fouling resistance exponential
curve i.e. the time required for the fouling resistance to reach 63% of its asymptotic
value (i.e. (t,) ~ 0.63 x (t*)). This parameter (time constant) depends on the shear
stress, the deposit strength factor, and the deposit thermal conductivity;

W
t, =
thods

(33)

From the deposition-removal model, which was first presented by Kern and Seaton
and reported in [15] (Eq. (10)) and from Eq. (32), the overall heat transfer coefficient
of the fouled surface. Uy, may be given as;

U,
Uf_l—l—chRf (34)
Then
1
Us = (35)
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In Eq. (35), if the two coefficients (Rf* ) and (¢.) can be obtained accurately either
empirically or analytically, they will be useful for predicting the fouling factor which
can be used in practical heat exchanger design.

9. Prediction of fouling factor

Fouling is generally defined as the formation of an essentially solid deposit of low
thermal conductivity upon the heat transfer surface, through which heat must be trans-
ferred by conduction. But, the thermal conductivity of the fouling layer and its thickness
is generally unknown, that’s why the possible solution to the heat transfer problem is to
introduce a fouling factor in order to take into account the additional resistance to heat
transfer and make possible the calculation of the overall heat transfer coefficient [7]. The
opposite value of the fouling factor represents the fouling coefficient.

It is necessary to be careful in selecting fouling factors in calculating heat transfer,
particularly where fouling resistances completely dominate the thermal design. Gen-
erally, the uncertainties in design parameters such as fluid properties, flow rates, and
temperatures have less effect than that of the uncertainty inherent in fouling factors
[11, 26]. A significant fouling factor is considered as a safety margin to cover uncer-
tainties in fluid properties and even in process knowledge, but the use of an exces-
sively significant fouling factor will result in an oversized heat exchanger with two or
three times more area than is really necessary.

Several experience-based tables available provide typical fouling factors such as
TEMA Table RGP-T-2.4 [27]. For each particular application, an acceptable evaluation
of the effects of fouling needs to be judged and evaluated. However, these tables are
being considered as a guide in the absence of more specific information.

To predict the rate of fouling in heat exchangers or to estimate fouling factors to
use in heat transfer calculations, several semi-empirical models have been developed
over the years and some of them are presented in the previous section. Recent
research work has recourse to the use of digital computers which are able to provide
rapid means to perform calculations. The ANN method has been applied in many
disciplines of engineering and has produced promising results. The ANN method
becoming a powerful tool and progressing at an impressive rate due to its feature
which is the ability to learn and generalize the relationships in a data set and to
provide quick and satisfactory predictions. This technique became attractive for many
different applications [28, 29].

The ANN method is an efficient and powerful non-linear computational structure
derived from a biological neural system and composed of very simple and highly
interconnected elementary units called neurons [30-32]. The neurons are organized
according to architecture and the connection to each other is made by weighted links
over which signals can pass. Each neuron treats the weighting factor, which is
attached to the input (wX) and which is added to the bias coefficient (9) with a
suitable activation or transfer function (f). Thus, the output (Y) can be
mathematically expressed as [30]:

v =f (> wx +0) (36)

Several used transfer functions, such as the hyberbolic tangent, the linear transfer
function and the Gaussian function, and the tangent sigmoid function [33].
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In engineering applications, the back propagation (BP) learning algorithm has
become the most popular and exciting kinds of ANNs [34]. It is designed to solve the
problem of determining weight values for a multi-layer ANN with feedforward con-
nections from the input layer to the output layer through the hidden layer. The
application of the ANN approach can be used to develop the best configuration in the
training period.

The ANN approach has been widely used in different applications, especially in the
field of heat exchangers such as the design and control of heat exchangers [35, 36],
and in the simulation of heat exchanger performance [35-37] and estimation of heat
exchanger parameters [7, 35].

As an alternative and practical technique, the ANN approach has also been used to
evaluate the rate of heat exchange and heat transfer coefficient for a different type of
heat exchangers [36] and in other applications including in particular the prediction of
the rate of fouling and fouling factor in a shell-and-tube heat exchanger [7, 38].

To predict the fouling rate and fouling factor in heat exchangers, an ANN model
can be developed and the available data set used for training the network and verify-
ing its generalization capability. The fouling factor are then calculated and the input-
output pairs are presented to the network, and the weights are adjusted to minimize
the error between the network output and the actual value. Once training is complete,
predictions from a new set of data may be done using the already trained network.

A few works relating to the application of artificial neural networks to predict the
fouling rate or fouling factor are: in [39], the input layer of the artificial neural
network comprised five parameters, namely: the inlet and outlet temperatures of the
cold fluid, the inlet temperature of the hot fluid, mass flow rate of cold and hot fluids
is used for predicting the fouling factor. Aminian and Shahhoseini [40] predict the
fouling rate of crude oil pre-heaters using a four layers feedforward neural network
model. The velocity of crude oil, tube surface temperature, and tube diameter were
employed as independent variables of the ANN model. Fouling threshold in crude oil
pre-heaters was predicted as a function of surface temperature, Reynolds, and Prandtl
numbers using a neuro-based model [41]. Shell and tube side input temperatures and
tube side crude oil flow rate was considered as the independent variables of the
proposed model, while the output variable was chosen to calculate the fouling factor
[42]. Davoudi and Vaferi [7] employed the ANN for predicting the fouling factor from
some easily measured variables of the system which are density, velocity, temperature
of the fluid, oxygen content, hydraulic diameter of the fluid passage, surface temper-
ature, and time. And more recently, Jradi et al. [30] estimated the fouling resistance
according to the inlet and outlet temperatures of the cold fluid, the temperature of the
hot fluid, the density and the volume flow rate of the cold fluid, and the time for three
types of heat exchanger by using three different methods which are: Kern and Seaton,
Partial Least Squares (PLS) and Artificial Neural Networks (ANN). Results have
shown that modeling by the use of ANN is very performing compared with modeling
by PLS and Kern and Seaton.

10. Fouling control

To avoid technical problems associated with fouling of heat exchangers (plugging
and clogging of pipes, corrosion of materials, drop in energy performance, loss of
production due to the shutdown of installations for maintenance and cleaning), there are
currently several methods for detecting and/or monitoring the evolution of fouling [13]:
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¢ Predictive maintenance,
* Direct measurements at the terminals of the exchanger,
* Measurements using probes.

10.1 Predictive maintenance

Several techniques for developing a predictive maintenance program are available
either by thermography or by visual inspection.

* Thermography makes it possible to measure the intensity of emissions of infrared
rays, that is to say, heat, in order to determine the operating conditions of the
installations.

Three types of infrared devices can be used in predictive maintenance:

Infrared thermometers: these are designed to measure the actual surface tempera-
ture at a single, relatively small point in an installation. As the measurement is
restricted to a single point, this method offers limited possibilities.

Linear scanners: they take a temperature reading along a particular line, and
therefore in one dimension. Although this method opens up a somewhat wider field of
vision, it is also limited.

Imagers: they analyze all the infrared emissions from the exchanger. Most often
these are infrared cameras.

These methods, although effective and new, make it possible to locate the problem
of fouling, but remain qualitative due to the numerous errors in temperature mea-
surement by radiometry.

* Visual inspection

Regular visual inspection of industrial facilities is an integral part of a predictive
maintenance program. The user, guided by his own experience, can detect, through
visual inspection, the level of fouling of the exchangers in his installation. Thus, this
routine operation provides subjective but necessary information for setting up the
maintenance program.

The principle common to these techniques lies in the regular monitoring of the
condition of the installation. They provide more or less information on the state of
fouling of the exchangers, but very little on heat transfer.

10.2 Direct measurements at the exchanger terminals

In industrial practice, there are different methods for detecting and monitoring the
progress of fouling. Generally, three methods are used based on [13]:

* Monitoring the variation of the heat transfer coefficient or the fouling
resistance.

* Simultaneous observations of pressure drop and flow rate indicators.

» Temperature measurements at the inlet and outlet of the heat exchanger.
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10.3 Measurements using a probe

In this case, the fouling is monitored using a probe. The devices are classified into
four main categories according to their mode of operation:

* Devices using optical methods: these devices use optical methods such as lasers or
pyrometers to determine the thickness of the deposit. However, these techniques
are restricted to laboratory tests under very controlled conditions and are
therefore difficult to extrapolate to industrial conditions.

* Devices using a deposit measurement: these probes are used to collect deposits
qualitatively under controlled conditions. With such devices, the mass of the
deposit on the exchanger tube cannot be determined. These probes are used to
characterize the thermal properties of the deposit.

* Devices allowing the measurement of the mass increase: such a device
allows the quantitative measurement of the deposit. This technique requires
the control of many parameters such as the wall temperature or the gas
temperature.

* Devices using flowmeters: measurement by flux meter makes it possible to follow
the decrease in heat flow as a function of the clogging time. It thus makes it
possible to follow the evolution of fouling resistances. On the other hand, these
probes do not make it possible to obtain either the thickness or the profile of the
deposit. So far, this type of probe has mainly been studied in settings where
radiation is the primary mode of heat transfer.

11. Economic aspect of fouling

A very few works have been reported to accurate determine economic penalties
caused by fouling in spite of the high cost in the heat exchanger, which is attribute
to the cost of the difference aspect of the design and operation of this equipment.

In order to evaluate the cost-efficiency of various mitigation strategies, reliable
knowledge of fouling economics is desirable [2].

Fouling of heat transfer equipment in industries imposes additional operating costs
which are not assessed precisely. Several concordant studies have been undertaken to
determine the fouling-related costs in the industry. Generally, fouling costs can be
divided into three major categories as shown in Figure 10 [43] which are: (1) cost
related to the design of the heat exchanger, (2) cost related to the operation of heat
exchanger, and (3) costs related to shutdown of operation.

The total fouling-related costs are as follows:

11.1 Costs related to the design of the heat exchanger

Generally, equipment manufacturers offer oversized heat exchangers, taking into
account, among other things, an additional thermal resistance associated with the
fouling phenomenon, the value of which is often of empirical origin. Thus, the addi-
tional surface area to the heat exchange surface required induces an additional cost of
approximately 20% of the cost of acquisition of the heat exchanger.
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Cost related to
the shutdown
(18%)

Cost related to
the design
(20%)

Cost related to
the operation
(62%)

Figure 10.
Cost imposed due to fouling [43].

11.2 Costs related to the operation of the heat exchanger

Operators resort to very often costly actions such as the treatment of fluids
before introduction into the devices, online control of the operating parameters,
in particular, the temperatures and the inlet and outlet pressures of the two
fluids, and the supply of additional energy to limit the negative repercussions
of fouling on the operation of heat exchangers. These often-costly actions
generate additional costs high to the total cost of operating the facilities in the order
of 62%.

11.3 Costs related to the shutdown of the installation

Whatever the actions used by the operators; the fouling phenomenon of heat
exchangers is inevitable. The planned or unplanned shutdowns of installations to
carry out cleaning and maintenance operations have repercussions in particular on the
nominal production rate. These equally costly operations contribute to an increase of
around 18% in the costs associated with operating the facilities.

12. Fouling mitigation

To reduce the negative effects of fouling on energy performance and the operation
of heat exchangers, several methods are envisaged at different levels of the design-
construction, and operation of this type of device.

Table 1 [15] regroups the main actions to be respected during the four stages of life
of a heat exchanger.

Several works have been done to reduce fouling formation when heat exchangers are
functioning. In the operation stage, numerous methods have been developed in recent
years to control fouling [2, 6]. These methods can be classified as chemical means
(inhibitor), mechanical means, changing the phases of the solution, electromagnetic
fields, electrostatic fields, acoustic fields, ultraviolet light, radiation or catalytic treat-
ment, surface treatment, green additives, fiber as a suspension, etc. In the past, chro-
mate was a successful chemical agent for crystal growth control until it was banned.
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Phase Actions to respect

Design * Choice of heat exchanger type
* Choice of geometry and configuration
* Choice of operating conditions (temperature, flow, etc.).

Construction and assembly * Quality assurance on manufacturing
* Protection during transport and during storage
¢ Cleaning and passivation operation.

Operation * Maintaining operating conditions (temperatures, flow rates, etc.)
¢ Fluid pretreatment
* Use of additives (inhibitors, scale inhibitors, dispersants, acids).

Stop * Disassembly and manual cleaning
¢ Mechanical attacks on deposits (drilling, etc.)
* Hydraulic cleaning with a lance (steam, air).

Table 1.
Actions to be respected to reduce the impact of heat exchangers fouling [15].

Then, chromate-based additives were been replaced with polyphosphate inhibitor
which has a tendency to decompose the foulant in water containing high calcium
hardness. Water fouling rich in calcium-containing phosphate fouling inhibitor has
been studied by Knudsen et al. They demonstrated that acrylic acid/hydroxypropyl
acrylate and acrylic acid/sulfonic acid were both very effective in inhibiting the deposi-
tion of calcium phosphate. Catalyst material composed of zinc and tourmaline was
studied to mitigate fouling. To this end, Tijing et al. reported that this material poten-
tially reduces calcium carbonate fouling formation. Teng et al. reported a similar finding
but for calcium sulfate mitigation [44]. Furthermore, Tijing et al. further extended the
research by using the same catalyst material to mitigate fouling on carbon steel piping.
Most of the methods used in the past for fouling mitigation are dangerous to the
environment. Thus, it is necessary to apply green technology methods and chemicals
approaches benign to the environment [45].

One of safe and efficient nonchemical fouling mitigation method is physical water
treatment (PWT) which is a good alternative. The PWT includes permanent magnets,
solenoid coil devices, green additive and catalytic materials, and alloys [2]. Chemical
additives are often used to mitigate scaling on heat transfer surfaces, but chemical
products are expensive and pose a threat to the environment and health. Kazi [6]
carried out the mitigation of calcium sulfate dehydrates scale formation on heat
exchanger surfaces by using natural wood pulp fiber.

13. Cleaning of heat exchanger

It is often necessary to clean the heat exchangers to maintain or restore the effi-
ciency of the heat exchanger. The cleaning operation of the heat exchanger may be
classified into two groups: online and offline cleaning [46]. The cleaning can be done
online during the phase of operation of the heat exchanger to maintain acceptable
performance of the equipment without interruption of operation allowing thus to
increase the service time between two maintenance shutdowns. In many other cases,
it is necessary to proceed for complete cleaning of the equipment. The offline cleaning
carries out during the stops phases of the installation.
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13.1 Online cleaning

Generally, mechanical and/or chemical methods are used in online cleaning. These
techniques of cleaning are designed for the tube side and do not require disassembly
[13]. Among the main advantage of this type of cleaning is the continuity of service of
the heat exchanger in the hope that no cleaning shutdown will occur. Abruptly
stopping adds an extra cost of a new heat exchanger installation or a high cost of
renovations and no guarantee that all the tubes would be cleaned sufficiently.

13.1.1 Online mechanical cleaning

I.Cleaning of the internal surface of tubes is made by means of circulation of
sponge rubber balls [13], brushes, or a stretched spring. These techniques are
able to prevent the accumulation of particulate matter, biofilm formation and
scale, and corrosion product deposition. They are only applicable to flow
through the inside of tubes.

I1. Accoustic blow-molding [13]: this technique is based on the use of vibrations in the
form of sound waves in high and low frequencies to relieve fouling problems on heat
exchangers. It is a preventive technique and not curative. It has the advantage of not
being aggressive for surfaces of exchange but it is much less effective in sticky and
tenacious deposits that are generally associated with slagging.

III.Flow reversal: this technique allows for eliminating trapped particles in the
entry collectors.

IV.Overspeed: this technique allows finding operating conditions close to clean
conditions. This type of cleaning removes the surface layer of the deposit, but
leashes germs on the wall for deposit growth, which accelerates the deposit
growth phase.

V.Thermal shock [13]: this technique is characterized by a quick change of
temperature causing thus cracking of the foulant layer with the possibility of flaking.

VI.Radiation [13]: the use of ultraviolet light and gamma rays has been considered
for a long time for radiation sterilization of microbial-laden water.

13.1.2 Online chemical cleaning

I.Online chemical cleaning [13]: injection of chemical solutions into the process
streams for cleaning purposes.

I1.Scale inhibitors [13]

III.Chlorination used for combat bio-fouling [13]

13.1.3 Other online cleaning

It can be magnetic or electrical devices [13].
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13.2 Offline cleaning

Offline cleaning is based on the stop operation and cleaning of the heat exchanger,
which can be done by chemically or mechanical ways. This technique is used without
needing to dismantle the heat exchangers, but generally, it is necessary to have access
to the inside surfaces. It would be wise to consider the installation of a “standby” heat
exchanger that provides the opportunity to clean the fouled heat exchanger while
maintaining the production.

13.2.1 Offline mechanical cleaning
13.2.1.1 Pressuriged water

This technique is proven and used in the most diverse industries. It is effective to
remove deposits inside the tubes of the heat exchanger. However, there is a risk of
surface erosion and especially of the destruction of the anti-corrosion protective film.
The water flushing carries away the dislodged material and it is repeated until clean
surfaces are obtained.

13.2.1.2 Using tools

This technique is used to remove even very hard deposits inside the tubes of heat
exchangers. The removal devices are the pneumatic or electric motor, hole-punches,
and hydraulic gun. The application of these devices may be to the rotating shaft
including drills, cutting and buffing tools, and brushes that can be manufactured from
different materials such as steels or nylon, brasses according to the tube material and
the nature of the deposit.

13.2.2 Offline chemical cleaning

a. Acid solutions such as hydrofluoric, hydrochloric, citric, sulfuric, or complexing
agents as EDTA are inhibitors for iron oxides, calcium/magnesium scales,
etc. [13].

b. Chlorinated or aromatic solvents are inhibitors for heavy organic deposits such
as tars and polymers [13].

c. Oxidant solutions of potassium permanganate [13] are inhibitors of carbon
deposition.

14. Conclusion

Fouling is the main unresolved problem in heat exchanger operation and still
remains a phenomenon misunderstood. Among the most serious concern of heat
exchanger users is the problem of fouling deposition and its impact on the economy
because there is a lack of awareness among relevant authorities. There are numerous
and varied penalties for fouling and their effects on the effective, reliable, and safe
functioning of equipment or structures are often very serious. Consequently, this
present paper will encourage relevant organizations in different countries, seriousness
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of this problem, and application of possible mitigation approach. Fouling control and
appropriate cleaning play an important role to reduce the production costs in the
industry. Because of chemical usage, maintenance work and downtime loss, and water
wastage, the production cost significantly increases. For that reason, the relevant
authorities must understand the importance of control and cleaning of fouling and
apply a specific standard of cleaning procedure in the industries.

Nomenclature

C concentration (kg/m3)

D diameter (m)

deq equivalent diameter (m)
E, activation energy (J/mol)
f transfer function

K, solubility product

first dissociation constant
second dissociation constant
reaction rate constant

rate (kg/m2 s)

perfect gas constant (J/mol K)
fouling resistance (m? K/W)
temperature (°C or K)

time (s)

global heat transfer coefficient (W/m?K)
flow velocity (m/s)

SCTHERIEFS

Greek letter

heat transfer coefficient (W/m? K)

mass transfer coefficient

coefficient of linear expansion

density (kg/m?)

concentration effect

shear resistance of the fouling layer (N/m?)
characteristic time or shear stress (s or N/m?)
induction period (s)

empirical structure parameter

water quality

DEDY AT ™R

Indices and exhibitors

relative to the deposit

fouling state

clean state

relative to removal

relative to the wall

relative to the asymptotic value

*g 03 S
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Dimensionless numbers

Pr Prandtl number
Re Reynolds number
Sc Schmidt number
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