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Preface to ”Heat Transfer in Engineering”

The advancements in research related to heat transfer have gathered much attention in

recent decades following the quest for efficient thermal systems, interdisciplinary studies involving

heat transfer, and energy research. Heat transfer, a fundamental transport phenomenon, has

been considered one of the critical aspects for the development and advancement of many

modern applications, including cooling, thermal systems which contain symmetry analysis, energy

conservation and storage, and symmetry-preserving discretization of heat transfer in a complex

turbulent flow. The purpose of this book is to present recent advances, as well as up-to-date

progress in all areas of heat transfer in engineering and its influence on emerging technologies.

The scope of the present book includes heat transfer and thermal phenomena at all scales; thermal

systems and thermal management systems; an interdisciplinary study focusing on heat transfer;

waste heat recovery and allied heat transfer applications; heat transfer in energy storage and energy

conservation; experimental, numerical, and analytical studies focusing on heat transfer and thermal

phenomena; and fundamental mechanisms and practical applications of heat transfer in a wide

variety of processes. This book provides a reference platform for the emerging engineers and

researchers for solving their heat transfer engineering problems and employing them in application

technologies.

Moo-Yeon Lee, Jae-Hyeong Seo

Editors
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Abstract: The improvement in the quantitative and qualitative heat transfer performances of working
fluids is trending research in the present time for heat transfer applications. In the present work,
the first and second law analyses of a microplate heat exchanger with single-particle and hybrid
nanofluids are conducted. The microplate heat exchanger with single-particle and hybrid nanofluids
is analyzed using the computational fluid dynamics approach with symmetrical heat transfer and
fluid flow analyses. The single-particle Al2O3 nanofluid and the hybrid Al2O3/Cu nanofluid are
investigated for different nanoparticles shapes of sphere (Sp), oblate spheroid (OS), prolate spheroid
(PS), blade (BL), platelet (PL), cylinder (CY) and brick (BR). The first law characteristics of NTU,
effectiveness and performance index and the second characteristics of thermal, friction and total
entropy generation rates and Bejan number are compared for Al2O3 and Al2O3/Cu nanofluids with
considered different-shaped nanoparticles. The OS- and PL-shaped nanoparticles show superior
and worse first and second law characteristics, respectively, for Al2O3 and Al2O3/Cu nanofluids.
The hybrid nanofluid presents better first and second law characteristics compared to single-particle
nanofluid for all nanoparticle shapes. The Al2O3/Cu nanofluid with OS-shaped nanoparticles depicts
maximum values of performance index and Bejan number as 4.07 and 0.913, respectively. The first
and second law characteristics of the best combination of the Al2O3/Cu nanofluid with OS-shaped
nanoparticles are investigated for various volume fractions, different temperature and mass flow
rate conditions of hot and cold fluids. The first and second law characteristics are optimum at higher
hot fluid temperature, lower cold fluid temperature, lower hot and cold fluid mass flow rates. In
addition, the first and second law characteristics have improved with increase in volume fraction.

Keywords: Bejan number; hybrid nanofluid; microplate heat exchanger; particle shape; performance
index; thermodynamic analysis

1. Introduction

The nanofluids are novel working fluids which show significant improvement in ther-
mophysical properties due to dispersion of nanoparticles into the base fluid. The nanofluids
enable the superior thermal conductivity and convective heat transfer rate compared to
conventional working fluids. Therefore, the research trend on applicability of nanofluids
in thermal systems is a growing body of work since the last few years. The nanoparticle
shapes have considerable effect on the thermal and hydraulic performance characteristics
of thermal systems incorporated with nanofluids. Numerous research studies elaborate
the influence of nanoparticle shapes on hydrothermal performance of single-particle and
hybrid nanofluid flow in various thermal systems. The introduction is arranged as, the
first paragraph summarizes various research studies on thermophysical properties of
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nanofluid with different-shaped nanoparticles, the second paragraph discusses various
research studies on behavior of heat transfer characteristics of single-particle nanofluid with
different-shaped nanoparticles, the third paragraph summarizes various research studies
to present the effect of different-shaped nanoparticles on heat transfer characteristics of
hybrid nanofluid and at the end, the key research gaps and objectives of the present study
are highlighted in the last paragraph.

This paragraph presents the effect of nanoparticle shapes on the thermophysical
properties of nanofluids. Kim et al. have presented improvement in the thermal con-
ductivity by 16%, 23% and 28% for BL-, PL- and BR-shaped nanoparticles, respectively,
compared to Sp-shaped nanoparticles for alumina nanofluid [1]. Xie et al. have shown
enhancements of 22.9% and 18.5% in thermal conductivity of CY- and Sp-shaped silicon
carbide nanoparticles, respectively [2]. Similarly, Murshed et al. have also presented the
superiority in thermal conductivity of CY nanoparticles compared to Sp-shaped nanopar-
ticles [3]. Timofeeva et al. and Maheshwary et al. have proved that the Al2O3 and TiO2
nanofluids with CY-shaped nanoparticles present higher thermal conductivity and that
those with Sp-shaped nanoparticles present lower viscosity [4,5]. Singh et al. have reported
maximum enhancement in thermal conductivity for PL-shaped silicon carbide nanopar-
ticles [6]. Jeong et al. have concluded that the ZnO nanofluid with rectangular-shaped
nanoparticles present higher thermal conductivity and viscosity compared to that with
Sp-shaped nanoparticles [7]. Zhang et al. have reported the thermal conductivities of
0.2619 W/m-K and 0.2843 W/m-K for silver nanofluid with Sp and nanowire nanopar-
ticles, respectively [8]. Nithiyanantham et al. have presented enhancement in thermal
conductivity by 16% and 12%, and in viscosity by 25% and 37% for Sp- and CY-shaped
alumina nanoparticles [9].

This paragraph presents the summary of single-particle nanofluid with various
nanoparticle shapes in heat transfer applications. Vanaki et al. have analyzed the heat
transfer and flow characteristics of SiO2 nanofluid flow in a wavy channel for various
nanoparticle shapes and concentrations. The SiO2 nanofluid with a PL shape presents the
highest enhancement in heat transfer characteristics [10]. Mahian et al. have presented the
first law analysis in terms of heat transfer coefficient and Nusselt number, and the second
law analysis in terms of entropy generation for alumina nanofluid with nanoparticle shapes
of BL, PL, CY and BR [11]. Akbar et al. have concluded that the PL nanoparticle shape
presents maximum velocity, and the BR nanoparticle shape presents maximum enhance-
ment in thermal conductivity for nanofluid flow in non-uniform channel [12]. Bahiraei et al.
have proved that the Sp, BR, BL, CY and PL nanoparticle shapes present the descending
order of entropy generation for alumina nanofluid flow in microchannel heat sink [13].
Sheikholeslami et al. have presented that the PL nanoparticle shape has the highest Nusselt
number compared to Sp, CY and BR nanoparticle shapes for Fe3O4 nanofluid in a porous
curved enclosure, as well as in a porous cavity [14,15]. Nguyen et al. have concluded
that the PL-shaped nanoparticles show more than 55% enhancement in heat transfer rates
compared to Sp-shaped nanoparticles for CuO nanofluid flow in a wavy channel with
obstacles [16]. Hatami et al. have presented that the TiO2 nanofluid with a PL nanoparticle
shape results in superior engine cooling or heat recovery performance at the higher volume
fraction [17]. Kim et al. have concluded that the acetone-based Al2O3 nanofluid with
CY-, BR- and Sp-shaped nanoparticles present lower thermal resistance by 16%, 29% and
33%, respectively, compared with pure acetone [18]. Bahiraei et al. have investigated the
thermal and hydraulic characteristics of alumina nanofluid in micro plate heat exchangers,
considering nanoparticle shapes of CY, OS, BR, BL and PL [19]. Vo et al. have reported that
the PL-shaped nanoparticles present the highest heat transfer rate and the best performance
evaluation criteria, whereas BR-shaped nanoparticles show the lowest pressure drop [20].
Khan et al. have concluded that the nanoparticle shapes of CY, PL and BR have a significant
effect on temperature distribution compared to velocity distribution for copper nanofluid
flow in parallel channels [21]. Raza et al. have shown that the Sp-shaped nanoparticles
have a higher heat transfer rate compared with CY- and lamina-shaped nanoparticles [22].
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Gireesha et al. have concluded that the BL-shaped nanoparticles have a superior heat trans-
fer rate and Sp-shaped nanoparticles have the highest entropy generation rate compared to
BR-, PL- and CY-shaped nanoparticles [23]. Elias et al. have concluded that the CY-shaped
nanoparticles show better heat transfer and entropy generation characteristics for shell and
tube heat exchangers with and without baffles [24,25]. The PL-shaped nanoparticles show
the maximum heat transfer rate and Sp-shaped nanoparticles show the minimum pumping
power as concluded by Shahsavar et al. for laminar flow and that by Alsarraf et al. for
turbulent flow in a mini channel heat exchanger [26,27]. Al-Rashed et al. have reported
that the PL-shaped nanoparticles show the maximum entropy generation rate and Bejan
number, and Sp-shaped nanoparticles show the minimum entropy generation rate for
laminar flow, and reverse results are reported by Monfared et al. for turbulent flow in a
mini channel heat exchanger [28,29]. Sadripour and Chamkha have presented the heat
transfer and entropy generation comparison of various shapes of metallic and non-metallic
nanoparticles for different nanofluids flow in a solar collector [30]. The heat flow path,
heat transfer and entropy generation of CuO nanofluid with Sp-, CY-, BR- and PL-shaped
nanoparticles are simulated by Liu et al. [31].

The open literature on nanofluid in heat transfer application presents that research is
trending towards the hybrid nanofluids due to their improved thermophysical properties
compared to single-particle nanofluids. Therefore, there are few studies which attempted
to demonstrate the improvement in heat transfer performance of hybrid nanofluids under
the consideration of different nanoparticle shapes. This paragraph presents the summary
of various research studies on hybrid nanofluids with various nanoparticle shapes in heat
transfer applications. Ghadikolaei et al. have compared the TiO2/Cu nanofluid with CY-,
BR- and PL-shaped nanoparticles and reported that the PL-shaped nanoparticles show
the highest heat transfer rate [32]. Ghadikolaei et al. have also proved that the PL-shaped
nanoparticles of Fe3O4/Ag nanofluid show the maximum heat transfer rate due to an
increase in the shape factor [33]. Dinarvand et al. have investigated the heat transfer
and fluid flow characteristics of TiO2/CuO nanofluid with Sp-, CY-, PL- and BR-shaped
nanoparticles and the shown maximum Nusselt number for PL-shaped nanoparticles [34].
Bhattad and Sarkar have proved that the BR- and PL-shaped nanoparticles present the
best and worst hydrothermal performances, respectively, for the hybrid nanofluid with
combinations of alumina, titania and copper oxide or copper with silica nanoparticles [35].
Benkhedda et al. have reported the highest heat transfer rate for BL-shaped nanoparticles
and the highest friction factor for PL-shaped nanoparticles when the TiO2/Ag nanofluid
flows through a tube [36]. Ghobadi et al. have compared the magnetohydrodynamic heat
transfer of hexahedron- and lamina-shaped nanoparticles for the Al2O3/TiO2 nanofluid
and reported that the Nusselt number is affected mostly by lamina-shaped nanoparti-
cles [37]. Aziz et al. have proposed an inverse relation between the shape factor of the
nanoparticle and heat transfer for Cu and Fe3O4/Cu nanofluids [38]. Ghadikolaei et al.
have reported the highest heat transfer rate and Nusselt number for TiO2/CuO and
MoS2/Ag nanofluids with BL-shaped nanoparticles because of an increase in the shape
factor at a higher temperature [39,40]. Similar results are deducted for the GO/MoS2
nanofluid by Ghadikolaei and Gholinia [41]. Maraj et al. have investigated the shape effect
of nanoparticles on magnetohydrodynamic heat transfer and flow characteristics [42]. Sahu
et al. have presented the energy and exergy analyses of various hybrid nanofluids with
Sp-, CY- and PL-shaped nanoparticles [43].

The comprehensive literature review reveals that there is no concrete comparative
study on the first and second law analyses of single-particle and hybrid nanofluids with
different particle shapes in heat transfer applications. The objective of this study is to
investigate the first and second law characteristics of the microplate heat exchanger in-
corporated with single-particle and hybrid nanofluids with different nanoparticle shapes
under various volume fractions, temperatures and mass flow rates. The computational
fluid dynamics approach with symmetrical heat transfer and fluid flow concept is adopted
to evaluate the first and second law characteristics of the microplate heat exchanger. The
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NTU, effectiveness, performance index, thermal entropy generation rate, friction entropy
generation rate, total entropy generation rate and Bejan number are compared for Al2O3
and Al2O3/Cu nanofluids with Sp-, OS-, PS1-, PS2-, PS3-, PS4-, BL-, PL-, CY- and BR-
shaped nanoparticles. In addition, the best combination of nanofluid with nanoparticle
shape to archive an optimum heat transfer performance in the microplate heat exchanger
is suggested based on the first and second law characteristics.

2. Numerical Method
2.1. Computational Geometry and Boundary Conditions

The numerical investigation based on the computational fluid dynamics (CFD) ap-
proach is conducted to evaluate the first and second law characteristics of the microplate
heat exchanger with single-particle and hybrid nanofluids. The three-dimensional model
of the microplate heat exchanger is depicted in Figure 1. The microplate heat exchanger
comprises of two flow lines in the counter flow direction, the nanofluid as hot fluid and
water as cold fluid. There are three flow passages for the nanofluid and three flow passages
for water. Each flow passage is divided into 17 microchannels with a cross section of
0.25 mm × 0.32 mm for the nanofluid and that of 0.25 mm × 0.42 mm for water. Hence,
there are total 51 microchannels with a length of 12.5 mm and wall thickness of 0.52 mm
for the nanofluid and water. The microplate heat exchanger is made up of copper material.
The microplate heat exchanger is symmetrical, which results in symmetrical heat transfer
and fluid flow through the microchannel, hence one pair of microplates for hot and cold
fluids is considered as the computational geometry to reduce the computational time.
The single-particle nanofluid of Al2O3 and hybrid nanofluid of Al2O3/Cu with volume
fractions of 0.5%, 1.0% and 2.0% are considered as hot fluid. The nanofluids are flowing
with inlet temperatures of 90 ◦C, 80 ◦C and 70 ◦C and inlet mass flow rates of 10 kg/h,
20 kg/h and 30 kg/h. The cold fluid water is flowing with inlet temperatures of 10 ◦C,
20 ◦C and 30 ◦C and inlet mass flow rates of 10 kg/h, 20 kg/h and 30 kg/h. The pressure
outlet boundary condition is applied at the outlet of the heat exchanger. The nanofluids
and water enter with uniform velocity and uniform temperature. The external surfaces of
the heat exchanger are assumed to be insulated and a no-slip condition is assumed at all
walls of the heat exchanger. The conjugate heat transfer is considered in the present study
in that the solid domain is subjected to a conduction mechanism and fluid domains are
subjected to conduction and convection mechanisms. The computational geometry of the
microplate heat exchanger presents a similar pattern and symmetry boundary and forms
the mirror pattern and thermal and flow characteristics. Therefore, the symmetry boundary
conditions are applied on the computational geometry of the microplate heat exchanger.
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2.2. Governing Equation and Meshing

The continuity, momentum and energy equations are solved using the computational
fluid dynamics approach to analyze the thermodynamic attributes of the microplate heat
exchanger with single-particle and hybrid nanofluids [44–46]. The continuity Equation (1)
is expressed per unit of surface area (m2). The governing equations are considered for the
single pair microplates in the heat exchanger based on symmetrical heat transfer. While
solving the equations, it is assumed that the flow is three-dimensional, steady, turbulent
and incompressible. Additionally, the working fluids are assumed to be Newtonian [47].

Continuity equation
∇·(ρU) = 0 (1)

Momentum equation

∇·(ρUU) = −∇p +∇·(µ∇U) (2)

Energy equation for fluid domains

∇·(ρUh) = ∇·(λ∇T) (3)

Energy equation for solid domains

∇2T = 0 (4)

The working fluids in the microplate heat exchanger are exposed to heat exchange
which results in entropy generation. The volumetric total entropy generation rate is the
sum of the volumetric thermal entropy generation rate and the volumetric friction entropy
generation rate as presented by Equation (5) [48].

.
ST =

.
STh +

.
SFr (5)

The volumetric thermal entropy generation rate is calculated using Equation (6) as
the summation of volumetric thermal entropy generations due to average and fluctuating
temperature gradients [48].

.
STh =

λ

T2 [(
∂T
∂x

)2 + (
∂T
∂y

)2 + (
∂T
∂z

)2] +
λ

T2 [(
∂T′

∂x
)2 + (

∂T′

∂y
)2 + (

∂T′

∂z
)2] (6)

The first term at the right side of Equation (6) presents the volumetric thermal entropy
generation rate due to time–mean temperature gradients. Whereas, the second term at
right side of Equation (6) presents the volumetric thermal entropy generation rate due to
fluctuating temperature gradients, which could also be expressed as Equation (7) [48].

.
STh′ =

λt

T2 [(
∂T
∂x

)2 + (
∂T
∂y

)2 + (
∂T
∂z

)2] (7)

Therefore, the volumetric thermal entropy generation rate could be reduced to Equation (8)
after manipulating λe f f = λ + λt.

.
STh =

λe f f

T2 [(
∂T
∂x

)2 + (
∂T
∂y

)2 + (
∂T
∂z

)2] (8)

The volumetric friction entropy generation rate is evaluated using Equation (9) as
the summation of direct dissipation due to the average velocity gradient and indirect
dissipation due to the fluctuating velocity gradient [48].
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.
SFr =

µ

T
{2[( ∂v

∂x )
2 + ( ∂v

∂y )
2 + ( ∂v

∂z )
2] + ( ∂vx

∂y +
∂vy
∂x )2 + ( ∂vx

∂z + ∂vz
∂x )

2 + (
∂vy
∂z + ∂vz

∂y )
2}

+ µ

T
2[( ∂v′x

∂x )2 + (
∂v′y
∂y )2 + ( ∂v′z

∂z )2] + ( ∂v′x
∂y +

∂v′y
∂x )2

+( ∂v′x
∂z + ∂v′z

∂x )2 + (
∂v′y
∂z + ∂v′z

∂y )2

(9)

The first term on right side of Equation (9) indicates the direct entropy generation
due to dissipation in the mean flow field, which is commonly denoted as direct dissi-
pation. Whereas, the second term on the right side of Equation (9) indicates turbulent
or indirect dissipation due to fluctuating velocity gradients, which is also expressed as
Equation (10) [48].

.
SFr′ =

ρβ∗kO
T

(10)

Therefore, the volumetric friction entropy generation rate could be reduced to
Equation (11) [48].

.
SFr =

µ

T
{2[( ∂v

∂x
)2 + (

∂v
∂y

)2 + (
∂v
∂y

)2] + (
∂vx

∂y
+

∂vy

∂x
)2 + (

∂vx

∂z
+

∂vz

∂x
)2 + (

∂vy

∂z
+

∂vz

∂y
)2}+ ρβ∗kO

T
(11)

Here, β∗ is the model constant with value of 0.09.
The Bejan number is evaluated to quantify the contribution of the volumetric thermal

entropy generation rate in the volumetric total entropy generation rate. The Bejan num-
ber (Be) is defined as the ratio of the volumetric thermal entropy generation rate to the
volumetric total entropy generation rate, as presented by Equation (12) [48].

Be =

.
STh

.
ST

(12)

The governing equations are solved using the finite volume method and second
order approach. The tetrahedron mesh elements are considered for the computational
geometry of the heat exchanger and fluid domains. The inflation layers are provided
on the fluid domains to consider the effect of boundary layers at the walls of the heat
exchanger. The mesh independency test is carried out by generating five different mesh
element numbers on the computational geometry. The results of performance index are
evaluated for different mesh element numbers by considering the flow of water as hot and
cold fluids. The inlet temperature and mass flow rate on the hot side are 90 ◦C and 20 kg/h,
and those on the cold side are 20 ◦C and 20 kg/h. The mesh independency results for
five different mesh elements are presented in Table 1. The temperature and pressure drop
results for hot and cold fluids are significantly varying when the mesh element numbers are
ranging from 157,649 to 732,993. However, beyond the mesh element number of 732,993,
the simulated results of outlet temperatures and pressure drops of hot and cold fluids vary
within ±1% [49]. Therefore, the computational geometry with a mesh element number of
732,993 is considered for the further numerical investigations. The mesh configuration of
computational geometry with selected final mesh elements is depicted in Figure 2. The
SIMPLE scheme with velocity-pressure coupling and the convergence criteria of 10−8 are
considered for solving the governing equations.

Table 1. Mesh independency test results.

Mesh Elements Hot Fluid-Temperature
(◦C)

Cold Fluid-Temperature
(◦C)

Hot Fluid-Pressure
Drop(bar)

Cold Fluid-Pressure
Drop (bar)

157,649 88.669 29.841 2.413 1.321
489,478 86.295 26.877 2.637 1.444
732,993 85.180 24.888 2.738 1.502

1,142,485 85.182 24.086 2.742 1.505
1,588,899 85.181 23.865 2.751 1.507
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3. Thermophysical Properties of Nanofluids with Nanoparticle Shapes

The thermophysical properties of single-particle and hybrid nanofluids with different
nanoparticle shapes are evaluated using the models presented in Sections 3.1 and 3.2,
respectively. The different nanoparticle shapes considered are Sp, OS, PS1, PS2, PS3, PS4,
BL, PL, CY and BR, as depicted in Figure 3.
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3.1. Single-Particle Nanofluid Properties

The volume fraction of nanoparticles in nanofluid is calculated using Equation (13) [50].

O =
Vnp

Vb f + Vnp
(13)

The density and specific heat of single-particle nanofluids are not affected by nanopar-
ticle shapes and are calculated using Equations (14) and (15), respectively [51,52].

ρn f = (1−O)ρb f + Oρnp (14)

Cp,n f =
(1−O)ρb f Cp,b f + OρnpCp,np

ρn f
(15)

The nanoparticle shape affects the thermal conductivity and viscosity of single-particle
nanofluids. The thermal conductivity of single-particle nanofluids with Sp-, OS-, PS1-, PS2-,
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PS3- and PS4-shaped nanoparticles are calculated using the model proposed by Hamilton–
Crosser, as presented by Equation (16). The model proposed by Timofeeva et al. [4], as
presented by Equation (17), is used to calculate the thermal conductivity of single-particle
nanofluids with BL-, PL-, CY-, and BR-shaped nanoparticles [53].

kn f

kb f
=

knp + (n− 1)kb f − (n− 1)
(

kb f − knp

)
O

knp + (n− 1)kb f + O
(

kb f − knp

) (16)

kn f

kb f
= 1 +

(
Cshape

k + Csur f ace
k

)
O = 1 + CkO (17)

Here, n is shape factor = 3
Ψ . The values n for OS, PS1, PS2, PS3 and PS4 are calculated

using the sphericity parameter Ψ, whose values for given nanoparticle shapes are reflected
in Table 2. Cshape

k is the nanoparticle shape contribution to thermal conductivity, Csur f ace
k is

surface resistance that affects the thermal conductivity of nanofluid and influences by the
solid/liquid interface.

Table 2. Parameters for calculating thermal conductivity and viscosity of spherical, oblate spheroid
and prolate spheroid nanoparticle shape-based nanofluids.

Particle Shape δ Ψ Øm

Sphere 1 1 0.599
Oblate spheroid 0.13 0.4904 0.575

Prolate spheroid 1 2 0.9287 0.546
Prolate spheroid 2 5 0.7321 0.432
Prolate spheroid 3 7.5 0.6453 0.368
Prolate spheroid 4 10 0.5883 0.321

The viscosity of single-particle nanofluids with Sp-, OS-, PS1-, PS2-, PS3- and PS4-
shaped nanoparticles is evaluated using Equation (18). This equation is proposed by
Muller et al., based on the mathematical model presented by Maron and Pierce. For
calculating the viscosity of single-particle nanofluids with BL-, PL-, CY-, and BR-shaped
nanoparticles, Timofeeva et al.’s [4] model, as presented by Equation (19), is used [53].

µn f

µb f
= (1− O

Om
)
−2

(18)

µn f = µb f

(
1 + A1O + A2O2

)
(19)

Here, O is the volume fraction of nanoparticles in nanofluid and Om is the packing
fraction, which is calculated using Equation (20) [53]. A1, A2 are coefficients proposed by
Timofeeva et al., and values of these coefficients are extracted from references [4,53].

Om =
2

(0.321δ + 3.02)
(20)

The aspect ratio of spheroids is expressed as Equation (21). The parameters a and c
are denoted as lengths of spheroid semi-axes, which could be seen in Figure 3. For OS-
and PS-shaped nanoparticles, these parameters are presented by Equations (22) and (23),
respectively [53].

δ =
c
a

(21)

OS = 1− (
c
a
)2, c < a (22)

PS = 1− (
a
c
)2, c > a (23)
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3.2. Hybrid Nanofluid Properties

The open literature lacks presentation of the concrete models for evaluating the ther-
mophysical properties of hybrid nanofluids with different nanoparticle shapes. In the
present study, the updated equations for calculating the thermophysical properties of
hybrid nanofluids with different nanoparticle shapes are proposed based on equations pre-
sented in Section 3.1 and references [54,55]. The density, specific heat, thermal conductivity
and viscosity of hybrid nanofluids with different nanoparticle shapes are evaluated using
Equations (24)–(30).

Volume fraction of hybrid nanofluid

Ohn f = Onp1 + Onp2 (24)

Density of hybrid nanofluid

ρhn f = Onp1ρnp1 + Onp2ρnp2 +
(

1−Ohn f

)
ρb f (25)

Specific heat of hybrid nanofluid

Cp,hn f =
Onp1ρnp1Cp,np1 + Onp2ρnp2Cp,np2 +

(
1−Ohn f

)
ρb f Cp,b f

ρhn f
(26)

Thermal conductivity of hybrid nanofluid
For Sp-, OS-, PS1-, PS2-, PS3- and PS4-shaped nanoparticles

khn f

kb f
=

Onp1knp1+Onp2knp2
Ohn f

+ (n− 1)kb f + (n− 1)
(
Onp1knp1 + Onp2knp2

)
− (n− 1)Ohn f kb f

Onp1knp1+Onp2knp2
Ohn f

+ (n− 1)kb f − (n− 1)
(
Onp1knp1 + Onp2knp2

)
+ Ohn f kb f

(27)

For BL-, PL-, CY-, and BR-shaped nanoparticles

khn f

kb f
= 1 +

(
Cshape

k + Csur f ace
k

)
Ohn f = 1 + CkOhn f (28)

Viscosity of hybrid nanofluid
For Sp-, OS-, PS1-, PS2-, PS3- and PS4-shaped nanoparticles

µn f

µb f
= (1−

Ohn f

Om
)
−2

(29)

For BL-, PL-, CY-, and BR-shaped nanoparticles

µn f = µb f

(
1 + A1Ohn f + A2Ohn f

2
)

(30)

The parameters for calculating thermal conductivity and viscosity of nanofluids
with Sp-, OS- and PS-shaped nanoparticles are shown in Table 2 [53]. The parameters
for calculating thermal conductivity and viscosity of nanofluids with BL-, PL-, CY- and
BR-shaped nanoparticles are shown in Tables 3 and 4, respectively [53].

Table 5 depicts the properties of the considered nanoparticles of Boehmite alumina
(Al2O3) and copper (Cu) and the base fluid of water [19,50]. These properties are computed
in equations of Sections 3.1 and 3.2 to evaluate the density, specific heat, thermal conductiv-
ity and viscosity for Al2O3 and Al2O3/Cu nanofluids with different nanoparticle shapes.
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Table 3. Parameters for calculating thermal conductivity of blade, platelet, cylinder and brick
nanoparticle shape-based nanofluids.

Particle Shape Aspect Ratio Ck Cshape
k Csurface

k

Blade 1:6:1/12 2.74 8.26 −5.52
Platelet 1:1/8 2.61 5.72 −3.11

Cylinder 1:8 3.95 4.82 −0.87
Brick 1:1:1 3.37 3.72 −0.35

Table 4. Parameters for calculating viscosity of blade, platelet, cylinder and brick nanoparticle
shape-based nanofluids.

Particle Shape
Coefficients

A1 A2

Blade 14.6 123.3
Platelet 37.1 612.6

Cylinder 13.5 904.4
Brick 1.90 471.4

Table 5. Properties of base fluid and nanoparticles.

Property Water Alumina Copper

Density (kg/m3) 997.1 3050 8933
Specific heat (J/kg·K) 4179 618.3 385

Thermal conductivity (W/m·K) 0.613 30 400
Viscosity (Pa·s) 0.001003 - -

4. Data Reduction

The amount of heat released from the hot fluid (Nanofluid) and amount of heat gained
by the cold fluid (Water) are calculated using Equations (31) and (32), respectively [56,57].

The heat absorbed by the working fluid is calculated using Equation (18) [36].

.
Qh f =

.
mh f cp,h f

(
Th f ,i − Th f ,o

)
(31)

.
Qc f =

.
mc f cp,c f

(
Tc f ,o − Tc f ,i

)
(32)

The average heat exchange between hot and cold fluids is calculated using Equation (33) [58].

.
Q =

.
Qh f +

.
Qc f

2
(33)

The overall heat transfer coefficient for the microplate heat exchanger is evaluated
using Equation (34) [58].

U =

.
Q

A∆TLMTD
(34)

The hot and cold fluid flows are considered as a counter flow, hence the log mean
temperature difference is calculated using Equation (35).

∆TLMTD =
∆T2 − ∆T1

ln
(

∆T2
∆T1

) (35)

∆T1 = Th f ,i − Tc f ,o (36)

∆T2 = Th f ,o − Tc f ,i (37)
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The effectiveness of the microplate heat exchanger is evaluated using Equation (38) as
the ratio of actual (average) heat transfer to maximum heat transfer between hot and cold
fluids [59].

ε =

.
Q

Qmax
(38)

.
Qmax = Cmin

(
Th f ,i − Tc f ,i

)
(39)

Cmin = min
(

Ch f , Cc f

)
(40)

Ch f =
.

mh f cp,h f (41)

Cc f =
.

mc f cp,c f (42)

The number of transfer units (NTU) of the microplate heat exchanger is calculated
using Equation (43) [59,60].

NTU =
UA
Cmin

(43)

The performance index of the microplate heat exchanger is evaluated using Equation (44)
as the ratio of average heat transferred between hot and cold fluids to total pumping
power [61].

η =

.
Q

Ppump
(44)

The total pumping power is calculated by adding the pumping powers of hot and
cold fluids, as expressed in Equation (45). The pump efficiency is assumed at 80%.

Ppump =

.
mh f

0.80
∆Ph f

ρh f
+

.
mc f

0.80
∆Pc f

ρc f
(45)

The total entropy generation rate (W/K) for the microplate heat exchanger is defined
as the sum of the entropy generation rate due to heat transfer (W/K) and the entropy
generation rate due to pressure drop (W/K). The total entropy generation rate, entropy
generation rate due to heat transfer and entropy generation rate due to pressure drop are
calculated using Equations (46)–(48), respectively [62,63].

.
Sgen,total =

.
Sgen,heat trans f er +

.
Sgen,pressure drop (46)

Entropy generation rate due to heat transfer

.
Sgen,heat trans f er =

.
mh f Cp,h f ln

(
Th f ,o

Th f ,i

)
+

.
mc f Cp,c f ln

(
Tc f ,o

Tc f ,i

)
(47)

Entropy generation rate due to pressure drop

.
Sgen, f =

.
mh f ∆Ph f

ρh f Tavg,h f
+

.
mc f ∆Pc f

ρc f Tavg,c f
(48)

5. Results and Discussion
5.1. Validation

The experimental conditions applied by Alm et al. [64] for the same geometry and
structure of the microplate heat exchanger are reflected in the present work to validate the
accuracy of the numerical model. The experimental and numerical results are compared
for the hot fluid inlet temperature and mass flow rate of 90 ◦C and 21 kg/h, respectively.
The cold fluid mass flow rate ranges from 20 kg/h to 120 kg/h and the cold fluid inlet
temperature is fixed at 12.5 ◦C for the comparison. The warm water as the hot fluid and
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cold water as the cold fluid are considered for the comparison. The outlet temperatures
and pressure drops of hot and cold fluids are compared for the experimental and numerical
methods, as presented in Figure 4. The trends for the experimental and numerical results
are same for outlet temperatures and pressure drops of hot and cold fluids. The cold fluid
outlet temperature decreases with increase in the cold fluid inlet mass flow rate, which
results in an increase in the hot fluid outlet temperature. Whereas, the pressure drops for
hot and cold fluids have increased with an increase in the cold fluid inlet mass flow rate.
Over the variation range of the cold fluid inlet mass flow rate, the maximum deviation
between the experimental and numerical results of the hot fluid outlet temperature is 4.64%,
that of cold fluid outlet temperature is 4.93%, that of hot fluid pressure drop is 5.64% and
that of the cold fluid pressure drop is 6.49%. The numerical results are in closer agreement
with the corresponding experimental results, with a maximum deviation within ±10%
for both thermal and flow characteristics of the microplate heat exchanger. Therefore, the
numerical model is valid and reliable for the detailed thermodynamic investigations on
the microplate heat exchanger.
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5.2. Evaluation of Nanofluid Thermophysical Properties for Different Nanoparticle Shapes

The density and specific heat are not affected by changes in nanoparticle shape, unlike
thermal conductivity and viscosity. Timofeeva et al. [4] have proved that the whole area of
a solid-liquid interface greatly affects the thermal conductivity and viscosity of nanofluids.
Therefore, the behavior of thermal conductivity and viscosity of single-particle and hybrid
nanofluids with different nanoparticle shapes are depicted in Figure 5a,b, respectively. The
behavior comparison is presented for 1.0% volume fraction of the nanoparticle in both
single-particle and hybrid nanofluids. The nanoparticles of Al2O3 and Cu are mixed in
the proposition of 50–50% in the hybrid nanofluid. The stability and agglomeration of
different-shaped nanoparticles significantly affect the thermal conductivity of nanofluids.
The thermal conductivity of both single-particle and hybrid nanofluids with all nanoparticle
shapes are superior compared to water because of dispersion of high thermal conductivity
nanoparticles into the base fluid. For nanoparticle shapes of Sp, OS, PS1, PS2, PS3 and
PS3, the thermal conductivity of the hybrid nanofluid are better than the single-particle
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nanofluid. Whereas, in cases of nanoparticle shapes of BL, PL, CY and BR, the thermal
conductivity values are the same for single-particle and hybrid nanofluids. Among all
nanoparticle shapes, OS presents highest, and PL presents lowest thermal conductivity
values in the respective cases of single-particle and hybrid nanofluids. The order of thermal
conductivity is obtained based on the enhancement in the aspect ratio due to the fact that
a rise in the contact area causes significant heat transfer when nanoparticles collide with
each other [65]. Kim et al. have stated that BR-shaped nanoparticles present better thermal
conductivity compared to BL-shaped nanoparticles due to rapid agglomeration [1]. The
thermal conductivity values of Al2O3 and Al2O3/Cu nanofluids with OS-shaped nanopar-
ticles are higher by 5.48% and 10.61%, respectively, compared to water. The thermal
conductivity of Al2O3 and Al2O3/Cu nanofluids with PL-shaped nanoparticles is higher
by 2.61% compared to water. The viscosity of single-particle and hybrid nanofluids with
different nanoparticle shapes are higher than water because of the dispersion of nanopar-
ticles into the base fluid. However, the viscosity values are same for single-particle and
hybrid nanofluids with the same nanoparticle shape. The Al2O3 and Al2O3/Cu nanofluids
with PL-shaped nanoparticles present the highest viscosity among all nanoparticle shapes,
which is 43.23% superior to the viscosity of water. The Al2O3 and Al2O3/Cu nanofluids
with Sp- and OS-shaped nanoparticles show the lowest and the second lowest values of
viscosity, which are higher by 3.42% and 3.57%, respectively, compared to water. The PL-,
CY- and BL-shaped nanoparticles present larger viscosity values compared to other-shaped
nanoparticles due to limitation of rotational and Brownian motions. In addition, the PL-
and CY-shaped nanoparticles stay in contact with one another for longer periods and
interact between themselves significantly compared to other-shaped nanoparticles, which
results in a higher viscosity in PL- and CY-shaped nanoparticles. Mahian et al. have
presented the highest viscosity for PL-shaped nanoparticles, which increases with volume
fraction [11]. The density and specific heat of the Al2O3 nanofluid are 1017.63 kg/m3 and
4072.28 J/kg·K, respectively, and those of the Al2O3/Cu nanofluid are 1047.04 kg/m3 and
3965.29 J/kg·K, respectively, for all nanoparticle shapes. From this comparison, it could be
concluded that the single-particle and hybrid nanofluids with OS-shaped nanoparticles
have excellent thermophysical properties compared to other nanoparticle shapes.
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5.3. Evaluation of First Law Characteristics for Different Nanoparticle Shapes

The comparison of NTU for single-particle and hybrid nanofluids with different
nanoparticle shapes is shown in Figure 6. The NTU of single-particle and hybrid nanofluids
are improved for nanoparticle shapes of Sp, OS, PS1, PS2, PS3, PS4, BL and BR compared
to water because of improvement in the thermophysical properties of single-particle and
hybrid nanofluids. In the case of PL-shaped nanoparticles, the NTU values are lower for
both single-particle and hybrid nanofluids compared to water, due to a higher velocity
of PL-shaped nanoparticles. The OS- and PL-shaped nanoparticles present the lowest
and highest velocities, respectively, which results correspondingly into the lower and
higher values of heat transfer coefficients. The lower velocity of OS-shaped nanoparticles
results in a lower heat capacity, which dominates the lower heat transfer coefficients.
Hence, as per Equation (43), it results in the highest NTU value. The higher velocity of PL-
shaped nanoparticles results in a higher heat capacity and higher heat transfer coefficient;
therefore, based on Equation (43), the combined effect of a higher heat transfer coefficient
and a higher heat capacity presents a lower NTU for PL-shaped nanoparticles. The higher
heat capacity dominates the higher heat transfer coefficient for PL-shaped nanoparticles. In
the case of CY-shaped nanoparticles, the hybrid nanofluid shows superior NTU values and
single-particle nanofluid shows poorer NTU values than water. In addition, for the same
nanoparticle shape, the NTU of the Al2O3/Cu nanofluid is superior to the NTU of the
Al2O3 nanofluid due to the addition of high thermal conductivity Cu nanoparticles to the
Al2O3 nanofluid, which results in the thermal conductivity improvement of the Al2O3/Cu
nanofluid. Bahiraei et al. have shown similar results of OS- and PL-shaped nanoparticles
with the highest and lowest NTU, respectively, for single-particle nanofluids [19]. The NTU
values of the Al2O3 and Al2O3/Cu nanofluids with OS-shaped nanoparticles are higher by
2.86% and 6.38%, respectively, compared to the NTU of water. The Al2O3 and Al2O3/Cu
nanofluids with PL-shaped nanoparticles present the NTU values as lower by 3.99% and
1.82%, respectively, compared to the NTU of water.
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The effectiveness of single-particle and hybrid nanofluids with different nanoparticle
shapes are compared in Figure 7. For the same nanoparticle shapes, the effectiveness of
the Al2O3/Cu nanofluid are better than the Al2O3 nanofluid because of an increase in the
thermal conductivity of the hybrid nanofluid by the dispersion of high thermal conductivity
nanoparticles. The behavior of effectiveness is same as of the NTU for single-particle and
hybrid nanofluids with all nanoparticle shapes. For the single-particle nanofluids, OS-
shaped nanoparticles present the highest effectiveness, followed by Sp, PS1 = PS2, PS3,
PS4, BR, BL, CY and PL in decreasing order of effectiveness, in which the effectiveness of
CY- and PL-shaped nanoparticles are lower than water. In the case of the hybrid nanofluid,
the decreasing order of effectiveness is OS, PS4, PS3, PS2, PS1, Sp, BR, BL, CY and PL,
respectively, in which the effectiveness value of PL-shaped nanoparticles is lower than
water. Shahsavar et al. have also presented a lower effectiveness for alumina nanofluids
with PL-shaped nanoparticles [26]. The velocity of different-shaped nanoparticles is in
the inverse relation with the temperature gradient. Therefore, the lower velocity of OS-
shaped nanoparticles raises the temperature variation of nanofluids, which results in higher
effectiveness. The effectiveness values of Al2O3 and Al2O3/Cu nanofluids with OS-shaped
nanoparticles are higher by 2.75% and 6.10%, respectively, and those with PL-shaped
nanoparticles are lower by 3.65% and 1.54%, respectively, compared to the effectiveness
of water.

The performance index presents the combined effect of heat transfer and pressure
drop characteristics. The comparison of the performance index of single-particle and
hybrid nanofluids with different particle shapes is presented in Figure 8. The particle
shape with the superior combination of thermal conductivity and viscosity shows the
higher value of the performance index. Therefore, single-particle and hybrid nanofluids
with OS-shaped nanoparticles show the highest values of the performance index among
all nanoparticle shapes and water. The performance index values of single-particle and
hybrid nanofluids with PL-shaped nanoparticles are lowest among all nanoparticle shapes,
as well as water, due to poor thermal conductivity and viscosity. Despite the lower heat
transfer rate in OS-shaped nanoparticles, the lowest pressure drop results in the highest
performance index. Whereas, the higher pressure drop for PL-shaped nanoparticles results
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in the lowest performance index. Vo et al. have also illustrated that the pressure drop
of PL-shaped nanoparticles is superior to other nanoparticle shapes, which increases
as the volume fraction increases [20]. The OS- and PL-shaped nanoparticles show the
maximum and minimum performance indexes for the alumina nanofluid, as proven by
Bahiraei et al. and Arani et al. [19,53]. The single-particle and hybrid nanofluids with
CY-shaped nanoparticles and the single-particle nanofluids with BL-shaped nanoparticles
show a lower performance index than water despite better thermal conductivity because
of higher viscosity and density. Apart from these combinations, other nanoparticle shapes
present better performance index than water, in which hybrid nanofluids show a superior
performance index than the single-particle nanofluid. The Al2O3 and Al2O3/Cu nanofluids
with OS-shaped nanoparticles present the performance index as higher by 2.24% and
6.58%, respectively, and those with PL-shaped nanoparticles present the performance index
as lower by 8.78% and 5.80%, respectively, than water. The single-particle and hybrid
nanofluids with other nanoparticle shapes show the performance index values in a range
between the highest and lowest values.
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5.4. Evaluation of Second Law Characteristics for Different Nanoparticle Shapes

The thermal entropy generation rate for single-particle and hybrid nanofluids with
different nanoparticle shapes is depicted in Figure 9. The thermal entropy generation is
due to heat transfer, which depends on the temperature gradient. The thermal entropy
generation rates of the hybrid nanofluid are better than that of single-particle nanofluids
for OS-, PS2-, PS3- and PS4-shaped nanoparticles due to superior heat transfer properties
and temperature gradients. However, in the case of Sp-, PS1-, BL-, PL-, CY- and BR-shaped
nanoparticles, the thermal entropy generation rates of hybrid nanofluids are lower than
single-particle nanofluids. The thermal entropy generation rates of all nanoparticle shapes
except OS-shaped nanoparticles are lower than the water for both single-particle and
hybrid nanofluids. The thermal entropy generation rates of single-particle and hybrid
nanofluids with PL-shaped nanoparticles are lowest among all nanoparticle shapes. The
PL-shaped nanoparticles have a higher velocity, which creates significant mixing and
disturbance in the boundary layer. Hence, the temperature gradient decreases, which
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results in a lower heat transfer and thermal entropy generation. The opposite discussion
could be applied for OS-shaped nanoparticles with lower velocity. Bahiraei et al. have also
presented that the thermal entropy generation rates are highest and lowest for OS- and
PL-shaped nanoparticles, respectively [13,48]. The Al2O3 and Al2O3/Cu nanofluids with
OS-shaped nanoparticles show thermal entropy generation rates as higher by 0.14% and
0.70%, respectively, compared to water; however, the percentage increase is not significantly
higher. The thermal entropy generation rates of Al2O3 and Al2O3/Cu nanofluids with
PL-shaped nanoparticles are lower by 6.08% and 6.53%, respectively, compared to water.
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The comparison of the friction entropy generation rate for single-particle and hybrid
nanofluids with different nanoparticle shapes is shown in Figure 10. The friction entropy
generation is due to a pressure drop, which depends on the density and viscosity of
nanofluids with various nanoparticle shapes. The friction entropy generation rates are
lower for hybrid nanofluids compared to single-particle nanofluids for all nanoparticle
shapes. Except for single-particle nanofluids with PL- and CY-shaped nanoparticles, the
friction entropy generation rates of other combinations are lower than water. The single-
particle and hybrid nanofluids with Sp- and OS-shaped nanoparticles present the lowest
and second lowest values of friction entropy generation rates because of the same order of
viscosity behavior for both nanoparticle shapes. The single-particle and hybrid nanofluids
with PL-shaped nanoparticles show the highest values of friction entropy generation rates
due to superior values of viscosity among all nanoparticles. The higher and lower values
of friction entropy generation rates correspond to higher and lower velocity gradients of
different nanoparticle shapes. Mahian et al. have also shown a trend in similar results, in
that the friction entropy generation rate for PL-shaped nanoparticles is superior, followed
by CY-, BL- and BR-shaped nanoparticles in the decreasing order [11]. The friction entropy
generation rates of Al2O3 and Al2O3/Cu nanofluids with Sp-shaped nanoparticles are
lower by 1.93% and 5.13%, respectively, and those with OS-shaped nanoparticles are lower
by 1.91% and 5.11%, respectively, than water. The friction entropy generation rate of the
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Al2O3 nanofluid with PL-shaped nanoparticles is higher by 2.73% and that of the Al2O3/Cu
nanofluid with PL-shaped nanoparticles are lower by 0.74% compared to water.
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The behavior of the Bejan number for single-particle and hybrid nanofluids with
different nanoparticle shapes is depicted in Figure 11. The Bejan number presents the
contribution of thermal entropy generation in total entropy generation. The Bejan numbers
of hybrid nanofluids are superior to single-particle nanofluids for all nanoparticle shapes.
In addition, except the single-particle and hybrid nanofluids with PL- and CY-shaped
nanoparticles and single-particle nanofluids with BL-shaped nanoparticles, all other com-
binations present higher values of Bejan numbers compared to water. The OS-shaped
nanoparticles show the highest values of Bejan numbers, followed by Sp, PS1, PS2, PS3,
PS4, BR, BL, CY and PL, respectively, in the decreasing order of the Bejan number for
single-particle nanofluids. In the case of hybrid nanofluids, the decreasing order of Bejan
numbers are OS-, PS2 = PS3-, Sp-, PS4-, PS1-, BR-, BL-, CY- and PL-shaped nanoparticles, re-
spectively. The OS-shaped nanoparticles show a higher contribution of the thermal entropy
generation rate and a lower contribution of the friction entropy generation rate, which
results in the highest value of the Bejan number. The opposite discussion could be applied
for PL-shaped nanoparticles for the lowest value of the Bejan number. Al-Rashed et al.
and Monfared et al. have also shown the lower Bejan number for PL-shaped nanoparti-
cles [28,29]. The Bejan number is maximum for OS-shaped nanoparticles and minimum
for PL-shaped nanoparticles, as presented by Bahiraei et al. [48]. Compared to water, the
Al2O3 and Al2O3/Cu nanofluids with OS-shaped nanoparticles depict the Bejan number
as higher by 0.19% and 0.54%, respectively, and those with PL-shaped nanoparticles depict
the Bejan number as lower by 0.86% and 0.57%, respectively.
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Figure 11. The behavior of Bejan number for single-particle and hybrid nanofluids with different
nanoparticle shapes.

The combination of hybrid nanofluid with OS shaped nanoparticles show the excellent
first law and second law characteristics compared to other combinations as well as water.
Therefore, the first law characteristic namely, performance index and the second law
characteristic namely, Bejan number of hybrid nanofluid (Al2O3/Cu) with OS shaped
nanoparticles are further investigated for different temperatures and mass flow rates of
hot and cold fluids. In addition, the influence of volume fraction is also integrated while
investigating the effect of temperature and mass flow rate on different characteristics. The
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performance index presents the combined effect of heat transfer and pressure drop whereas,
the Bejan number presents the combined effect of thermal and friction entropy generations
hence, these two parameters are considered as the first and second law characteristics
under the influence of various boundary parameters.

5.5. Effect of Hot Fluid Temperature on First and Second Law Characteristics

The behavior of first and second law characteristics of the Al2O3/Cu nanofluid with
OS-shaped nanoparticles for various volume fractions and hot fluid temperatures is pre-
sented in Figure 12. The hot fluid temperature varies at 90 ◦C, 80 ◦C, and 70 ◦C and the
volume fraction varies at 0.5%, 1.0% and 2.0%. The performance index increases with
an increase in the volume fraction as well as hot fluid temperature. The heat transfer
and pressure drop both increase with an increase in volume fraction, but the increase in
the heat transfer dominates compared to the increase in the pressure drop, hence, as a
result, the performance index increases as the volume fraction increases for all hot fluid
temperatures. The hot fluid at the higher temperature could transfer more heat compared
to hot fluid at a lower temperature. The pressure drop remains almost the same for various
hot fluid temperatures, whereas the heat transfer increases with a rise in the temperature,
which shows an enhancement in the performance index with an increase in the hot fluid
temperature for all volume fractions. The performance index of Al2O3/Cu with OS-shaped
nanoparticles increases by 20% and 40% as the hot fluid temperature increases from 70 ◦C
to 80 ◦C and 70 ◦C to 90 ◦C, respectively, for each volume fraction. With the increase in
volume fraction from 0.5% to 2.0%, the performance index of Al2O3/Cu with OS-shaped
nanoparticles enhances by 9.42% for each hot fluid temperature. As elaborated, the heat
transfer enhances with an increase in the volume fraction and hot fluid temperature due
to an increase in the temperature gradient. Hence, the thermal entropy generation rate
increases with an increase in the volume fraction and hot fluid temperature. The increase
in the thermal entropy generation rate with the volume fraction is not significantly high,
but could not be neglected. The friction entropy generation depends on the pressure drop,
but as per the formula, the friction entropy generation rate is evaluated based on the ratio
of pressure drop and average temperature. The pressure drop and average temperature
both increase as the volume fraction increases, but as explained before, the dominance of
the heat transfer is more than pressure drop with an increase in the volume fraction, which
leads to a higher increase rate of average temperature than the pressure drop. Therefore,
the friction entropy generation rate decreases as the volume fraction increases for all hot
fluid temperatures. The pressure drop shows negligible change and heat transfer shows
significant enhancement with a rise in the hot fluid temperature. Therefore, the dominance
of average temperature rise is higher than the pressure drop as the hot fluid temperature
increases, which results in a decrease in the friction entropy generation rate with an increase
in the hot fluid temperature for all volume fractions. The Bejan number increases with an
increase in the volume fraction and an increase in the hot fluid temperature, because the
thermal entropy generation rate increases and the friction entropy generation rate decreases
as the volume fraction and hot fluid temperature have increased. The Bejan number is
at maximum at the higher hot fluid temperature and higher volume fraction. The Bejan
number of Al2O3/Cu with OS-shaped nanoparticles increases by 2.12%, 2.06% and 1.95%
as the hot fluid temperature increases from 70 ◦C to 80 ◦C, and that increases by 3.69%,
3.58% and 3.40% when the hot fluid temperature increases from 70 ◦C to 90 ◦C for volume
fractions of 0.5%, 1.0% and 2.0%, respectively. As the volume fraction increases from 0.5%
to 2.0%, the Bejan number of Al2O3/Cu with OS-shaped nanoparticles increases by 1.01%,
0.85% and 0.73% for hot fluid temperatures of 70 ◦C, 80 ◦C, and 90 ◦C, respectively. Singh
and Sarkar have presented the improvement in Nusselt number and reduction in friction
factor with an increase in hot fluid temperature [62]. The contributions of thermal and
friction entropy generation rates for Al2O3/Cu with OS-shaped nanoparticles at various
hot fluid temperatures are depicted in Figure 13.

20



Symmetry 2021, 13, 1466

Symmetry 2021, 13, x FOR PEER REVIEW 22 of 33 
 

 

volume fraction from 0.5% to 2.0%, the performance index of Al2O3/Cu with OS-shaped 
nanoparticles enhances by 9.42% for each hot fluid temperature. As elaborated, the heat 
transfer enhances with an increase in the volume fraction and hot fluid temperature due 
to an increase in the temperature gradient. Hence, the thermal entropy generation rate 
increases with an increase in the volume fraction and hot fluid temperature. The increase 
in the thermal entropy generation rate with the volume fraction is not significantly high, 
but could not be neglected. The friction entropy generation depends on the pressure drop, 
but as per the formula, the friction entropy generation rate is evaluated based on the ratio 
of pressure drop and average temperature. The pressure drop and average temperature 
both increase as the volume fraction increases, but as explained before, the dominance of 
the heat transfer is more than pressure drop with an increase in the volume fraction, which 
leads to a higher increase rate of average temperature than the pressure drop. Therefore, 
the friction entropy generation rate decreases as the volume fraction increases for all hot 
fluid temperatures. The pressure drop shows negligible change and heat transfer shows 
significant enhancement with a rise in the hot fluid temperature. Therefore, the 
dominance of average temperature rise is higher than the pressure drop as the hot fluid 
temperature increases, which results in a decrease in the friction entropy generation rate 
with an increase in the hot fluid temperature for all volume fractions. The Bejan number 
increases with an increase in the volume fraction and an increase in the hot fluid 
temperature, because the thermal entropy generation rate increases and the friction 
entropy generation rate decreases as the volume fraction and hot fluid temperature have 
increased. The Bejan number is at maximum at the higher hot fluid temperature and 
higher volume fraction. The Bejan number of Al2O3/Cu with OS-shaped nanoparticles 
increases by 2.12%, 2.06% and 1.95% as the hot fluid temperature increases from 70 °C to 
80 °C, and that increases by 3.69%, 3.58% and 3.40% when the hot fluid temperature 
increases from 70 °C to 90 °C for volume fractions of 0.5%, 1.0% and 2.0%, respectively. 
As the volume fraction increases from 0.5% to 2.0%, the Bejan number of Al2O3/Cu with 
OS-shaped nanoparticles increases by 1.01%, 0.85% and 0.73% for hot fluid temperatures 
of 70 °C, 80 °C, and 90 °C, respectively. Singh and Sarkar have presented the improvement 
in Nusselt number and reduction in friction factor with an increase in hot fluid 
temperature [62]. The contributions of thermal and friction entropy generation rates for 
Al2O3/Cu with OS-shaped nanoparticles at various hot fluid temperatures are depicted 
in Figure 13. 

 
Figure 12. Behavior of first and second law characteristics of Al2O3/Cu nanofluid with OS-shaped 
nanoparticles for various volume fractions and hot fluid temperatures. 
Figure 12. Behavior of first and second law characteristics of Al2O3/Cu nanofluid with OS-shaped
nanoparticles for various volume fractions and hot fluid temperatures.

Symmetry 2021, 13, x FOR PEER REVIEW 23 of 33 
 

 

 
Figure 13. Contributions of thermal and friction entropy generation rates for Al2O3/Cu with OS-
shaped nanoparticles at various hot fluid temperatures. 

5.6. Effect of Hot Fluid Mass Flow Rate on First and Second Law Characteristics 
The effect of the hot fluid mass flow rate and volume fraction on first and second law 

characteristics of hybrid nanofluids with OS-shaped nanoparticles is presented in Figure 
14. The hot fluid mass flow rate varies at 10 kg/h, 20 kg/h and 30 kg/h. The performance 
index increases with the volume fraction for the same hot fluid mass flow rate because of 
higher dominance of the heat transfer increase compared to the pumping power increase 
as the volume fraction increases. Moreover, the steepness of the increasing trend of the 
performance index with the volume fraction becomes sharp at the higher hot fluid mass 
flow rate. For the same volume fraction, the performance index decreases with an increase 
in the hot fluid mass flow rate because the dominance of the increase in the pumping 
power is superior compared to the increase in heat transfer with an increase in the hot 
fluid mass flow rate. The performance index of Al2O3/Cu with OS-shaped nanoparticles 
increases by 3.99%, 9.43% and 12.27% for hot fluid mass flow rates of 10 kg/h, 20 kg/h and 
30 kg/h, respectively, as the volume fraction increases from 0.5% to 2.0%. The performance 
index of Al2O3/Cu with OS-shaped nanoparticles decreases by 39.37%, 38.29% and 36.20% 
as the hot fluid mass flow rate increases from 10 kg/h to 20 kg/h, and that decreases by 
70.31%, 69.51% and 67.94% as the hot fluid mass flow rate increases from 10 kg/h to 30 
kg/h for volume fractions of 0.5%, 1.0% and 2.0%, respectively. The thermal entropy 
generation rate increases with an increase in the hot fluid mass flow rate for all volume 
fractions, due to increase in the temperature gradient and heat transfer. Similarly, the heat 
transfer enhances with the volume fraction, which results in an increase in the thermal 
entropy generation rate with an increase in the volume fraction for all hot fluid mass flow 
rates. However, the increasing trends of thermal entropy generation rates with volume 
fractions are not steep for higher hot fluid mass flow rates. The pressure drop and average 
temperature have both increased with an increase in volume fraction and hot fluid mass 
flow rate. With an increase in volume fraction, the increase in average temperature is more 

Figure 13. Contributions of thermal and friction entropy generation rates for Al2O3/Cu with OS-
shaped nanoparticles at various hot fluid temperatures.

5.6. Effect of Hot Fluid Mass Flow Rate on First and Second Law Characteristics

The effect of the hot fluid mass flow rate and volume fraction on first and second law
characteristics of hybrid nanofluids with OS-shaped nanoparticles is presented in Figure 14.
The hot fluid mass flow rate varies at 10 kg/h, 20 kg/h and 30 kg/h. The performance
index increases with the volume fraction for the same hot fluid mass flow rate because of
higher dominance of the heat transfer increase compared to the pumping power increase
as the volume fraction increases. Moreover, the steepness of the increasing trend of the
performance index with the volume fraction becomes sharp at the higher hot fluid mass
flow rate. For the same volume fraction, the performance index decreases with an increase
in the hot fluid mass flow rate because the dominance of the increase in the pumping
power is superior compared to the increase in heat transfer with an increase in the hot
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fluid mass flow rate. The performance index of Al2O3/Cu with OS-shaped nanoparticles
increases by 3.99%, 9.43% and 12.27% for hot fluid mass flow rates of 10 kg/h, 20 kg/h and
30 kg/h, respectively, as the volume fraction increases from 0.5% to 2.0%. The performance
index of Al2O3/Cu with OS-shaped nanoparticles decreases by 39.37%, 38.29% and 36.20%
as the hot fluid mass flow rate increases from 10 kg/h to 20 kg/h, and that decreases
by 70.31%, 69.51% and 67.94% as the hot fluid mass flow rate increases from 10 kg/h to
30 kg/h for volume fractions of 0.5%, 1.0% and 2.0%, respectively. The thermal entropy
generation rate increases with an increase in the hot fluid mass flow rate for all volume
fractions, due to increase in the temperature gradient and heat transfer. Similarly, the heat
transfer enhances with the volume fraction, which results in an increase in the thermal
entropy generation rate with an increase in the volume fraction for all hot fluid mass flow
rates. However, the increasing trends of thermal entropy generation rates with volume
fractions are not steep for higher hot fluid mass flow rates. The pressure drop and average
temperature have both increased with an increase in volume fraction and hot fluid mass
flow rate. With an increase in volume fraction, the increase in average temperature is
more dominant than the increase in pressure drop, hence the friction entropy generation
rate decreases as the volume fraction increases for all hot fluid mass flow rates. This
decreasing trend becomes steeper with the volume fraction at the higher mass flow rates.
On the other side, with the increase in the hot fluid mass flow rate, the increase in the
pressure drop is dominating compared to the increase in average temperature; therefore,
the friction entropy generation rate is high at a higher mass flow rate and vice versa for
all volume fractions. Based on the trends for the thermal and friction entropy generation
rates with volume fractions and hot fluid mass flow rate, the Bejan number is evaluated.
The Bejan number increases with the increase in volume fraction and decrease in the hot
fluid mass flow rate. The thermal entropy generation increases, and the friction entropy
generation decreases with the increase in volume fraction, which results in an increase
in the Bejan number with an increase in the volume fraction. The thermal and friction
entropy generation rates have both increased with the increase in the hot fluid mass flow
rate but the increasing rate of the friction entropy generation rate is significantly higher
than the thermal entropy generation rate. Therefore, the Bejan number decreases with the
increase in the hot fluid mass flow rate for each volume fraction. The Bejan number of the
Al2O3/Cu nanofluid with OS-shaped nanoparticles increases by 0.21%, 0.73% and 1.74%
for hot fluid mass flow rates of 10 kg/h, 20 kg/h and 30 kg/h, respectively, as the volume
fraction increases from 0.5% to 2.0%. The Bejan number of Al2O3/Cu with OS-shaped
nanoparticles decreases by 3.06%, 2.89% and 2.57% as the hot fluid mass flow rate increases
from 10 kg/h to 20 kg/h, and that decreases by 10.72%, 10.24% and 9.37% as the hot fluid
mass flow rate increases from 10 kg/h to 30 kg/h for volume fractions of 0.5%, 1.0% and
2.0%, respectively. Soroush and Chamkha have also shown that the first and second law
characteristics of single-particle nanofluids enhances as the volume fraction increases for
all nanoparticle shapes [30]. The contributions of thermal and friction entropy generation
rates for Al2O3/Cu with OS-shaped nanoparticles at various hot fluid mass flow rates are
depicted in Figure 15.

5.7. Effect of Cold Fluid Temperature on First and Second Law Characteristics

The variation in first and second law characteristics of hybrid nanofluid with OS-
shaped nanoparticles for various volume fractions and cold fluid temperatures is depicted
in Figure 16. The cold fluid temperature is varied as 10 ◦C, 20 ◦C and 30 ◦C. The cold
fluid at the lower temperature absorbs more heat and presents the higher temperature
gradient and heat transfer rate. The pressure drop is not significantly affected by change in
the cold fluid temperature. Therefore, the performance index increases as the cold fluid
temperature decreases. With the increase in volume fraction, the dominance of the increase
in heat transfer is superior to the increase in the pressure drop; therefore, the performance
index increases with the increase in the volume fraction. The performance index of the
Al2O3/Cu nanofluid with OS-shaped nanoparticles decreases by 12.5% and 24.99% when
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the cold fluid temperature increases from 10 ◦C to 20 ◦C and 10 ◦C to 30 ◦C, respectively,
for all volume fractions. With an increase in the volume fraction from 0.5% to 2.0%, the
performance index increases by 9.43% for all cold fluid temperatures. The thermal entropy
generation increases with the increase in volume fraction and decrease in the cold fluid
temperature because the heat transfer rate increases with the increase in volume fraction
and decrease in the cold fluid temperature. The friction entropy generation rate decreases
with the increase in volume fraction despite an increase in pressure drop, because the
increase in the average temperature with an increase in the volume fraction is dominant
compared to an increase in pressure drop. Similar to the hot fluid temperature, the lower
cold fluid temperature presents higher values of the friction entropy generation rate, and
vice versa. The higher Bejan number is obtained at the lower cold fluid temperature because
the dominance of the thermal entropy generation increase is higher than the friction entropy
generation increase with a decrease in the cold fluid temperature. The thermal entropy
generation increases and the friction entropy generation decreases with an increase in the
volume fraction, which results in an increase in the Bejan number. The Bejan number of
the Al2O3/Cu nanofluid with OS-shaped nanoparticles decreases by 1.16%, 1.12% and
1.07% as the cold fluid temperature increases from 10 ◦C to 20 ◦C, and that decreases
by 2.66%, 2.59% and 2.45% as the cold fluid temperature increases from 10 ◦C to 30 ◦C
for volume fractions of 0.5%, 1.0% and 2.0%, respectively. With the increase in volume
fraction from 0.5% to 2.0%, the Bejan number of Al2O3/Cu nanofluid with OS-shaped
nanoparticles increases by 0.63%, 0.73% and 0.85% for cold fluid temperatures of 10 ◦C,
20 ◦C and 30 ◦C, respectively. Garud et al. have proved that the performance of the heat
exchanger is optimum for the lower mass flow rate of cold fluid [66]. The contributions of
thermal and friction entropy generation rates for Al2O3/Cu with OS-shaped nanoparticles
at various cold fluid temperatures are depicted in Figure 17.
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5.8. Effect of Cold Fluid Mass Flow Rate on First and Second Law Characteristics

The behavior of first and second law characteristics of the hybrid nanofluid with
OS-shaped nanoparticles for various volume fractions and cold fluid mass flow rates
is presented in Figure 18. The cold fluid mass flow rate is varied at 10 kg/h, 20 kg/h
and 30 kg/h. The ratio of heat transfer to pumping power is dominating at a higher
volume fraction and lower cold fluid mass flow rate. Therefore, the performance index
increases with the increase in volume fraction and decrease in cold fluid mass flow rate.
The performance index of the Al2O3/Cu nanofluid with OS-shaped nanoparticles increases
by 13.41%, 9.43% and 5.79% for cold fluid mass flow rates of 10 kg/h, 20 kg/h and 30 kg/h,
respectively, as the volume fraction increases from 0.5% to 2.0%. The performance index
of the Al2O3/Cu nanofluid with OS-shaped nanoparticles decreases by 6.41%, 7.52% and
9.70% as the cold fluid mass flow rate increases from 10 kg/h to 20 kg/h, and that decreases
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by 38.71%, 40.13% and 42.82% as the cold fluid mass flow rate increases from 10 kg/h to
30 kg/h for volume fractions of 0.5%, 1.0% and 2.0%, respectively. The thermal entropy
generation rate increases with the volume fraction and cold fluid mass flow rate due to an
increase in the heat transfer at a higher volume fraction and higher cold fluid mass rate.
For the same cold fluid mass flow rate, the ratio of pressure drop to average temperature is
less dominant at a higher volume fraction; therefore, the friction entropy generation rate
decreases with an increase in volume fraction. The friction entropy generation increases
with an increase in the cold fluid mass flow rate for all volume fractions because the ratio
of pressure drop to average temperature is highly dominant at higher cold fluid mass
flow rates. The ratio of thermal entropy generation rate to total entropy generation rate
presents an increasing trend of Bejan numbers with an increase in volume fraction and
a decrease in the cold fluid mass flow rate. With the increase in volume fraction from
0.5% to 2.0%, the Bejan number of the Al2O3/Cu nanofluid with OS-shaped nanoparticles
increases by 0.94%, 0.73% and 0.69% for cold fluid mass flow rates of 10 kg/h, 20 kg/h
and 30 kg/h, respectively. The Bejan number of the Al2O3/Cu nanofluid with OS-shaped
nanoparticles decreases by 1.06%, 1.13% and 1.26% as the cold fluid mass flow rate increases
from 10 kg/h to 20 kg/h, and that decreases by 6.21%, 6.30% and 6.45% as the cold fluid
mass flow rate increases from 10 kg/h to 30 kg/h for volume fractions of 0.5%, 1.0% and
2.0%, respectively. Tiwari et al. have proved that the lower cold fluid mass flow rate shows
the better first law characteristics compared to the higher cold fluid mass flow rate [59,61].
The contributions of thermal and friction entropy generation rates for Al2O3/Cu with
OS-shaped nanoparticles at various cold fluid mass flow rates are depicted in Figure 19.
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Figure 17. Contributions of thermal and friction entropy generation rates for Al2O3/Cu with OS-
shaped nanoparticles at various cold fluid temperatures.

The above-mentioned results in Sections 5.3–5.8 are summarized as the comparison
of single-particle and hybrid nanofluids with different nanoparticle shapes, based on
numerous first and second law characteristics of the microplate heat exchanger. The
Al2O3/Cu nanofluid with OS-shaped nanoparticles presents the excellent first and second
law characteristics among all combinations of single-particle and hybrid nanofluids with
nanoparticle shapes. The first and second law characteristics in terms of performance
index and Bejan number are investigated under various conditions of volume fraction,
temperature and mass flow rate for the best combination of Al2O3/Cu nanofluid with
OS-shaped nanoparticles. The performance index and Bejan number of the Al2O3/Cu
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nanofluid with OS-shaped nanoparticles are maximum at a higher hot fluid temperature,
lower cold fluid temperature and lower mass flow rates of hot and cold fluids.

Symmetry 2021, 13, x FOR PEER REVIEW 27 of 33 
 

 

Figure 17. Contributions of thermal and friction entropy generation rates for Al2O3/Cu with OS-
shaped nanoparticles at various cold fluid temperatures. 

5.8. Effect of Cold Fluid Mass Flow Rate on First and Second Law Characteristics 
The behavior of first and second law characteristics of the hybrid nanofluid with OS-

shaped nanoparticles for various volume fractions and cold fluid mass flow rates is 
presented in Figure 18. The cold fluid mass flow rate is varied at 10 kg/h, 20 kg/h and 30 
kg/h. The ratio of heat transfer to pumping power is dominating at a higher volume 
fraction and lower cold fluid mass flow rate. Therefore, the performance index increases 
with the increase in volume fraction and decrease in cold fluid mass flow rate. The 
performance index of the Al2O3/Cu nanofluid with OS-shaped nanoparticles increases by 
13.41%, 9.43% and 5.79% for cold fluid mass flow rates of 10 kg/h, 20 kg/h and 30 kg/h, 
respectively, as the volume fraction increases from 0.5% to 2.0%. The performance index 
of the Al2O3/Cu nanofluid with OS-shaped nanoparticles decreases by 6.41%, 7.52% and 
9.70% as the cold fluid mass flow rate increases from 10 kg/h to 20 kg/h, and that decreases 
by 38.71%, 40.13% and 42.82% as the cold fluid mass flow rate increases from 10 kg/h to 
30 kg/h for volume fractions of 0.5%, 1.0% and 2.0%, respectively. The thermal entropy 
generation rate increases with the volume fraction and cold fluid mass flow rate due to an 
increase in the heat transfer at a higher volume fraction and higher cold fluid mass rate. 
For the same cold fluid mass flow rate, the ratio of pressure drop to average temperature 
is less dominant at a higher volume fraction; therefore, the friction entropy generation rate 
decreases with an increase in volume fraction. The friction entropy generation increases 
with an increase in the cold fluid mass flow rate for all volume fractions because the ratio 
of pressure drop to average temperature is highly dominant at higher cold fluid mass flow 
rates. The ratio of thermal entropy generation rate to total entropy generation rate 
presents an increasing trend of Bejan numbers with an increase in volume fraction and a 
decrease in the cold fluid mass flow rate. With the increase in volume fraction from 0.5% 
to 2.0%, the Bejan number of the Al2O3/Cu nanofluid with OS-shaped nanoparticles 
increases by 0.94%, 0.73% and 0.69% for cold fluid mass flow rates of 10 kg/h, 20 kg/h and 
30 kg/h, respectively. The Bejan number of the Al2O3/Cu nanofluid with OS-shaped 
nanoparticles decreases by 1.06%, 1.13% and 1.26% as the cold fluid mass flow rate 
increases from 10 kg/h to 20 kg/h, and that decreases by 6.21%, 6.30% and 6.45% as the 
cold fluid mass flow rate increases from 10 kg/h to 30 kg/h for volume fractions of 0.5%, 
1.0% and 2.0%, respectively. Tiwari et al. have proved that the lower cold fluid mass flow 
rate shows the better first law characteristics compared to the higher cold fluid mass flow 
rate [59,61]. The contributions of thermal and friction entropy generation rates for 
Al2O3/Cu with OS-shaped nanoparticles at various cold fluid mass flow rates are depicted 
in Figure 19. 

 

Figure 18. Behavior of first and second law characteristics of hybrid nanofluid with OS-shaped
nanoparticles for various volume fractions and cold fluid mass flow rates.

Symmetry 2021, 13, x FOR PEER REVIEW 28 of 33 
 

 

Figure 18. Behavior of first and second law characteristics of hybrid nanofluid with OS-shaped 
nanoparticles for various volume fractions and cold fluid mass flow rates. 

 
Figure 19. Contributions of thermal and friction entropy generation rates for Al2O3/Cu with OS-
shaped nanoparticles at various cold fluid mass flow rates. 

The above-mentioned results in sections 5.3 to 5.8 are summarized as the comparison 
of single-particle and hybrid nanofluids with different nanoparticle shapes, based on 
numerous first and second law characteristics of the microplate heat exchanger. The 
Al2O3/Cu nanofluid with OS-shaped nanoparticles presents the excellent first and second 
law characteristics among all combinations of single-particle and hybrid nanofluids with 
nanoparticle shapes. The first and second law characteristics in terms of performance 
index and Bejan number are investigated under various conditions of volume fraction, 
temperature and mass flow rate for the best combination of Al2O3/Cu nanofluid with OS-
shaped nanoparticles. The performance index and Bejan number of the Al2O3/Cu 
nanofluid with OS-shaped nanoparticles are maximum at a higher hot fluid temperature, 
lower cold fluid temperature and lower mass flow rates of hot and cold fluids. 

6. Conclusions 
The first and second law analyses have been conducted on the microplate heat 

exchanger, comprising of single-particle and hybrid nanofluids with different-shaped 
nanoparticles. Firstly, the first and second law characteristics are compared for different-
shaped nanoparticles, and then the effect of various volume fractions, temperatures and 
mass flow rates are investigated on the first and second law characteristics of the 
optimum-shaped nanoparticles. The following key findings are highlighted from the 
present study. 
(a) The decreasing order of first law characteristics is evaluated as hybrid nanofluid, 

single-particle nanofluid and water, respectively, for all nanoparticle shapes. The 
Al2O3/Cu nanofluid with OS-shaped nanoparticles shows maximum values of NTU, 

Figure 19. Contributions of thermal and friction entropy generation rates for Al2O3/Cu with OS-
shaped nanoparticles at various cold fluid mass flow rates.

6. Conclusions

The first and second law analyses have been conducted on the microplate heat
exchanger, comprising of single-particle and hybrid nanofluids with different-shaped
nanoparticles. Firstly, the first and second law characteristics are compared for different-
shaped nanoparticles, and then the effect of various volume fractions, temperatures and
mass flow rates are investigated on the first and second law characteristics of the optimum-
shaped nanoparticles. The following key findings are highlighted from the present study.
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(a) The decreasing order of first law characteristics is evaluated as hybrid nanofluid,
single-particle nanofluid and water, respectively, for all nanoparticle shapes. The
Al2O3/Cu nanofluid with OS-shaped nanoparticles shows maximum values of NTU,
effectiveness and performance index, which are higher by 6.38%, 6.10% and 6.58%,
respectively, compared to water. The Al2O3 nanofluid with PL-shaped nanoparticles
shows minimum values of NTU, effectiveness and performance index, which are
lower by 3.99%, 3.65% and 8.78%, respectively, compared to water. The Al2O3/Cu
nanofluid with OS-shaped nanoparticles shows the optimum values of first
law characteristics.

(b) The thermal entropy generation rates of OS-shaped nanoparticles are at a maximum,
which are 0.14% and 0.70% higher for Al2O3 and Al2O3/Cu nanofluids, respectively,
compared to water. The friction entropy generation rates are maximum for PL-shaped
nanoparticles which are 2.73% higher and 0.74% lower for Al2O3 and Al2O3/Cu
nanofluids, respectively, compared to water. The increasing order of Bejan num-
bers are water, single-particle nanofluid and hybrid nanofluid, respectively, for all
nanoparticle shapes. The Bejan number of the Al2O3/Cu nanofluid with OS-shaped
nanoparticles is the maximum, and that of the Al2O3 nanofluid with PL-shaped
nanoparticles is the minimum, which are 0.54% higher and 0.86% lower compared to
water. The Al2O3/Cu nanofluid with OS-shaped nanoparticles shows the optimum
values of second law characteristics.

(c) The first law characteristic performance index of the Al2O3/Cu nanofluid with OS-
shaped nanoparticles has increased with an increase in volume fraction for various
temperature and mass flow rate conditions of hot and cold fluids. The performance
index increases with the increase in the hot fluid temperature and decrease in the
cold fluid temperature for all volume fractions. The performance index has decreased
with the increase in the hot and cold fluid mass flow rates.

(d) The second law characteristic Bejan number of the Al2O3/Cu nanofluid with OS-
shaped nanoparticles has increased with the increase in the volume fraction for all
temperature and mass flow rate conditions of hot and cold fluids. The Bejan number
has increased with the increase in hot fluid temperature, whereas with the increase in
the cold fluid temperature, the Bejan number has decreased for all volume fractions.
The Bejan number has decreased with the increase in hot and cold fluid mass flow
rates for all volume fractions.
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Nomenclature

A total heat transfer area (m2)
Cc f cold fluid heat capacity (W/K)
Ch f hot fluid heat capacity (W/K)
Cmin minimum heat capacity (W/K)
Cp,b f specific heat of base fluid (J/kg·K)
Cp,c f cold fluid specific heat (J/kg·K)
Cp,h f hot fluid specific heat (J/kg·K)
Cp,hn f specific heat of hybrid nanofluid (J/kg·K)
Cp,n f specific heat of nanofluid (J/kg·K)
Cp,np specific heat of nanoparticles (J/kg·K)
Cp,np1 specific heat of nanoparticle1 (J/kg·K)
Cp,np2 specific heat of nanoparticle2 (J/kg·K)
h enthalpy (J/kg)
k turbulent kinetic energy (J/kg)
kb f thermal conductivity of base fluid (W/m·K)
khn f thermal conductivity of hybrid nanofluid (W/m·K)
kn f thermal conductivity of nanofluid (W/m·K)
knp thermal conductivity of nanoparticle (W/m·K)
knp1 thermal conductivity of nanoparticle1 (W/m·K)
knp2 thermal conductivity of nanoparticle2 (W/m·K)
.

mc f cold fluid mass flow rate (kg/s)
.

mh f hot fluid mass flow rate (kg/s)
mnp mass of nanoparticles (kg)
p static pressure (Pa)
Qmax maximum possible heat transfer rate (W)
.
SFr Volumetric friction entropy generation rate (W/m3 K)
.
STh Volumetric thermal entropy generation rate (W/m3 K)
.
ST Volumetric total entropy generation rate (W/m3 K)
Tc f ,i cold fluid inlet temperature (K)
Tc f ,o cold fluid outlet temperature (K)
Th f ,i hot fluid inlet temperature (K)
Th f ,o hot fluid output temperature (K)
T average temperature (K)
T′ temperature fluctuation (K)
U average velocity (m/s)
Vb f volume of base fluid (L)
Vnp volume of nanoparticles = mnp

ρnp
(L)

v average velocity (m/s)
v′ fluctuating velocity (m/s)
ρ density (kg/m3)
ρb f density of base fluid (kg/m3)
ρhn f density of hybrid nanofluid (kg/m3)
ρn f density of nanofluid (kg/m3)
ρnp density of nanoparticles (kg/m3)
ρnp1 density of nanoparticle1 (kg/m3)
ρnp2 density of nanoparticle2 (kg/m3)
µ dynamic viscosity (Pa·s)
µb f viscosity of base fluid (Pa·s)
µn f viscosity of nanofluid (Pa·s)
Ohn f volume fraction of hybrid nanofluid (%)
Onp1 volume fraction of nanoparticle1 (%)
Onp2 volume fraction of nanoparticle2 (%)
λ thermal conductivity (W/m·K)
λe f f effective thermal conductivity (W/m·K)
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λt turbulent thermal conductivity (W/m·K)
∇ gradient operator
O specific dissipation rate (s−1)
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Abstract: In the present study, the heat transfer characteristics, namely, heat transfer coefficient,
Nusselt number, pressure drop, friction factor and performance evaluation criteria are evaluated
for water, Al2O3 and Al2O3/Cu nanofluids. The effects of Reynolds number, volume fraction and
composition of nanoparticles in hybrid nanofluid are analyzed for all heat transfer characteristics. The
single particle and hybrid nanofluids are flowing through a plain straight tube which is symmetrically
heated under uniform heat flux condition. The numerical model is validated for Nusselt number
within 7.66% error and friction factor within 8.83% error with corresponding experimental results
from the previous literature study. The thermophysical properties of hybrid nanofluid are superior
to the single particle nanofluid and water. The heat transfer coefficient, Nusselt number and pressure
drop show increasing trend with increase in the Reynolds number and volume fraction. The friction
factor shows the parabolic trend, and the performance evaluation criteria shows small variations
with change in Reynolds number. However, both friction factor and performance evaluation criteria
have increased with increase in the volume fraction. The 2.0% Al2O3/Cu with equal composition of
both nanoparticles (50/50%) have presented superior heat transfer characteristics among all working
fluids. Further, the heat transfer characteristics of 2.0% Al2O3/Cu hybrid nanofluid are enhanced by
changing the nanoparticle compositions. The performance evaluation criteria for 2.0% Al2O3, 2.0%
Al2O3/Cu (50/50%), 2.0% Al2O3/Cu (75/25%) and 2.0% Al2O3/Cu (25/75%) are evaluated as 1.08,
1.11, 1.10 and 1.12, respectively.

Keywords: heat transfer characteristics; hybrid nanofluid; performance evaluation criteria; single
particle nanofluid; uniformly heated tube

1. Introduction

Currently, energy saving in thermal systems has grabbed considerable attention to
reduce the heat losses and improve the heat transfer performance [1]. Due to restrictions on
the further improvement in the thermophysical properties of conventional working fluids,
the research trend is drastically shifting towards nanofluids applications in heat transfer
systems [2]. Numerous studies were reported on heat transfer applications of nanofluids
in the thermal systems such as tubes.

Firoozi et al. have conducted a numerical study to investigate the heat transfer and
flow characteristics of Al2O3/water nanofluid flowing through tubes incorporated with
various dimple configurations [3]. Ledari et al. have investigated the heat transfer and
friction factor characteristics of oil based CuO and Fe3O4 nanofluids flowing through the
U-tube under the influence of various mass concentrations, flow rates and inclination
angles [4]. Chaurasia and Sarviya have conducted experimental and numerical studies to
analyze the thermal hydraulic and entropy generation performances of nanofluid flow-
ing through helical screw insert tube with single and double strips [5]. Ying et al. have
concluded that Al2O3/water nanofluid with 0.063% mass concentration shows improve-
ment in heat transfer coefficient and Nusselt number by 7.29% and 6.90%, respectively
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under the cosine heat flux condition and that by 7.25% and 6.85%, respectively under the
Gaussian-cosine heat flux condition [6]. Saedodin et al. have compared the heat transfer
performances of SiO2, Al2O3, CuO and TiO2 nanofluids flowing through the straight tube
with twisted turbulators [7]. Kristiawan et al. have investigated the thermal and friction
factor characteristics of helical microfin tube comprises of TiO2/water nanofluid with
various volume concentrations [8]. Tiwari et al. have compared thermal characteristics
of triple tube heat exchanger with porous plate, twisted tape and rib type inserts using
WO3/water nanofluid [9]. Shahsavar et al. have proposed PVT system with rifled ser-
pentine tube comprises of three ribs and six ribs as the replacement of plain serpentine
tube [10]. Mukherjee et al. have presented 94% enhancement in forced convective flow
boiling heat transfer of Al2O3/water nanofluid flowing through a horizontal tube com-
pared to water [11]. Heyhat et al. have analyzed the heat transfer and pressure drop
characteristics of SiO2/water nanofluid flowing through a conically coiled tube considering
the effects of volume concentrations, cone angle and cone pitch [12]. Ho et al. have experi-
mentally and numerically explored the cooling performance characteristics of Al2O3/water
nanofluid flowing through a copper tube under constant heat flux condition [13]. Sun et al.
have compared the convective heat transfer and flow characteristics of smooth and inner
grooved copper tubes considering flow of Fe2O3/water nanofluid [14]. Behzadnia et al.
have proposed an optimum geometry of rectangular corrugated tube to maximize the heat
transfer efficiency using Al2O3/water nanofluid [15]. Kaood et al. have investigated the
thermal, hydraulic and energy performances of Al2O3/water and SiO2/water nanofluids
flowing through a corrugated tube with curved ribs, rectangular, triangular and trape-
zoidal geometries [16]. Safaei et al. have numerically investigated the influences of volume
fraction, particle size and velocity on pressure and friction factor of Cu/water nanofluid
flow inside a pipe bend [17]. Qureshi et al. have investigated the heat transfer and entropy
characteristics of Williamson nanofluid based on magnetohydrodynamics [18].

Yildirim et al. have proved that SiO2 and Cu based mono and hybrid nanofluids
show 15% better thermal performance compared with water for U-tube incorporated in
an evacuated tube solar collector [19]. Saleh and Sundar have presented improvement in
the thermal performance factor, Nusselt number, frictional entropy generation, friction
factor and exergy efficiency by 14.19%, 19.67%, 210.6%, 15.11% and 17.54%, respectively
and 22.93% decrease in the thermal entropy generation for Fe3O4/nanodiamond nanofluid
compared to base fluid for circular tube [20]. Ramadhan et al. have shown the behavior of
Nusselt number and friction factor of TiO2/SiO2 nanofluid flowing through a plain tube
for various Reynolds number and volume concentrations of nanofluid [21]. Han et al. have
investigated the heat transfer performances of n-decane-ZnO nanofluid which is pressur-
ized below supercritical pressure and flowing through a horizontal tube. The heat transfer
and Nusselt number of n-decane-ZnO nanofluid have increased 20% under a supercritical
pressure [22]. Akbar et al. have concluded that the hybrid nanofluid of alumina and
titanium with low volume concentrations presents 30% enhanced heat transfer compared
to water for a horizontal heated tube [23]. Azmi et al. have studied the effect of various
composition ratios of TiO2/SiO2 hybrid nanofluid on thermal-hydraulic performance of
flow in a tube with wire coils [24]. Moldoveanu et al. have experimentally investigated
the thermal conductivity of Al2O3/SiO2 hybrid nanofluid under the influence of tem-
perature and volume fraction [25]. Yang et al. have concluded that Al2O3/TiO2 hybrid
nanofluid exhibits superior Nusselt number, friction factor and performance evaluation
criteria compared to Al2O3/ZrO2 hybrid nanofluid for a parallel channel flow under the
same pumping power [26]. Adriana has presented the enhancement of 12% in thermal
conductivity of hybrid nanofluid and develop the Nusselt number correlation in terms of
Reynolds number, Prandtl number and volume fraction [27].

There are numerous studies in the open literature which show the suitability of
single particle nanofluids in heat transfer applications. The research work in heat transfer
enhancement using hybrid nanofluids is comparatively less. Specifically, in the field
of circular tubes used for solar receiver/collectors and multitube heat exchanger, the

34



Symmetry 2021, 13, 876

investigations on the trade-off comparison between heat transfer characteristics considering
different compositions of hybrid nanoparticles is not explored detailly and compared with
single particle nanofluid and conventional working fluid results. There are very few studies
which present the comprehensive comparison of conventional working fluid, single particle,
and hybrid nanofluids based on heat transfer characteristics considering the effect of
Reynolds number, volume fraction and composition of hybrid nanoparticles. The objective
of the present study is to compare heat transfer coefficient, Nusselt number, pressure drop,
friction factor and performance evaluation criteria as heat transfer characteristics for water,
Al2O3 and Al2O3/Cu nanofluids in a plain straight tube under symmetrical and uniform
heat flux condition. The comparison is carried out for various Reynolds number, volume
fractions and compositions of Al2O3/Cu nanoparticles. The novelty of the present work is
to summarize the effects on heat transfer characteristics of hybrid nanofluid by mixing two
nanoparticles, one with higher stability and lower thermal conductivity (Al2O3) and other
one with lower stability and higher thermal conductivity (Cu) for different compositions
of both nanoparticles. In addition, these results could give a guideline on how much
propositions of both nanoparticles could be mixed in hybrid nanofluid to achieve the
effective balance between heat transfer and pressure drop.

2. Numerical Method

The numerical model based on computational fluid dynamics (CFD) is employed to
analyze the heat transfer characteristics including thermal and flow attributes of single
particle and hybrid nanofluids flow in uniformly heater tube. The tube with water, single
particle and hybrid nanofluids as working fluids is considered under the constant heat
flux condition. The constant heat flux applied on a tube is symmetrically distributed
on the surface of tube to analyze the heat transfer characteristics of single particle and
hybrid nanofluids. The 3D computational domain of tube is shown in Figure 1. The 3D
computational domain is considered to account the effect of uniform heat flux boundary
condition [28]. The tube has length of 1500 mm, inner diameter of 16 mm and outer diameter
of 19 mm. The tube is made up of copper. The physical properties of copper considered
for the numerical analysis as, density of 8940 kg/m3, specific heat of 376.8 J/kg·K and
thermal conductivity of 401 W/m·K [29]. The constant heat flux of 7957 W/m2 is applied
uniformly on the tube outer surface [30]. To analyze the heat transfer characteristics of
water and nanofluids, the tube under constant heat flux condition is simulated in ANSYS
commercial software. The meshing with tetrahedron mesh elements and five different sizes
is generated for the considered computational domain to show the mesh independency
of the simulated results [31]. The Nusselt number and friction factor are simulated for
five different mesh element numbers ranging from 100,000 to 700,000. The variation of
Nusselt number (Nu) and friction factor (f) for various mesh element numbers is presented
in Figure 2. The variation of the simulated results of Nusselt number and friction factor
are within ±1% beyond the mesh element number of 425,691. After this mesh element
number, the simulated results are independent of number of mesh elements. Hence, the
mesh element number of 425,691 corresponding to the sizing of 2 mm is selected as the
final meshing configuration for the numerical analysis on the considered computational
domain. The inflation layers are employed on the fluid domain to account the effect of
boundary layer.

The continuity, momentum and energy equations are solved for the considered tube
with flow of various working fluids to simulate the thermal and flow characteristics [32,33].

Continuity equation
∇·(ρU) = 0 (1)

Momentum equation
∇·(ρUU) = −∇P +∇τ (2)
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Stress tensor τ is expressed in terms of strain rate as follows

τ = µ(∇U + (∇U)T − 2
3

δ∇·U) (3)

Energy equation
∇·(ρUh) = ∇·(k∇T) + τ : ∇U (4)

Here, ρ (kg/m3) is density, U (m/s) is velocity, P (Pa) is static pressure, µ (Pa·s) is vis-
cosity, h (J) is enthalpy, k (W/m·K) is thermal conductivity and∇T is temperature gradient.
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The k-ε turbulence model could be expressed by Equations (5) and (6), respec-
tively [34].

∂(ρUik)
∂xi

=
∂

∂xi

[(
v +

vt

σk

)
∂k
∂xi

]
+ Pk − ρε (5)

∂(ρUiε)

∂xi
=

∂

∂xi

[(
v +

vt

σε

)
∂ε

∂xi

]
+ ρC1Sε− ρC2

ε2

k +
√

vε
(6)
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Here, k presents the turbulence kinetic energy, vt presents the turbulent eddy viscosity,
ε presents the dissipation rate of turbulence energy, S presents the modulus of the mean
rate of strain tensor, Pk stands for the shear production of turbulent kinetic energy σk and
σε are 1 and 1.2, respectively.

The boundary conditions considered in the numerical analysis are constant heat flux
of 7957 W/m2 at tube wall with symmetrical distribution, velocity inlet with various
Reynolds number of working fluid and pressure outlet. The working fluids considered
in the numerical analysis are conventional fluid water, single particle nanofluid namely,
Al2O3 and hybrid nanofluid namely, Al2O3/Cu. The Reynolds number is ranging from
2000 to 12000 and inlet fluid temperature is considered as 298.15 K in the numerical analysis.
The thermophysical properties of single particle and hybrid nanofluids are evaluated using
the thermal properties of base fluid and respective nanoparticles. Three volume fractions
of 0.5%, 1.0% and 2.0% are considered in the present numerical analysis. In case of hybrid
nanofluids, the composition of both nanoparticles is mixed in the proportions of 75/25%,
50/50% and 25/75%. While solving equations using the considered boundary conditions,
it is assumed that the flow is uniform, steady and incompressible [35]. The laminar and
standard k-ε turbulence models are considered for the numerical analysis. The convergence
criteria are selected as 10−8 for all equations.

3. Thermophysical Properties of Nanofluids

The properties of base fluid, water and considered nanoparticles, Al2O3 and Cu are
depicted in Table 1 [36,37]. The considered Al2O3 and Cu nanoparticles are of spherical
shape with 100 nm size. The thermophysical properties of single particle nanofluid and
hybrid nanofluid are calculated using equations presented in Subsections (a) and (b) based
on the depicted properties of basefluid and nanoparticles in Table 1. The widely used
models in the open literature are employed to evaluate the thermophysical properties of
single particle and hybrid nanofluids. All thermophysical properties are calculated by
assuming the constant temperature hence, the temperature effect is neglected [5].

Table 1. Properties of base fluid and nanoparticles.

Property Water Al2O3 Cu

Density (kg/m3) 998.2 3970 8300
Specific heat (J/kg·K) 4182 765 420

Thermal conductivity (W/m·K) 0.6 40 401
Viscosity (Pa·s) 0.001 − −

(a) Single particle nanofluid properties [38,39];

Volume fraction of nanoparticles in nanofluid

Ø =
Vnp

Vb f + Vnp
(7)

Density of nanofluid
ρn f = (1−Ø)ρb f + Øρnp (8)

Specific heat of nanofluid

Cp,n f =
(1−Ø)ρb f Cp,b f + ØρnpCp,np

ρn f
(9)

Thermal conductivity of nanofluid

kn f

kb f
=

(
knp + 2kb f

)
− 2Ø

(
kb f − knp

)

(
knp + 2kb f

)
+ Ø

(
kb f − knp

) (10)
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Viscosity of nanofluid

µn f = µb f
1

(1−Ø)2.5 (11)

Here, Ø is volume fraction of nanoparticles in nanofluid, Vb f (L) is volume of basefluid,
Vnp (L) is volume of nanoparticles = mnp

ρnp
, mnp (kg) is mass of nanoparticles, ρnp (kg/m3) is

density of nanoparticles, ρn f (kg/m3) is density of nanofluid, ρb f (kg/m3) is density of base
fluid, Cp,n f (J/kg·K) is specific heat of nanofluid, Cp,b f (J/kg·K) is specific heat of basefluid,
Cp,np (J/kg·K) is specific heat of nanoparticles, kn f (W/m·K) is thermal conductivity of
nanofluid, kb f (W/m·K) is thermal conductivity of basefluid, knp (W/m·K) is thermal
conductivity of nanoparticle, µn f (Pa·s) is viscosity of nanofluid and µb f (Pa·s) is viscosity
of basefluid.

(b) Hybrid nanofluid properties [40];

Volume fraction of nanoparticles in nanofluid

Øhn f = Ønp1 + Ønp2 (12)

Density of hybrid nanofluid

ρhn f = Ønp1ρnp1 + Ønp2ρnp2 +
(

1−Øhn f

)
ρb f (13)

Specific heat of hybrid nanofluid

Cp,hn f =
Ønp1ρnp1Cp,np1 + Ønp2ρnp2Cp,np2 +

(
1−Øhn f

)
ρb f Cp,b f

ρhn f
(14)

Thermal conductivity of hybrid nanofluid

khn f =

Ønp1knp1+Ønp2knp2
Øhn f

+ 2kb f + 2
(
Ønp1knp1 + Ønp2knp2

)
− 2Øhn f kb f

Ønp1knp1+Ønp2knp2
Øhn f

+ 2kb f − 2
(
Ønp1knp1 + Ønp2knp2

)
+ Øhn f kb f

(15)

Viscosity of hybrid nanofluid

µhn f = µb f
1

(1−Ønp1 −Ønp2)
2.5 (16)

Here, Øhn f is volume fraction of hybrid nanofluid, Ønp1 is volume fraction of nanopar-
ticle1, Ønp2 is volume fraction of nanoparticle2, ρhn f (kg/m3) is density of hybrid nanofluid,
ρnp1 (kg/m3) is density of nanoparticle1, ρnp2 (kg/m3) is density of nanoparticle2, Cp,hn f
(J/kg·K) is specific heat of hybrid nanofluid, Cp,np1 (J/kg·K) is specific heat of nanoparticle1,
Cp,np2 (J/kg·K) is specific heat of nanoparticle2, khn f (W/m·K) is thermal conductivity of
hybrid nanofluid, knp1 (W/m·K) is thermal conductivity of nanoparticle1, knp2 (W/m·K) is
thermal conductivity of nanoparticle2 and µhn f (Pa·s) is viscosity of hybrid nanofluid.

The volume fractions of 0.5%, 1.0% and 1.5% as well as density, specific heat, thermal
conductivity and viscosity of water, Al2O3 and Cu nanoparticles as shown in Table 1 are
imported in Equations (7)–(16) to calculate the density, specific heat, thermal conductivity
and viscosity of single particle Al2O3 and hybrid Al2O3/Cu nanofluids. The calculated
properties of Al2O3 and Al2O3/Cu nanofluids are elaborated in Section 5.2.
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4. Data Reduction

The average heat transfer coefficient for the considered heated tube with various
working fluids is calculated using Equation (17) [12].

h =
Q

A
(

Ts − Tf ,ave

) (17)

The heat absorbed by working fluid is calculated using Equation (18) [41,42].

Q = m f cp

(
Tf ,o − Tf ,i

)
(18)

The average Nusselt number considering calculated average heat transfer coefficient,
hydraulic diameter of tube and thermal conductivity of working fluid is evaluated using
Equation (19) [23].

Nu =
hD
k

(19)

Here, Ts (K) presents average temperature of wall surface, Tf ,o (K) presents outlet
fluid temperature, Tf ,i (K) presents inlet fluid temperature, Tf ,ave (K) presents average
fluid temperature, D (mm) presents hydraulic diameter, k (W/m·K) presents thermal
conductivity of working fluid, m f (kg/s) presents mass flow rate of fluid and cp (J/kg·K)
presents specific heat of fluid.

The pressure drop of working fluid across the tube is calculated using Equation (20) [43].

∆P = Pf ,i − Pf ,o (20)

The friction factor for a tube with various working fluids is evaluated using pressure
drop, length of tube, hydraulic diameter, density and average velocity as presented by
Equation (21) [21,23].

f =
∆P

L
D ×

ρU2

2

(21)

Here, ∆P (Pa) is pressure drop, Pf ,i (Pa) is inlet fluid pressure, Pf ,o (Pa) is outlet fluid
pressure, f is friction factor, L (mm) is length of tube, ρ (kg/m3) is density of fluid and
U (m/s) is the average velocity.

Considering the Nusselt numbers and friction factors of base fluid and nanofluids,
the performance evaluation criteria is defined as presented by Equation (22) [44].

PEC =

(Nun f
Nub f

)

(
fn f
fb f

)
1
3

(22)

where Nun f is Nusselt number of nanofluid, Nub f is Nusselt number of basefluid, fn f is
friction factor of nanofluid and fn f is friction factor of nanofluid.

5. Results and Discussion
5.1. Validation

The numerical model based on CFD is validated with the experimental results pre-
sented by Hamid et al. for the same geometry (dimensions and structure) and boundary
conditions [30]. The experimental and numerical results of Nusselt number and friction
factor are compared as the heat transfer characteristics for various Reynolds number. The
comparison of Nusselt number and friction factor for previous experimental study and
present numerical model for various Reynolds number (Re) is depicted in Figure 3. The
comparison is presented for water/EG flow in the considered tube geometry under the
constant heat flux of 7957 W/m2. The trends of experimental and numerical results are sim-
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ilar, Nusselt number increases, and friction factor decreases with increase in the Reynolds
number. The average deviation between the experimental and numerical results of Nusselt
number is 7.66% and that of friction factor is 8.83% for all considered Reynolds number
variation. The presented numerical model based on CFD approach is validated within
10% error with previous experimental results for heat transfer characteristics. Therefore,
the validated numerical model could be used for the detail comparison of heat transfer
characteristics of single particle and hybrid nanofluids flow in uniformly heated plain
straight tube.
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5.2. Comparison of Nanofluid Properties

The thermophysical properties namely, density, specific heat, thermal conductivity
and viscosity of single particle and hybrid nanofluids are calculated using equations pre-
sented in Section 3. The calculated thermophysical properties of single particle and hybrid
nanofluids are depicted in Table 2. In case of hybrid nanofluid, the composition of Al2O3
and Cu are mixed in the proposition of 50/50%. The density and thermal conductivity of
hybrid nanofluid are higher than those of single particle nanofluid for all volume fractions.
This is because the Cu nanoparticles have higher density and thermal conductivity com-
pared to Al2O3 nanoparticles. However, the specific heat of single particle nanofluid is
superior to the specific heat of hybrid nanofluid for all volume fractions due to lower spe-
cific heat of Cu nanoparticles compared to specific heat of Al2O3 nanoparticles. There is no
difference for the viscosity of single particle and hybrid nanofluids for each volume fraction
because the viscosity of base fluid is same for both single particle and hybrid nanofluids.
However, the viscosity of nanofluids increases with increase in the volume fraction. The
density and thermal conductivity of single particle and hybrid nanofluids have increased
and the specific heat has decreased with increase in the volume fraction. This is because
the density and thermal conductivity of nanoparticles enhances, and the specific heat
of nanoparticles reduces with increase in volume fraction of nanoparticle in both single
particle and hybrid nanofluids. The density and thermal conductivity of nanoparticles are
higher than water which shows superior density and thermal conductivity of nanofluids
than base fluid which further increases with increase in the volume fraction. Whereas the
specific heat of nanoparticles is lower than the water which results into lower specific heat
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of nanofluids than base fluid and further decreases with increase in the volume fraction.
This is because the water has lower density, lower thermal conductivity and higher specific
heat compared to Al2O3 and Cu nanoparticles. The density enhances by 4.4% and 7.5% for
Al2O3 and Al2O3/Cu nanofluids, respectively with increase in volume fraction from 0.5%
to 2.0%. The thermal conductivity improves by 4.3% and 6.1% for Al2O3 and Al2O3/Cu
nanofluids, respectively with increase in volume fraction from 0.5% to 2.0%. The specific
heat of Al2O3 and Al2O3/Cu nanofluids decease by 4.6% and 7.3%, respectively with
increase in volume fraction from 0.5% to 2.0%. The viscosity increases by 3.9% for Al2O3
and Al2O3/Cu nanofluids with increase in volume fraction from 0.5% to 2.0%. Addition of
Cu nanoparticle along with Al2O3 nanoparticle improves the thermophysical properties of
hybrid nanofluid compared to single particle nanofluid.

Table 2. Properties of base fluid and nanoparticles.

Nanofluid Density
(kg/m3)

Specific Heat
(J/kg·K)

Thermal Conductivity
(W/m·K) Viscosity (Pa·s)

0.5% Al2O3 1013.059 4115.047 0.608648 0.001013
0.5% Al2O3/Cu 1023.884 4072.637 0.612030 0.001013

1.0% Al2O3 1027.918 4050.029 0.617380 0.001025
1.0% Al2O3/Cu 1049.568 3968.626 0.624304 0.001025

2.0% Al2O3 1057.636 3925.475 0.635098 0.001052
2.0% Al2O3/Cu 1100.936 3775.164 0.649614 0.001052

5.3. Comparison of Heat Transfer Characteristics

In this section, the heat transfer characteristics including thermal attributes of heat
transfer coefficient and Nusselt number and flow attributes of pressure drop and friction
factor are compared for single particle and hybrid nanofluids. In addition, the comparison
of single particle and hybrid nanofluids is extended for the combined thermal and flow
attributes by defining the parameter namely, performance evaluation criteria (PEC).

5.3.1. Heat Transfer Coefficient

The heat transfer coefficient (h) of water, single particle and hybrid nanofluids flow
inside tube for various volume fractions and Reynolds number is presented in Figure 4.
The heat transfer coefficients of all working fluids have increased with increase in the
Reynolds number and the variation trends are linear. Saedodin et al. have also presented
the increasing linear trend of heat transfer coefficient for various working fluids flow inside
tube with Reynolds number [7]. The turbulence increases with increase in the Reynolds
number for all working fluids. The heat transfer rate increases as the turbulence increases.
Higher turbulence at higher Reynolds number of working fluids absorbs higher heat and
presents higher heat transfer rate compared with lower turbulence at lower Reynolds
number of working fluids. Therefore, the heat transfer coefficient of working fluids is
higher at the higher Reynolds number and lower at lower Reynolds number. The heat
transfer coefficient of single particle and hybrid nanofluids for all volume fractions are
higher than water because of improved thermophysical properties of single particle and
hybrid nanofluids compared to water. The heat transfer coefficient improves further with
increase in the volume fractions. In addition, for the same volume fraction, the heat transfer
coefficient of hybrid nanofluid is better than the single particle nanofluid due to addition of
Cu nanoparticles with higher thermal conductivity in hybrid nanofluid. The heat transfer
coefficients of Al2O3 nanofluid are higher by 2.5%, 4.9% and 10.2% and those of Al2O3/Cu
nanofluids are higher by 3.6%, 7.2% and 14.8% for volume fractions of 0.5%, 1.0% and
2.0%, respectively compared with water. The Al2O3/Cu nanofluid with 2.0% volume
fraction shows highest heat transfer coefficient among all working fluids. The heat transfer
coefficient increases by 546.1% for Al2O3/Cu nanofluid with 2.0% volume fraction when
the Reynolds number increases from 2000 to 12,000.
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5.3.2. Nusselt Number

The comparison of Nusselt number of various working fluids with Reynolds number
is presented in Figure 5. The Nusselt number depends on the heat transfer coefficient
hence, the variation trend of Nusselt number is similar as of heat transfer coefficient
for each working fluid. The Nusselt number increases linearly with Reynolds number
for all working fluids because of increase in the turbulence with increase in the Reynolds
number. The Nusselt number of hybrid nanofluid is better than the single particle nanofluid
for the same volume fraction due to higher heat transfer coefficient of hybrid nanofluid
compared to single particle nanofluid. In addition, due to the improved thermophysical
properties of nanofluids by dispersion of nanoparticles in water, the Nusselt number
of single particle and hybrid nanofluids are superior compared to water. Addition of
solid nanoparticles into water has enhanced the thermal conductivity which improves
continuously as larger amounts of nanoparticles are dispersed, which results in increase
in heat transfer coefficient. Therefore, the Nusselt number increases with increase in the
volume fraction for both single particle and hybrid nanofluids. The Nusselt numbers of
50.83, 52.13, 53.36, 56.02, 52.65, 54.49 and 58.29 are evaluated for water, 0.5% Al2O3, 1.0%
Al2O3, 2.0% Al2O3, 0.5% Al2O3/Cu, 1.0% Al2O3/Cu and 2.0% Al2O3/Cu, respectively
at Reynolds number of 12000. The 2.0% Al2O3/Cu nanofluid presents superior value of
Nusselt number for all Reynolds number compared to other working fluids. The Nusselt
number of 2.0% Al2O3/Cu nanofluid increases from 9.02 to 58.29 as the Reynolds number
increases from 2000 to 12000. Firoozi et al. have shown the Nusselt number ranging from 10
to 40 for the variation of Reynolds number up to 5000 [3]. Torii and Hajime have reported
the Nusselt number enhancement for graphene-oxide nanofluid as twice than water for
horizontal circular tube under constant heat flux [45].

5.3.3. Pressure Drop

The variation of pressure drop for water, single particle and hybrid nanofluids with
various volume fractions and Reynolds number is depicted in Figure 6. The pressure drop
increases with increase in the Reynolds number because the turbulence increases as the
Reynolds number increases for all working fluids. However, the variation trend of pressure
drop with Reynolds number is not linear for all working fluids. The variation trend is
exponential as confirmed by many research studies in the open literature. Kristiawan et al.
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have presented the exponential (non-linear) variation of pressure drop with Reynolds
number and pressure drop increases with Reynolds number for various working fluids
flow in a tube [8]. Pressure drop of single particle and hybrid nanofluids are higher than
water because the viscosity of single particle and hybrid nanofluids are higher compared
to water. In addition, the viscosity of single particle and hybrid nanofluids increases as
volume fraction increases due to dispersion of larger volume of nanoparticles into base
fluid water. This results into increase of pressure drop with volume fraction for single
particle and hybrid nanofluids. Despite of the same viscosity of single particle and hybrid
nanofluids at the same volume fraction, the pressure drop for the hybrid nanofluid are
lower than the single particle nanofluids for all volume fractions. The pressure drop of
2.0% Al2O3 nanofluid is highest among all working fluids. The pressure drops of 2.0%
Al2O3 nanofluid and 2.0% Al2O3/Cu nanofluid are higher by 4.5% and 0.34%, respectively
compared to water.
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5.3.4. Friction Factor

The effect of Reynolds number and volume fraction on friction factor of water, single
particle and hybrid nanofluids is shown in Figure 7. The friction factor is affected by the
pressure drop and velocity of working fluid. Therefore, the variation trend of friction factor
for various working fluids are not same as of pressure drop. The considered Reynolds
number range shows the transition from laminar to turbulent regime which results into
parabolic variation trend of friction factor with Reynolds number for all working fluids.
The friction factor increases up to the Reynolds number of 6000 and decreases beyond
this value for all working fluids as can be seen from Figure 7. There is a critical Reynolds
number below which the friction factor increases with increase in the Reynolds number
due to change of flow from laminar to transition regime and above critical Reynolds
number, the friction factor decreases with increase in the Reynolds number because of
change of flow from transition to turbulent regime. However, it is important to note
that the critical point (Re:6000) for friction factor variation over the Reynolds number is
not same as commonly suggested Reynolds number for transition of flow to turbulent
(Re:4000). The reason for different critical point of friction factor than commonly suggested
is dependency of friction factor on ratio of pressure drop to square of velocity as presented
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by Equation (21). Kristiawan et al. have presented the parabolic variation of friction factor
with Reynolds number, the friction factor increases up to the critical Reynolds number
of 5000 then decreases as the Reynolds number increases beyond the critical value [8].
Kaood et al. have also presented the non-linear trend of the friction factor with Reynolds
number, the friction factor decreases as the Reynolds number increases in the turbulent
regime [16]. The friction factors of single particle and hybrid nanofluids are higher than
water which are increasing with increase in the volume fraction. This is because of higher
viscosity of single particle and hybrid nanofluids compared to water which continuously
increases with volume fraction. The density of the hybrid nanofluid is higher than the
density of single particle nanofluid which results into lower velocity of hybrid nanofluid
compared with single particle nanofluid. Therefore, the ratio of pressure drop to square of
velocity the hybrid nanofluid shows higher friction factor than single particle nanofluid
at the same volume fraction. Despite of lower pressure drop for hybrid nanofluid than
single particle nanofluid, the higher density has caused higher friction factor. The friction
factors of 0.5% Al2O3, 1.0% Al2O3, 2.0% Al2O3, 0.5% Al2O3/Cu, 1.0% Al2O3/Cu and 2.0%
Al2O3/Cu nanofluids are higher by 1.5%, 2.9%, 5.9%, 2.6%, 5.2% and 10.3%, respectively
compared to water. The 2.0% Al2O3/Cu nanofluid shows highest value of friction factor
among all working fluids. The friction factor of 2.0% Al2O3/Cu nanofluid increases by 1.9%
as the Reynolds number increases from 2000 to 12,000. Firoozi et al. have also presented
the friction factor variation range from 0.02 to 0.14 for the maximum Reynolds number
variation up to 5000 [3].
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5.3.5. Performance Evaluation Criteria

The performance evaluation criteria present the combined effect of thermal and flow
characteristics because it is calculated based on the Nusselt numbers and friction factors
of water and single particle and hybrid nanofluids. The comparison of performance
evaluation criteria (PEC) for single particle and hybrid nanofluids with various volume
fractions and Reynolds number is depicted in Figure 8. The effect of Reynolds number
on the performance evaluation criteria of single particle and hybrid nanofluids is very
small. This is because both Nusselt number and friction factor are affected significantly
due to variation in Reynolds number. Hence, the overall effect of Reynolds number on
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performance evaluation criteria is nullified. The Nusselt number and friction factor have
improved with increase in volume fraction of single particle and hybrid nanofluids as
a result of improvement in the thermophysical properties. Therefore, the performance
evaluation criteria enhance for both single particle and hybrid nanofluids as volume
fraction increases. Azmi et al. have proved that the variation in the performance evaluation
criteria is very small and non-linear with Reynolds number. In addition, the performance
evaluation criteria increase with increase in volume fraction of nanoparticles [24]. The
performance evaluation criteria for hybrid nanofluid are superior compared to single
particle nanofluid for the same volume fraction because the increase in the Nusselt number
is highly dominant compared to the increase in the friction factor for hybrid nanofluid. The
0.5% Al2O3 nanofluid presents the lowest value of performance evaluation criteria and
2.0% Al2O3/Cu nanofluid presents the highest value of performance evaluation criteria
among all nanofluids. Compared to the performance evaluation criteria of 0.5% Al2O3
nanofluid, the performance evaluation criteria of 1.0% Al2O3, 2.0% Al2O3, 0.5% Al2O3/Cu,
1.0% Al2O3/Cu and 2.0% Al2O3/Cu nanofluids are higher by 1.9%, 5.9%, 0.7%, 3.3% and
8.9%, respectively. Overall, 2.0% Al2O3/Cu nanofluid with composition of 50/50% has
presented the superior heat transfer characteristics among all working fluids. The 2.0%
Al2O3 nanofluid in single particle case and 2.0% Al2O3/Cu nanofluids in hybrid case
present the superior performances in the respective groups. Therefore, the simulated
contours of temperature and velocity for water, 2.0% Al2O3 single particle nanofluid and
2.0% Al2O3/Cu hybrid nanofluid with composition of 50/50% are depicted in Figure 9.
The most important section to observe the behavior of simulated results is the outlet of
tube. Therefore, the temperature and velocity contours are presented for the working fluid
domain at the tube outlet cross section considering the Reynolds numbers of 2000 and
12,000. As can be seen from Figure 9, the distribution of temperature and velocity contours
at the outlet section of tube are symmetrical for water and nanofluids. The heat transfer
characteristics of 2.0% Al2O3/Cu nanofluid is further investigated with additional two
compositions of 75/25% and 25/75% and compared with composition of 50/50% as well
as water and 2.0% Al2O3 nanofluid.

5.4. Hybrid Nanofluid with Different Compositions

The comparison of heat transfer characteristics of water, 2.0% Al2O3, 2.0% Al2O3/Cu
(50/50%), 2.0% Al2O3/Cu (75/25%) and 2.0% Al2O3/Cu (25/75%) is presented in this sec-
tion. The variation of heat transfer coefficient, Nusselt number, pressure drop, friction factor
and performance evaluation criteria with various Reynolds number for above considered
working fluids is presented in Figure 10. The heat transfer coefficient and Nusselt number
of various working fluid have increased linearly with Reynolds number. This is because of
increase in turbulence at higher Reynolds number has resulted into higher heat transfer
rate. The hybrid nanofluids with all compositions show higher heat transfer coefficient and
Nusselt number than single particle nanofluid and water. This is because of superior ther-
mal conductivity and heat transfer performance of the single particle and hybrid nanofluids
compared to water. The increase in the heat transfer coefficient and Nusselt number of
hybrid nanofluid enhances with higher portion of Cu nanoparticle than Al2O3 nanoparticle
because the thermal conductivity of Cu nanoparticle is superior to Al2O3 nanoparticle.
This means 2.0% Al2O3/Cu (25/75%) nanofluid presents highest values of heat transfer
coefficient and Nusselt number followed by 2.0% Al2O3/Cu (50/50%), 2.0% Al2O3/Cu
(75/25%), 2.0% Al2O3 nanofluids and water, respectively. The heat transfer coefficient
enhances by 546.4% and Nusselt number increases from 9.14 to 59.09 for 2.0% Al2O3/Cu
(25/75%) nanofluid with increase in the Reynolds number from 2000 to 12,000. The heat
transfer coefficients of 2.0% Al2O3, 2.0% Al2O3/Cu (50/50%), 2.0% Al2O3/Cu (75/25%)
and 2.0% Al2O3/Cu (25/75%) nanofluids are higher by 10.2%, 14.8%, 13.3% and 16.3%,
respectively compared with water. The water, 2.0% Al2O3, 2.0% Al2O3/Cu (50/50%), 2.0%
Al2O3/Cu (75/25%) and 2.0% Al2O3/Cu (25/75%) nanofluids show the Nusselt number of
50.83, 56.02, 58.29, 57.48 and 59.09, respectively at the Reynolds number of 12,000. The vari-
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ation of pressure drop for various working fluid are not linear but increasing with increase
in the Reynolds number. This is because the turbulence has increased with increase in the
Reynolds number. The decreasing order of pressure drop is 2.0% Al2O3, 2.0% Al2O3/Cu
(75/25%) 2.0% Al2O3/Cu (50/50%), water and 2.0% Al2O3/Cu (25/75%), respectively. The
increase in Cu nanoparticle portion in hybrid nanofluid composition reduces the pressure
drop. The 2.0% Al2O3/Cu (25/75%) nanofluid shows the lowest pressure drop among all
working fluids. Compared to water, the pressure drops of 2.0% Al2O3, 2.0% Al2O3/Cu
(50/50%) and 2.0% Al2O3/Cu (75/25%) nanofluids are higher by 4.5%, 0.34% and 2.4%,
respectively and pressure drop of 2.0% Al2O3/Cu (25/75%) nanofluid is lower by 1.6%.
The variation in friction factor of various working fluids is parabolic with Reynolds num-
ber due to change of flow regime from laminar to transition and transition to turbulent
with critical Reynolds number. The critical Reynolds number is 6000 where the friction
factor is maximum for all working fluids. The 2.0% Al2O3/Cu (25/75%) nanofluid shows
highest friction factor followed by 2.0% Al2O3/Cu (50/50%), 2.0% Al2O3/Cu (75/25%),
2.0% Al2O3 nanofluids and water respectively in the decreasing order. This is due to higher
viscosity as well as higher density of hybrid nanofluids, the density increases as the portion
of Cu nanoparticle increases which results into lower velocity. The friction factors of 2.0%
Al2O3, 2.0% Al2O3/Cu (50/50%), 2.0% Al2O3/Cu (75/25%) and 2.0% Al2O3/Cu (25/75%)
nanofluids are higher by 5.9%, 10.3%, 8.1% and 12.5%, respectively compared to water. The
performance evaluation criteria of 2.0% Al2O3, 2.0% Al2O3/Cu (50/50%), 2.0% Al2O3/Cu
(75/25%) and 2.0% Al2O3/Cu (25/75%) nanofluids are affected very less by the variation in
the Reynolds number due to significant effect of Reynolds number on both Nusselt number
and friction factor. The increase of Cu nanoparticle portion in composition of hybrid
nanofluid has shown significant enhancement in the performance evaluation criteria due
to overall improvement in the thermophysical properties of hybrid nanofluid. Compared
to 2.0% Al2O3 nanofluid, the performance evaluation criteria of 2.0% Al2O3/Cu (50/50%),
2.0% Al2O3/Cu (75/25%) and 2.0% Al2O3/Cu (25/75%) nanofluids have improved by
2.8%, 2.1% and 3.5%, respectively. The 2.0% Al2O3/Cu (25/75%) nanofluid presents the
highest value of performance evaluation criteria.
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6. Conclusions

The heat transfer characteristics of water, single particle and hybrid nanofluids in uni-
formly tube under constant heat flux condition are compared. The heat transfer coefficient,
Nusselt number, pressure drop, friction factor and performance evaluation criteria are
investigated for various Reynolds number, volume fractions and nanoparticle compositions
of hybrid nanofluid. The valuable findings of the present numerical study are summarized
as follows.

(a) The heat transfer coefficient and Nusselt number have increased with Reynolds
number and volume fraction for single particle and hybrid nanofluids. The heat
transfer coefficients of 2.0% Al2O3 and 2.0% Al2O3/Cu nanofluids are higher by 10.2%
and 14.8%, respectively compared to water. The 2.0% Al2O3 and 2.0% Al2O3/Cu
nanofluids present Nusselt numbers of 56.02 and 58.29, respectively.

(b) The pressure drop and friction factor have increased with volume fraction. However,
the pressure drop shows increasing trend and friction factor shows parabolic trend
with Reynolds number. Compared to water, the 2.0% Al2O3 and 2.0% Al2O3/Cu
nanofluids show pressure drops higher by 4.5% and 0.3%, respectively and those
show friction factor higher by 5.9% and 10.3%, respectively.
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(c) The 0.5% Al2O3, 1.0% Al2O3, 2.0% Al2O3, 0.5% Al2O3/Cu, 1.0% Al2O3/Cu and 2.0%
Al2O3/Cu nanofluids present the performance evaluation criteria of 1.02, 1.04, 1.08,
1.03, 1.05 and 1.11, respectively.

(d) Addition of higher portion of Cu nanoparticle in the hybrid nanofluid increases the
heat transfer coefficient, Nusselt number, friction factor and performance evaluation
criteria and decreases the pressure drop. The 2.0% Al2O3, 2.0% Al2O3/Cu (50/50%),
2.0% Al2O3/Cu (75/25%) and 2.0% Al2O3/Cu (25/75%) present performance evalua-
tion criteria of 1.08, 1.11, 1.10 and 1.12, respectively.

(e) Based on the numerical results, the best nanofluids could be prepared and used in the
plain straight tube to extract the excellent experimental output results. The proposed
plain straight tube incorporated with nanofluid flow could be used as an efficient
solar receiver tubes to achieve the superior heat transfer performances.
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19. Yıldırım, E.; Yurddaş, A. Assessments of thermal performance of hybrid and mono nanofluid U-tube solar collector system.
Renew. Energy 2021, 171, 1079–1096. [CrossRef]

20. Saleh, B.; Sundar, L.S. Entropy generation and exergy efficiency analysis of ethylene glycol-water based nanodiamond + Fe3O4
hybrid nanofluids in a circular tube. Powder Technol. 2021, 380, 430–442. [CrossRef]

21. Ramadhan, A.; Azmi, W.; Mamat, R.; Hamid, K. Experimental and numerical study of heat transfer and friction factor of plain
tube with hybrid nanofluids. Case Stud. Eng. 2020, 22, 100782. [CrossRef]

22. Han, Z.; Zhou, W.; Yu, W.; Jia, Z. Experimental investigation on heat transfer of n-decane-ZnO nanofluids in a horizontal tube
under supercritical pressure. Int. Commun. Heat Mass Transf. 2021, 121, 105108. [CrossRef]

23. Akbar, H.M.; Mohammed, A.S.; Ezzat, S.B. Hybrid. Nanofluid to Improve Heat Transfer and Pressure Drop through Horizontal Tube;
Elsevier BV: Amsterdam, The Netherlands, 2021; Volume 42, pp. 1885–1888.

24. Azmi, W.; Hamid, K.A.; Ramadhan, A.; Shaiful, A. Thermal hydraulic performance for hybrid composition ratio of TiO2–SiO2
nanofluids in a tube with wire coil inserts. Case Stud. Eng. 2021, 25, 100899. [CrossRef]

25. Moldoveanu, G.M.; Huminic, G.; Minea, A.A.; Huminic, A. Experimental study on thermal conductivity of stabilized Al2O3 and
SiO2 nanofluids and their hybrid. Int. J. Heat Mass Transf. 2018, 127, 450–457. [CrossRef]

26. Yang, C.; Wu, X.; Zheng, Y.; Qiu, T. Heat transfer performance assessment of hybrid nanofluids in a parallel channel under
identical pumping power. Chem. Eng. Sci. 2017, 168, 67–77. [CrossRef]

27. Minea, A.A. Hybrid nanofluids based on Al2O3, TiO2 and SiO2: Numerical evaluation of different approaches. Int. J. Heat Mass
Transf. 2017, 104, 852–860. [CrossRef]

28. Patil, M.S.; Seo, J.-H.; Lee, M.-Y. Numerical study on geometric parameter effects of power generation performances for segmented
thermoelectric generator. Int. J. Air Cond. Refrig. 2018, 26, 1850004. [CrossRef]

29. Seo, J.H.; Garud, K.S.; Lee, M.Y. Grey relational based Taguchi analysis on thermal and electrical performances of thermoe-lectric
generator system with inclined fins hot heat exchanger. Appl. Therm. Eng. 2021, 184, 116279. [CrossRef]

30. Hamid, K.A.; Azmi, W.; Nabil, M.; Mamat, R. Experimental investigation of nanoparticle mixture ratios on TiO2–SiO2 nanofluids
heat transfer performance under turbulent flow. Int. J. Heat Mass Transf. 2018, 118, 617–627. [CrossRef]

31. Lee, M.-Y.; Seo, J.-H.; Lee, H.-S.; Garud, K.S. Power generation, efficiency and thermal stress of thermoelectric module with leg
geometry, material, segmentation and two-stage arrangement. Symmetry 2020, 12, 786. [CrossRef]

32. Garud, K.S.; Seo, J.-H.; Cho, C.-P.; Lee, M.-Y. Artificial neural network and adaptive neuro-fuzzy interface system modelling to
predict thermal performances of thermoelectric generator for waste heat recovery. Symmetry 2020, 12, 259. [CrossRef]

33. Dadsetani, R.; Sheikhzadeh, G.A.; Safaei, M.R.; Leon, A.S.; Goodarzi, M. Cooling enhancement and stress reduction opti-mization
of disk-shaped electronic components using nanofluids. Symmetry 2020, 12, 931. [CrossRef]

34. Minea, A.A. Challenges in hybrid nanofluids behavior in turbulent flow: Recent research and numerical comparison. Renew.
Sustain. Energy Rev. 2017, 71, 426–434. [CrossRef]

35. Garud, K.S.; Seo, J.-H.; Patil, M.S.; Bang, Y.-M.; Pyo, Y.-D.; Cho, C.-P.; Lee, M.-Y. Thermal–electrical–structural performances of
hot heat exchanger with different internal fins of thermoelectric generator for low power generation application. J. Anal. Calorim.
2021, 143, 387–419. [CrossRef]

36. Al-Baghdadi, M.A.S.; Noor, Z.M.; Zeiny, A.; Burns, A.; Wen, D. CFD analysis of a nanofluid-based microchannel heat sink.
Sci. Eng. Prog. 2020, 20, 100685. [CrossRef]

37. Devakki, B.; Thomas, S. Experimental Investigation on absorption performance of nanofluids for CO2 capture. Int. J. Air
Cond. Refrig. 2020, 28, 2050017. [CrossRef]

38. Kim, M.B.; Park, H.G.; Park, C.Y. Change of thermal conductivity and cooling performance for water based Al2O3-surfactant
nanofluid with time lapse. Int. J. Air Cond. Refrig. 2018, 26, 1850009. [CrossRef]

39. Sanches, M.; Marseglia, G.; Ribeiro, A.P.; Moreira, A.L.; Moita, A.S. Nanofluids characterization for spray cooling appli-cations.
Symmetry 2021, 13, 788. [CrossRef]

40. Ghachem, K.; Aich, W.; Kolsi, L. Computational analysis of hybrid nanofluid enhanced heat transfer in cross flow micro heat
exchanger with rectangular wavy channels. Case Stud. Eng. 2021, 24, 100822. [CrossRef]

50



Symmetry 2021, 13, 876

41. Kwon, J.-T.; Nahm, T.-H.; Kim, T.-W.; Kwon, Y.-C. An Experimental study on pressure drop and heat transfer coefficient of
laminar ag nanofluid flow in mini-tubes. J. Korea Acad. Coop. Soc. 2009, 10, 3525–3532. [CrossRef]

42. Bhattad, A.; Sarkar, J.; Ghosh, P. Energy-economic analysis of plate evaporator using brine-based hybrid nanofluids as secondary
refrigerant. Int. J. Air Cond. Refrig. 2018, 26, 1850003. [CrossRef]

43. Garud, K.S.; Seo, J.H.; Lee, M.Y. Effect of guide fin structures and boundary parameters on thermal performances of heat
exchanger for waste heat recovery thermoelectric generator. J. Korea Acad. Ind. 2021, 22, 30–35.

44. Singh, S.K.; Sarkar, J. Thermohydraulic behavior of concentric tube heat exchanger inserted with conical wire coil using
mono/hybrid nanofluids. Int. Commun. Heat Mass Transf. 2021, 122, 105134. [CrossRef]

45. Torii, S.; Yoshino, H.; Hajime, Y. Effect of aqueous suspension of graphene-oxide nanoparticles on thermal fluid flow transport in
circular tube. Int. J. Air-Cond. Refrig. 2015, 23, 1550005. [CrossRef]

51





symmetryS S

Article

Energy Saving and Economic Evaluations of Exhaust Waste
Heat Recovery Hot Water Supply System for Resort

Nghia-Huu Nguyen 1,†, Dong-Yeon Lee 2,†, Kunal Sandip Garud 3 and Moo-Yeon Lee 3,*

����������
�������

Citation: Nguyen, N.-H.; Lee, D.-Y.;

Garud, K.S.; Lee, M.-Y. Energy Saving

and Economic Evaluations of Exhaust

Waste Heat Recovery Hot Water

Supply System for Resort. Symmetry

2021, 13, 624. https://doi.org/

10.3390/sym13040624

Academic Editor: Mikhail Sheremet

Received: 22 March 2021

Accepted: 7 April 2021

Published: 8 April 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Faculty of Mechanical Engineering, Nha Trang University, 02 Nguyen Dinh Chieu Street,
Nha Trang City 650000, Vietnam; nghianh@ntu.edu.vn

2 Department of Robotics and Intelligent Machine, Yeungnam University, 280 Daehak-ro,
Gyeongsan 38541, Korea; dylee@ynu.ac.kr

3 Department of Mechanical Engineering, Dong-A University, 37 Nakdong-daero 550, Saha-gu,
Busan 49315, Korea; 1876936@donga.ac.kr

* Correspondence: mylee@dau.ac.kr; Tel.: +82-51-200-7642
† These authors contributed equally to this work.

Abstract: The objective of this study is to investigate the energy savings and economics of the hot
water supply system for the luxury resort. The hot water was generated using the waste heat from
the exhaust gas heat (EGH) of internal combustion engine (ICE) installed at the luxury resort. The
capacity and characteristics of waste heat source, flow demand and supply system of hot water were
surveyed, and data is collected from the real system. The new heat exchanger system which utilizes
the EGH to produce the hot water is designed considering the dew point temperature and the back
pressure of exhaust gas system. The results show that the proposed system could supply hot water
at a temperature of 55 ◦C corresponding to the present resort demand of 6 m3/h using EGH of ICE
at 20% load. The proposed system could achieve the saving of 400 L/day in diesel oil (DO) fuel
consumption and the payback time of new system could be evaluated as 9 months. The proposed
system could produce hot water of 14 m3/h at 25% of engine load and 29 m3/h at full engine load
which are sufficient to satisfy the regular and maximum hot water demand of resort. The presented
results show the capability of the proposed system to satisfy the current hot water demand of resort
and suggest the larger potential to save energy by recovering EGH of ICE. The novelty of the present
work involves detailed methodology to design heat exchangers and evaluate system economics for
hot water supply system based on EGH of ICE.

Keywords: economic; energy saving; hot water; heat exchanger; internal combustion engine;
waste heat

1. Introduction

In the present time, energy saving methods and techniques in various industries are
very important to prevent the global energy crisis, increasing fuel consumption and oil
price and decrease the fossil fuel energy use [1]. Especially, the uses of the fossil fuels
have caused the ozone layer depletion and the ecological problems including the global
warming and air pollution. There are two ways to overcome these international issues.
One is the replacement of the old systems with low operation efficiency for the purpose
of decreasing the lost energy. Another is the re-use of the waste energy from the present
systems for the purpose of improving the efficiency. To reuse a part of energy exhausted to
the environment after system operation as a waste heat is a general method [2]. There is lot
of research interest in utilizing waste heat to satisfy the energy demand. To utilize the waste
heat effectively, the attention needs to be given to the characteristics of waste heat source
and the characteristics of used place. The attention aspects are type, chemical components
and basic parameters (pressure, temperature and flow), stability and continuity of waste
heat source, purpose and size of application, technology and waste heat recovery system
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diagram and economic efficiency. The waste heat source could be utilized by the direct and
indirect way. If the waste heat source is clean and no-corrosive, then could be used directly
otherwise indirectly through the intermediate heat exchanger. Based on the types and the
physical properties of the waste heat source, the type of heat exchanger is selected. If the
waste heat source is flue gas from ICE or gas turbine then the exhaust gas-to-steam heat
exchanger or exhaust gas-to-hot water heat exchanger could be used [3]. If the WH source
is liquid then depend on the liquid temperature, the liquid-to-steam heat exchanger or the
liquid-to-hot water heat exchanger could be selected.

There are now many services as motels, hotels and resorts which were built for the
purpose of travel and lodging. The tourists usually enjoy coming to the quiet places with
clean environment to relax. Therefore, many resorts were built in farther places from the
urban, near to the coastline or on the islands. Due to the geographic location, many resorts
cannot connect with the power grid, so that the ICE for electric generation is usually chosen.
Beside the power demands, hot water and steam are the important issues.

Many previous studies have focused on the waste heat recovery from the ICE to
enhance the performance. The general technologies and waste heat sources of combined
heat and power systems were presented in [4–6] and typical recovery of EGH from ICE
were introduced in [7–9]. Separate Rankine cycle could provide additional power of 12–
16% from the waste heat of diesel engine [10,11]. The recovering of waste heat of ICE
stored about 10–15% of fuel power in storage system [12,13]. The waste heat recovery
from ICE of vehicle was investigated by combined thermodynamic cycles and shown good
effective energy savings [14–17]. The cooling capacity of absorption refrigeration system
was improved by using the exhaust gas of ICE [18,19]. The exhaust gas recovery using
various bottom cycles showed improvement in the engine thermal efficiency [20,21]. The
Rankine steam cycle presented the maximum energy saving potentials [22,23]. Generally,
depend on the load of ICE and the applied cycle, the effective energy up to 10–20% could be
achieved by recovering the waste heat from ICE. Many research show that a huge amount
of energy is lost in form of heat through the exhaust gas which is about 30–40% of the
combustion heat [12,13,23,24]. The generated exhaust gases are about 50–70% of the fuel
input and waste heat from exhaust gas could be recovered through the engine cooling [25].
Majority of the research studies are focused on the additional power for the engine by
utilizing the waste heat of ICE [10,11,14,15], some of research studies were applied in
cooling [18,19] and some research was focused on the residential applications [4,9,26].
However, there are only few research studies which presented the application of waste
heat in residential and small commercial buildings [4,9]. Onovwiona et al. presented the
assumed data and simulated results of waste heat recovery system of ICE [26]. Jia et al.
have proposed novel gas-engine driven heat pump system to overcome the limitation of
insufficient engine exhaust waste heat for hot water supply [27]. Liu et al. have presented
the exhaust waste heat recovery system for hot water supply which comprises of solar
energy collection system, drainage system and heat pump system [28]. Butrymowicz et al.
have conducted experimental study on the waste heat recovery system which uses waste
heat of combustion engines for heating applications [29]. Kunal et al. have investigated
the utilization of waste heat of ICE for thermoelectric power generation [30,31]. Estefania
et al. have developed the energy recovery-based heat pump system which uses low grade
temperature source for domestic hot water supply [32]. Ahmadi et al. have proposed solar
thermal energy based parallel feed water heating system for power plant units. The net
energy and exergy efficiencies of the proposed system are increased by 9.5% by using solar
collectors as the replacement of high-pressure feed water heaters [33]. Ahmadi et al. have
also simulated the energy and exergy performances of feed water heating repowering for
steam power plan under three operating modes [34]. The repowering of steam power plant
with and without integration of solar energy has been investigated based on energy, energy
and environmental aspects [35].

The conducted literature review reveals that there has been no study reported until
now which uses the exhaust gas of ICE for the purpose of the hot water supply as an
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application of waste heat recovery. Therefore, this study focuses on the energy savings
and economic evaluations of proposed hot water supply system which recovered the EGH
from the ICE to produce hot water for resort. The recovered EGH from ICE is used to heat
the water though the heat exchanger system. This will decrease the steam for heating water
and reduces the oil consumption of the boiler for the existing system. The daily demand
and volume flow rate of hot water at peak hour are surveyed. The fuel consumption and
exhaust gas of ICE are investigated. The new heat exchanger system to recover EGH to hot
water is proposed. The dew point temperature and the back pressure of exhaust gas are
considered in design. The investment cost is calculated to evaluate the payback time of the
proposed system. The findings clarify the effectiveness of utilizing exhaust gas heat of ICE
to produce hot water, and simultaneously provide scientific data for constructing a new
heat recovery system. The detailed methodology for designing the waste heat recovery
heat exchanger is presented which could be reference guideline for the active researcher in
the field of waste heat recovery application which is not cover in relevant articles in the
open literature. In addition, the methodology for evaluating the economics of the waste
recovery system is presented explicitly.

2. Methodology
2.1. Description of Engine and Hot Water Demand

The investigated luxury resort is located at the island which is a popular tourist place.
It has the hotels and restaurants with five stars standard and a nice quiet beach. There
are many travelers from all over the world are coming here. Beside the tourist demands,
this place is used for organizing the national and international events. This resort has
300 high level rooms for 400–500 visitors at the present time, about 80–90% of the rooms are
occupied daily and 100% in the holidays. It has 3 restaurants with about 1000 seats and has
01 canteen for about 200 staffs. This resort is on offshore islands, farther from the land, and
the main transportation is by the ship, the electric power was generated by ICE combined
with generator. The demand for hot water and steam are quite high, hot water is used
mainly for bathing and steam is used for hot water heating and laundry. At the present,
the hot water is supplied by the heat of boiler using DO fuel. So, if we utilize the waste
heat from EGH of the ICE to replace a part or fully the steam from the boiler, the cost of
fuel consumption will be decreased. The average exhaust gas temperature of ICE is about
400–500 ◦C. Current temperature is not enough for the engine cycle, but very suitable for
another heat process. The specifications of ICE were investigated in this study as shown in
Table 1. It has a close cooling system by an inside solution and outside by air cooling, so
we cannot utilize this waste heat source. Thus, we only can utilize waste heat source from
exhaust gas of this ICE. The used fuel of ICE is DO, the fuel consumption and exhaust gas
temperature changed according to the ICE load as shown in Table 2. It is obvious that the
DO fuel consumption increases as the engine load increases which results into increase
in the exhaust gas temperature. This is because increase in the heat carrying capacity of
exhaust gas with increase in the DO fuel consumption. The data presented in Table 2 show
that the waste heat percentage is more at the higher engine load. So, increasing hot water
demand at the resort could be satisfied by running the engine at the higher loads.

Table 1. Engine specifications.

Component Specification

Manufacturer Mitsubishi
Rated output 1530 KVA
Engine model S16R-PTA, 4cycle, air cooler

Number of cylinders 16
Bore/stroke (mm) 170/180
Total displacement 65.4 L
Fuel consumption 273.5 L/h at 75% load

Maximum back pressure in exhaust gas system 12 in H2O = 3000 Pa
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Table 2. Fuel consumption and exhaust gas temperature according to the load.

Load (%) Fuel DO Consumption (L/h) Exhaust Gas Temperature (◦C)

25 99.7 321
50 168.6 410
75 273.5 465

100 304.4 502
125 327.3 513

At the resort, the requirement of hot water temperature is ensured in range of 50–55 ◦C.
The real data of daily hot water volume for 7 months including summer months (July and
August), Christmas and new year (December and January) was collected. Figure 1 presents
the daily hot water consumption volume of four months higher number of tourists. It can
be observed that the hot water volume changed daily, monthly, and average demand is
about 50–55 m3/day. The hot water demand changes due to fluctuation in the number of
tourists on daily and monthly basis. However, there are some peak days with the hot water
volume increases to 80–90 m3/day. From these collected results, the volume flow rate and
its ratio with maximum hot water volume flow rate per day were determined, as shown in
Table 3. The hot water demand of resort for three volumes namely, maximum, minimum
and average is evaluated from the collected data of real system. Considering the average
hot water demand as the baseline, the maximum and minimum hot water demands are
180% higher and 42% lower, respectively.
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Table 3. Volume flow rate and its ratio with maximum value per day.

Hot Water Volume Flow (m3/Day) Ratio (%)

Average (Vhwa/d) 52 100
Maximum (Vhwmax/d) 94 180
Minimum (Vhwmin/d) 22 42

2.2. Description of Proposed System

The system diagram of proposed hot water supply system based on hot water demand
and EGH recovery from ICE to produce hot water was proposed is shown in Figure 2. The
EGH of ICE is not directly used to produce the hot water for resort in order to restrain
the scale inside the tube exchanger. The EGH of ICE is exchanged with intermediate heat
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source (primary hot water), thus this system has two hot water circles. In the primary circle
(closed circle), the fresh water is pumped into the primary heat exchanger and is heated
by hot exhaust gas from ICE. This hot water becomes the heat source for the secondary
circle. In the secondary circle (opened circle), the water is heated by primary hot water to
temperature of 55 ◦C, then is pumped to the hot water system of the hotel and distributed
to all rooms. The part of hot water with decreased temperature which is not used will be
returned to the heat exchanger and reheated again. The make-up water is pumped to the
system to compensate the part of used hot water.
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3. Design of Proposed System
3.1. Specifications of Exhaust Gas

The load of ICE changed from 70 to 90% at the current time in a day, so the load of
ICE at 80% is chosen for the heat exchanger design and correspondingly the exhaust gas
temperature is teg in1 = 470 ◦C. From the technical specifications of ICE, the mass flow rate
of exhaust gas Geg = 6000 kg/h. From the physical specifications of the used DO fuel, the
sulfur concentration is S = 0.445%. From the graph of flue gas dew point temperature [36],
the dew point temperature of exhaust gas is tdp = 110 ◦C. The reaction SO3 + H2O = H2SO4
in exhaust gas system which causes the corrosion in chimmy or on the surface of the heat
exchanger at low ICE load is prevented. We choose the minimum exhaust gas temperature
teg out1 = 130 ◦C. Thus, the total heat recovery from EGH of ICE can be determined:

Qeg = Geg·cpeg
(
teg in1 − teg out1

)
(1)

where cpeg is the average specific heat of exhaust gas (cpeg = 1.174 kJ/kg ◦C). Thus, from
Equation (1) Qeg = 665 (kW).

3.2. Calculation of Volume Flow Rate of Hot Water

The hot water volume is always changed according to the demand. Therefore, the
maximum volume flow rate of hot water per hour (Vhwmax/h) needs to be defined. Based
on the make-up water volume into the system, the Vhwmax/h was collected for typical
10 days of the month with higher number of tourists as shown in the Figure 3. As can be
seen, there is a time when Vhwmax/h is ranging from 16–20 pm daily. From these data, the
ratio of average hot water volume flow rate per hour with its value per day was calculated
as shown in the Figure 4. It can be observed that the ratio of Vhwmax/h at peak hour is
nearly 6% from daily hot water volume which is suggested for other days in the year. Thus,
from the maximum hot water volume as suggested in Table 3, Vhwmax/d = 94 m3/day and
the above ratio of 6% at peak hour, the Vhwmax/h was determined such that Vhwmax/h = 94
× 6/100 = 5.65 m3/h.
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3.3. Maximum Production of Hot Water Volume

Figure 5 shows the diagram of separate hot water system. To ensure the continuous
and adequate hot water supply, the hot water is always revolved in the system with the
circulating hot water flow (Vcc) and requirement is Vcc > Vhwmax/h. The circle factor (n) is
introduced, with n = Vcc

Vhwa
, we choose n = 2.75 in this study. From Table 3, the average hot

water demand is Vhwa = 52 m3/day = 2.2 m3/h, the circular water flow can be defined Vcc
= Vhwa × n = 6 m3/h > Vhwmax/h = 5.65 m3/h, that means the supplied hot water demand
at peak hour will be ensured. From there, the volume flow rate of make-up water (Vmu)
to the system is calculated, Vmu = Vhwa = Vcc − Vre, where Vre is the returned hot water
flow rate. The temperature of returned hot water (tre) is decreased because of occurred
heat loss along the length of tube, this range temperature is set ∆t = 15 ◦C. Thus, the tre
= 55 − 15 = 40 ◦C. The heat balance equation is established at the entrance of secondary
heat exchanger:

Vre·Cpw(tw re − tw in2) = Cpw(tw in2 − tw mu) (2)

where, Cpw is the specific heat of water, the water-in temperature of secondary heat ex-
changer (tw in2), tw mu is the temperature of make-up water (tmu = 25 ◦C at the investigated
resort). Thus, from Equation (2) tw in2 = 35 ◦C.
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The heat transfer rate from the exhaust gas to the water is presented by the bal-
ance equation:

η·Qeg = Qhw = Vhw·Cpw(tw out2 − tw in2) (3)

where Qhw is the heat rate of water, Vhw is the maximum volume flow rate of hot water
that could be produced, Cpw is the water specific heat (Cpw = 4.18 kJ/kg ◦C), η is the
performance of the heat exchanger (η = 0.9).

Thus, from Equation (3) the maximum volume flow rate of hot water from the fully
exhaust gas is evaluated as Vhw = 26 m3/h at 80% load of ICE. This flow rate is larger than
the flow rate of the circular hot water (Vcc = 6 m3/h), it means that the EGH from ICE
responses sufficiently to the demand of hot water at the resort.

3.4. Specifications of Heat Exchanger

The specifications of two heat exchangers were designed and chosen from the parame-
ters of exhaust gas and hot water. Firstly, the tube diameter, tube spacing, the heat transfer
coefficient (k1), the length (L1) and the width (W1) are selected for the primary heat ex-
changer unit. Next, the area of heat exchanger (F1), number of tube rows, number of tubes
are calculated followed by calculation of the resistance. If the back pressure or resistance
(∆p1) is larger than the allowed back pressure ([∆p1]) then L1 and W1 are re-adjusted. The
steps are repeated and the k1 is re-tested. The specifications for which the ∆p1 is lower than
[∆p1] = 3000 Pa are accepted.

Calculate the resistance though the heat exchanger:
The parameters of the tube and fin such as the outside diameter of the tube (dout1),

horizontal spacing (s1), fin spacing (sf) and fin thickness (δf) were selected. The vertical

spacing (s2) is evaluated as s2 =
√

3
2 s1, the slit between two fins (tf) is calculated as

t f = s f − δ f , the diameter of the fin (df) is calculated as d f = s1 − t f , the height of the fin

(hf) is calculated as h f = 0.5
(

d f − dout1

)
, number of the fin per 1 m length of tube (nf) is

evaluated as n f =
1
s f

.
The factor of the fin (CT [1]/136):

ε f = 1 +
d2

f − d2
out1

2× din1 × s f
(4)

The area without fin per 1 m length of tube (m2):

F0 = π × dout1 × t f × n f (5)

The area with fin per 1 m length of tube (m2):

Ff =
π

2

(
d2

f − d2
out1

)
n f (6)

59



Symmetry 2021, 13, 624

Total the outside area of fin-tube: F2 = F0 + Fc.
The equivalent diameter of the slits between tubes and fins through which gas flow

passes (CT [1]/118):

deqi =
F0dout1 + Ff

√
Ff

2n f

F0 + Ff
(7)

The hot water flow rate needs to be produced (Vhw) is known based on the hot water
demand. Based on the heat balance equation of secondary heater, the primary hot water
flow (Vhw1) is calculated as:

Vhw1cpw1(thw out1 − thw in1)η = Vhw2cpw2(thw out2 − thw in2) (8)

Based on the heat balance equation of primary heater, the exhaust gas-out temperature
(tkr) is calculated as:

Gegcpeg
(
teg in1 − teg out1

)
η = Vhw1cpw1(thw out1 − thw in1) (9)

The heat transfer coefficient (kF2) was selected in the suitable range of kF2 = 40–80
W/m2·K based on common design.

Calculate the average temperature difference (∆t) with ∆tmax = tegin1 − thw out1 and
∆tmin = tegout1 − thw in1:

∆t =
∆tmax − ∆tmin

ln ∆tmax
∆tmin

(10)

Calculate the heat power required to heat the hot water at rate flow demand (Qhwd):

Qhwd = Gegcpeg
(
teg in1 − teg out1

)
(11)

Calculate the waste heat power:

Qeg = Gegcpeg
(
teg in1 − tair

)
(12)

Calculate the waste heat recovery efficiency:

ηHR =
Qhwd
Qeg

× 100 (%) (13)

Calculate the inside (F1) and outside area (F2) of fin-tube:

F2 =
Qhwd

kF2∆t
and F1 =

F2

ε f
(14)

The total length of the heat transfer tube was calculated:

F1 =
F1

πdin1
(15)

The length of 1 tube (L1) was as the width of the heat exchanger as W1 = L1. Numbers
of rows of tube (z1), number of tubes in 1 row (m1), the height of the heat exchanger (H1)
were evaluated as, z1 = W1/s2, m1 = l1

z1L1
, H1 = m1·s1.

The velocity of exhaust gas flow through minimum cross section was defined (CT [1]/121):

ω =
ω0

1−
(

dout1
s1

+
2hω f
s1s f

) (16)
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where ω0 is the velocity of exhaust gas-in, ω0 =
Geg
ρ f and f is the area of cross section,

f = L ×W.
From the average temperature exhaust gas (tk) and teg =

teg in1−teg out1
2 , the heat conduc-

tive coefficient (λ) and the viscosity (v) of exhaust gas were known.
The number Re of exhaust gas was calculated:

Reeg =
ωdeqi

υ
(17)

The resistance factor (ξ) for the staggered arrangement tubes with circle fins was
defined (CT [1]/119):

ξ = 0.72× Re−0.245
eg

(
s1 − dout1

s f
+ 2

)0.9

×
(

s1 − dout1
dout1

)0.9
×
( deqi

dout1

)0.9

×
(

s1 − dout1
s2 − dout1

)−0.1
(18)

The resistance of friction (∆pf), the local resistance at inlet and outlet (∆pl), the total
resistance of the system (∆p) were calculated, ∆p1 = ∆pf + ∆pl:

∆p f = ξ × ρ× ω2

2
× z1 (19)

∆pl = ξ × ρ× ω2

2
(20)

The total resistance of the system (∆p) has to be lower than the allowable resistance
in the exhaust gas system of ICE [∆p] = 3000 Pa. Using the design procedure explained
above, the specifications of primary and secondary heat exchangers are evaluated. The
type of heat exchanger selected for primary case is tube and fin type heat exchanger. The
water to be heated is flowing through tubes whereas the exhaust gas is flowing around the
tubes. The flow paths for water and exhaust gas are presented in Figure 6a. The tube and
fins in the primary heat exchanger are made up of steel. The inner and outer diameters of
tube are 27.24 mm and 34 mm, respectively and total length of tube is 4.4 m with spacing
of 7 mm. The fin thickness and spacing are designed as 1 mm and 4 mm, respectively.
The arrangement and dimensions of fins are depicted in Figure 6b. The summary for
specifications of primary heat exchanger is shown in Table 4. Similarly, the type of heat
exchanger, the heat transfer coefficient (k2), the area of heat exchanger (F2), number of tube
rows, number of tubes and the resistance are calculated for the secondary heat exchanger
unit. The shell and tube heat exchanger are selected for secondary circle. The water heated
through the exhaust gas is passing through the shell whereas, the fresh water is circulating
through the tubes. The flow patterns for both water paths are shown in Figure 7. The
secondary heat exchanger comprises of 3 shell passes and 36 tubes divided equally in
3 tube passes. The outer diameter and length of tube are evaluated as 19 mm and 740 mm,
respectively. The summary for specifications of secondary heat exchanger is shown in
Table 5.
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Table 4. Specifications of primary heat exchanger.

Component Specification

Heat exchanger type Liquid–gas (Figure 6a), liquid (water) flows inside
the tube, gas flows outside the tube

Tube type Fin–tube, staggered arrangement (Figure 6b)
Material of tube and fin steel

Heat conductive coefficient 46 W/m2–K
Outside–tube diameter 34 mm

Thickness of tube 3.38 mm
Horizontal spacing 7 mm

Fin spacing 4 mm
Fin thickness (δc) 1 mm

Total length of tube 4.4 m
Length of 1 tube 0.5 m

Fin factor 15
Resistance 1210 Pa
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Table 5. Specifications of secondary heat exchanger.

Component Specification

Heat exchanger type shell–tube (Figure 7), the lower temperature water is
heated by the higher temperature water.

Outside–tube diameter 19 mm
Length of tube 740 mm

Heat conductive coefficient 46 W/m2–K
Number of pass in primary side 3 passes

Number of tubes 36 tubes
Number of pass in secondary side 3 passes
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4. Evaluation of Proposed System
4.1. Performance Evaluation

Table 6 presents the exhaust gas temperature and heat recovered power for various
engine loads and hot water flow rate. The exhaust gas temperature and the heat recovered
power are changed due to the frequent change of ICE load to satisfy the demands during
the actual operation. The exhaust gas temperature and heat recovered power are increasing
with increase in the hot water demand and corresponding increase in engine load. To
satisfy the increasing demand of hot water, it is required to increase the hot water flow
rate. This means higher exhaust heat is needed to satisfy the increasing demand therefore,
the engine load has increased to produce the exhaust gas with higher temperature. The
higher portion of heat could be recovered by increase in the exhaust gas temperature due
to increase in the heat transfer capacity. As can be seen that when the engine is running at
25% corresponding EGH of ICE is enough to produce the hot water demand of 6 m3/h.
The hot water demand changes with time at the resort which results into change in the heat
recovered efficiency and the exhaust gas-out temperature. The calculated heat recovered
efficiency and exhaust gas temperature corresponding to various hot water demand are
shown in the Table 7. The waste recovery power and efficiency are lower at the lower
hot water flow rate demand due to higher exhaust gas temperature (higher exhaust waste
heat). This means larger portion of exhaust heat is wasted as the demand is not high.
However, with increase in the hot water flow rate demand, the exhaust gas temperature
reduces which shows significant increase in the heat recovery power and efficiency. As can
be observed that the hot water demand is in range 2–6 m3/h, corresponding to the heat
recovered power is lowered by 25% and the exhaust gas-out temperature is still rather high
teg > 390 ◦C, it means that there are still large amounts of excess heat that has not been fully
used in exhaust gas of ICE. If the flow rate demand of hot water increases to Vhw = 25 m3/h
in the future, the exhaust gas-out temperature is teg = 140 ◦C still higher than the dew point
temperature of the exhaust gas tdp = 130 ◦C. Therefore, the condensation cannot occur in
the exhaust gas system, the safety of operation is ensuring. The higher demand of hot
water could be satisfied at the higher ICE load. The hot water flow rates of 26 m3/h could
be achieved at the ICE load of 80% and that could be further increased to 29 m3/h at the
ICE full load. The heat recovery power and efficiency of 155 kW and 23%, respectively are
achieved for the proposed system at the regular hot water flow rate demand of 6 m3/h. At
the maximum hot water flow rate demand of 25 m3/h, the highest heat recovery power of
645 kW and highest heat recovery efficiency of 97% could be achieved.

Table 6. Temperature and heat power of exhaust gas, flow rate of produced hot water change on
ICE load.

Load (%) Exhaust Gas
Temperature (◦C)

Exhaust Gas Heat Power
(kW)

Hot Water Flow Rate
(m3/h)

25 321 374 14
50 410 548 21
75 465 655 25
80 470 665 26

100 502 728 28
125 513 749 29
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Table 7. The heat recovery efficiency and the exhaust gas-out temperature change on the hot
water demand.

Hot Water Demand
Gnn (m3/h)

Heat Recovered
Power Q (kW) Efficiency HS (%) Exhaust Gas-Out

Temperature tkr (◦C)

2 52 8 444
4 103 16 417
6 155 23 391
8 206 31 364
10 258 39 338
15 387 58 272
20 516 78 206
25 645 97 140

4.2. Economic Evaluation

Figure 8 presents the daily DO volume consumption of boiler for 7 months. Depending
on the demand, the DO fuel consumption changes daily, higher DO fuel consumption
corresponding to higher demand and vice-versa. From the collected data as presented in
Figure 8, the average volume of DO consumption is evaluated about 600 L/day, among
which about 30% was used in the production of steam for laundry, equivalent to 200 L/day.
Thus, the average volume of DO consumption corresponding to the supplied hot water
is 400 L/day. Based on this data, the annual savings (E) for reducing the volume of DO
fuel consumption was evaluated in the Table 8. The hot water supply system using EGH of
ICE could eliminate the existing boiler system which results into fuel savings utilized to
run the existing system. The annual saving of 110,880 $/year could be achieved using the
proposed system. The total cost of new system (C) at the current time was estimated as
shown in Table 9. The payback time (T) was defined:

T =
ln E

E−i∗c
ln(1 + i)

∗ 12 months (21)

where i is the compound rate yearly, taken i = 20%/year. Thus, the payback time is
evaluated as T = 09 months from Equation (21).
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Table 8. Annual savings of recovered EGH.

Parameter Result

Average DO consumption 400 L/day
Cost of DO 0.77 $/L

Cost of hot water per day 400 L/day × 0.77 $/L = 308 $/day
Monthly saving 308 $/day × 30 days = 9240 $/month
Annual saving 12 months × 9240 $/month = 110,880 $/year

Table 9. Cost of the new hot water system.

Parameter Result

The primary heat exchanger 20,000 $/unit
The secondary heat exchanger 15,000 $/unit

The tube and valves 15,000 $
The auxiliary equipment 8000 $

Shipping and maintenance 12,000 $
Total of cost 70,000 $

5. Conclusions

In this study, the energy savings and economic performances of the EGH recovery
system from ICE was analyzed and evaluated for supplying hot water to the resort. The
new heat exchanger system to recover exhaust gas heat from ICE and utilize to heat the
water was proposed considering the dew point temperature and back pressure of exhaust
gas system. The heat recovery and economic efficiency were calculated and evaluated.
The regular hot water demand for the resort is ranging from 2–6 m3/h which could be
fully satisfied by the proposed system which supplies the hot water with the flow rate
of 14 m3/h at 25% ICE load and the hot water flow rate of 26 m3/h at 80% load. These
flow rates have sufficient and excess capacity to satisfy the current hot water demand of
6 m3/h at temperature of 55 ◦C to the resort. In case the demand of hot water supply
increases in future due to higher number of tourists then it could be achievable by the
proposed system up to maximum 29 m3/h with increasing ICE load. Despite of increasing
hot water demand and recovering larger amount of waste heat from the exhaust gas using
the proposed system but still the exhaust gas temperature is lower than the dew point
temperature which depicts the safe operation without condensation and corrosion in the
exhaust system. At the hot water flow rate demand of 6 m3/h, the proposed system
achieves the heat recovery power of 155 kW and heat recovery efficiency of 23%. And
the heat recovery power and efficiency are achieved maximum up to 645 kW and 97%,
respectively at the maximum hot water flow rate demand of 25 m3/h. The proposed
system reduces the daily fuel consumption of DO up to 400 L/day which results into the
annual saving of 110,880 $/year and the calculated payback time for the proposed system
is 9 months. Apart from excellent performance and economics, the proposed system could
reduce the CO2 emission by saving fuel consumption which results into reduced global
warming and environmental degradation. The results indicate that the potential energy
savings of recovered EGH system from ICE is significantly large. The proposed system
has effectively utilized the energy economically and the generated scientific data could
be used in the construction of new heat recovery system. In the proposed system still
larger amount of waste heat is remained un-utilized therefore, as the future direction, the
designed new heat exchanger could be optimized based on heat transfer performances to
make the efficiency utilization of remaining waste heat which could improve the economics
of the proposed heat recovery system. In addition, various statistical approaches such as,
Taguchi analysis, grey relational analysis and analysis of variance could be employed to
evaluate the most influencing factors to the performances of designed waste heat recovery
heat exchanger in the future works.
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Abstract: The objective of the present study is to conduct experiments for investigating heating
performances of integrated system with serial and parallel circuits for battery and heating ventilation
and air conditioning system (HVAC) of electric vehicles under various operating conditions. In
addition, the artificial neural network (ANN) model is proposed to accurately predict the heating
performances of integrated system with serial and parallel circuits for battery and HVAC. A test
bench of integrated system with serial and parallel circuits has been developed for establishing the
trade-off between battery heating and HVAC heating. The heating performances namely, battery
out temperature, battery temperature rise rate, battery heating capacity, HVAC heating capacity and
total heating capacity are evaluated experimentally for the integrated system with serial and parallel
circuits. The behavior of various heating performances is evaluated under influence of flow rate and
heater power. Battery out temperature reaches 40 ◦C within 10 min with rise rate of 2.17 ◦C/min for
the integrated system with serial circuit and that within 20 min with rise rate of 1.22 ◦C/min for the
integrated system with parallel circuit. Integrated system with serial circuit shows higher HVAC
heating capacity than integrated system with parallel circuit which are 5726.33 W and 3869.15 W,
respectively. ANN model with back-propagation algorithm, Levenberg-Marquardt training variant,
Tan-sigmoidal transfer function and 20 hidden neurons presents the accurate prediction of heating
performances of the integrated system with serial and parallel circuits for battery and HVAC.

Keywords: battery; heating performance; HVAC; parallel; serial

1. Introduction

In recent times, increasing demand of high energy efficiency and zero emission has
resulted into shifting the major means of transportation towards the electric vehicle [1].
The low driving range and battery life are two major hurdles in the development of electric
vehicles. The cabin is heated in winter using electric energy of the battery, which results
into reduction in driving range of vehicle [2]. The charge-discharge performances of the
batteries are degrading significantly as the temperature reduces. In cold weather conditions,
to maintain the battery performance and battery life, effective battery thermal management
in form of preheating of battery is essential [3]. Numerous studies have been conducted
focusing on cabin heating and battery heating in cold weather conditions to improve the
driving range and battery performance.

Guo et al. presented effective heating for battery cell and battery pack using echelon
internal heating strategy [4]. Ruan et al. developed an optimal internal heating strategy
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for rapid battery heating [5]. Lei et al. suggested an intermittent self-heating lithium-
ion battery method for heating of battery with temperature uniformity [6]. Shang et al.
proposed buck-boost conversion based high frequency alternating current heater for battery
heating in low temperature conditions. As the AC heating frequency increases, the heating
speed and efficiency improve, due to lithium-ion transport and increase in heat generation
of ohmic resistance [7]. Fan et al. concluded that the discharge rate has negligible effect on
the heating performance of battery thermal management system compare with external
heating source. In addition, a higher mass flow rate of the heating medium gives better
heating performance [8]. Delos Reyes et al. investigated the behavior in driving ranges of
Mitsubishi i-MiEV and Nissan Leaf for the ambient temperature variation in a range of 20
to −15 ◦C [9].

Positive temperature coefficient (PTC) heaters are widely used for cabin heating, how-
ever, they consume more energy. Therefore, heat pumps have been used as the replacement
of PTC heater for cabin heating [10]. Zhang et al. showed coefficient of performance
(COP) of 1.25 and improvement of 57.7% in heating capacity using economized vapor
injection heat pump system [11]. Cho et al. proposed a coolant source heat pump which
uses waste heat from electric devices for heating a passengers’ compartment of electric
bus [12]. Qin et al. presented that the air source heat pump with refrigerant injection
shows enhancement in the heating capacity compared with the conventional air source
heat pump for electric vehicles [13–15]. Ahn et al. investigated heating performances of
air source heat pump, waste heat pump and dual source (air + waste heat) heat pump for
electric vehicle, and concluded that the dual source heat pump shows superior heating
performances compared with air source and waste heat pumps [16]. Lee et al. proposed
an R744 based stack coolant heat pump, which attains a heating capacity of 5.0 kW at an
ambient temperature of −20 ◦C [17]. Shi et al. suggested R32 based economized vapor
injection heat pump system for temperature range of −2 to 15 ◦C, and showed higher
coefficient of performance compare with conventional single stage heat pump [18]. Jung
et al. showed that the single injection heat pump with optimum port angle of 440◦ and
dual injection heat pump with optimum port angles of 535◦/355◦ present enhancement of
7.5% and 9.8%, respectively, in coefficient of performance, compared with non-injection
heat pump at ambient temperature of −10 ◦C [19]. Patil et al. proposed a 2.0 kW burner
that shows a maximum efficiency of 96.7% for the cabin heating of an electric vehicle [20].
Zhang et al. showed that the heat pump system with desiccant reduces cabin heat load
and power consumption by 42% and 38%, respectively, at an ambient temperature of
−20 ◦C, compared to traditional heat pump system [21]. Choi et al. investigated the
heating performances of vapor injection heat pump system for cabin heating of electric
vehicle in cold weather conditions [22,23]. Ahn et al. showed that the dual evaporator
heat pump has 62% higher heating coefficient of performance for cabin in electric vehicle
compare with conventional heat pump [24]. Lee et al. proposed a mobile heat pump which
uses waste heat of electric devices for heating in an electric bus. The heating coefficient
of performance of proposed heat pump is evaluated as 2.4 [25]. Liu et al. investigated
heating performances of propane-based heat pump system for cabin heating in electric
vehicles and found that the proposed system shows superior heating performance above
the ambient temperature of −10 ◦C [26]. Li et al. compared heating performances of an
R134a based heat pump and an R1234yf based heat pump, and showed that the R1234yf
based heat pump is a potential candidate for the replacement of the R134a based heat pump
for cabin heating in cold weather conditions [27]. Bellocchi et al. developed a heat pump
with a regenerative heat exchanger, which reduces power consumption by 17–52% and
reduces the decrease in driving range up to 6% for electric vehicles [28]. Lee et al. proposed
air source heat pump system with a heating coefficient of 3.26 and a heating capacity of
3.10 kW at an ambient temperature of −10 ◦C for cabin heating in electric vehicle [29].
Lee et al. have experimentally investigated the performance characteristics of heat pump
system integrated with a high pressure side chiller under cold and hot weather conditions
for light duty commercial electric vehicles [30]. Jeffs et al. integrated five different heat
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sources with heat pump system for efficient heating of battery and cabin. An energy saving
of 14.8% was achieved with a heat pump system integrated with different heat sources [31].
Further, Jeff et al. proposed an optimal strategy for tradeoff heating between battery and
cabin. The optimal strategy enables 6.2% of improvement in range for no battery heating
and 5.5% of improvement in cabin comfort for full battery heating [32].

From the literature review, there are very few studies that discuss combined cabin and
battery heating. Therefore, the objective of the present study is to develop an integrated
system with serial and parallel circuits to enable the trade-off between battery heating and
heating ventilation and air conditioning system (HVAC) (cabin) heating. The battery and
HVAC heating performances, namely, battery out temperature, battery temperature rise
rate, battery heating capacity, HVAC (cabin) heating capacity and total heating capacity, are
compared experimentally for the integrated system with serial and parallel circuits under
the influence of heater power and flow rate. In addition, an ANN model is developed in
the present study, to accurately predict the battery and HVAC heating performances.

2. Experimental Method

The experimental set-up of the integrated system with serial and parallel circuits is
shown in Figure 1. To control the experimental ambient conditions, the experimental set-up
is housed inside the psychrometric calorimeter which is controlled using PID controller.
The experimental set-up comprises of serial and parallel circuits with components namely,
battery, HVAC heater core, heater, water pump, working fluid tank, radiator, temperature
sensors, flow meters and valves. The specifications of various components of experimental
set-up are presented in Table 1. Both the circuits are operated using three valves, named
valve1, valve2 and valve3. For the integrated system with serial circuit, valve1 and valve3
are cutoff and only valve2 is operated. Whereas, for the integrated system with parallel
circuit, valve2 is cutoff and valve1 and valve3 are operated. The valve1 supplies working
fluid for the battery heating and valve3 supplies working fluid for HVAC heating in
the integrated system with parallel circuit. The battery is not the actual battery but the
mimic of GM Volt (2010) battery model whose specifications are: weight = 198 kg, specific
heat = 143 J/kg K and battery capacity = 16 kWh. The total working fluid flow rate of
24 L/min is divided for battery heating and HVAC heating in the integrated system with
parallel circuit using valve1 and valve3. For the integrated system with parallel circuit, the
flow ratio term is defined which is the ratio of battery flow rate to HVAC flow rate. In the
case of an integrated system with serial circuit, full working fluid flow rate of 24 L/min
is either supplied for battery heating or HVAC heating using valve2. The working of the
integrated system with serial and parallel circuits involves a supply of working fluid using
water pumped to a heater, where it is heated to higher temperature. From the heater, the
heated working fluid is divided between the battery and HVAC in the case of an integrated
system with a parallel circuit, and totally supplied for either the battery or HVAC in the
case of an integrated system with serial circuit. The collected heated working fluid in
tank is transferred through the radiator where it is cooled and again transferred to the
heater using a water pump. To analyze the heating performances of the battery and HVAC,
two modes (serial and parallel) of operation are employed. In addition, the heater power
is varied as 2 kW, 4 kW and 6 kW in both the modes, and the flow ratio is varied as
2/8, 3/7, 5/5, 7/3 and 8/2 in a parallel mode of operation, to investigate the behavior of
battery and HVAC heating performances. Battery out temperature, battery temperature
rise rate, battery heating capacity, HVAC heating capacity and total heating capacity are
investigated under various operating conditions. The accuracy of various experimental
devices and instruments is shown in Table 2. Additionally, Figure 1b shows the picture of
an experimental set-up of the integrated system with serial and parallel circuits.
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Figure 1. (a) Schematic diagram and (b) picture for experimental set-up of integrated system with serial and parallel circuits.

Table 1. The specifications of components of experimental set-up.

Component Specification

Pipe Material: stainless
Heater Type: sheath

Water pump
Max flow: 25 L/min

Max head: 25 m
Power voltage: 24 VCD
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Table 1. Cont.

Component Specification

Radiator Applied vehicle: GM Volt
Core size: 147 × 206 × 28 mm

HVAC Applied vehicle: Kona
Core size: 152 × 222 × 26 mm

Heater 510 V, 11.8 A

Table 2. Accuracy of various experimental devices and instruments.

Device/Instrument Accuracy

T-type thermocouple 0.75%

DAQ −200 ◦C ≤ TS ≤ −100 ◦C, ± (0.10% of reading)
−100 ◦C ≤ TS ≤ 400 ◦C, ± (0.10% of reading)

Flow rate sensor ±1.50%

The poor calibration, instrumental errors, positional errors of probes, environmental
error etc., are responsible for the uncertainty in the experimental results [33]. Therefore, the
uncertainty analysis is conducted on the experimental results of the integrated system with
serial and parallel circuits, to ensure the accuracy and reliability of the experimental test
results [34]. The errors in experimental data of temperature and flow rate measurements
cause uncertainties in the heating performances of battery and HVAC of the integrated
system with serial and parallel circuits. The uncertainties in the output parameter due to
uncertainties in the input parameters are calculated using Equation (1) [35]. The uncertain-
ties in various parameters for the experimental study on integrated system with serial and
parallel circuits could be calculated using the concept of linear fraction approximation [36].

UF = [(
∂F

∂X1
U1)

2
+ (

∂F
∂X2

U2)
2
+ . . . + (

∂F
∂Xn

Un)
2
]

1
2

(1)

Here, X1, X2, . . . Xn are the input parameters, U1, U2, . . . Un are the uncertainties in
the input parameters, F is the output parameter and UF is the uncertainty in the output
parameter. Using Equation (1), the uncertainties in flow rate, battery out temperature and
HVAC heating capacity are calculated as 1.50%, 0.75% and 1.68%, respectively.

3. Artificial Neural Network (ANN)

In recent times, ANNs are used for the performance prediction, forecasting, modeling,
simulation and optimization of various physical systems. The working principle of ANN
is based on a biological neural network [37]. When the input and output parameters
with a larger data set is interrelated in a nonlinear relationship with each other, in those
cases the ANN is the efficient tool to relate these parameters with less complexity than
the conventional mathematical techniques [38]. The structure of the ANN model includes
three layers namely, an input layer, a hidden layer and an output layer [39]. Each layer
comprises a suitable number of neurons: the number of neurons in the input layer is equal
to the number of input parameters, the number of neurons in the output layer is equal to
the number output parameters and the number of neurons in the hidden layer is adjusted
based on the training error [40]. Neurons in one layer are connected with the other layer’s
neurons using weights and two neurons are connected by a single weight value [41]. The
structure of the ANN model including layers, neurons and weights is trained using a
training algorithm. The construction of training algorithm includes training variant and
transfer function [39]. The maximum training error and maximum number of epochs are
set as stopping criteria for training. The structure of the ANN model is trained using the
selected training algorithm until the desired output or permissible error is obtained [42].
In the training process, the weights assigned between neurons are adjusted to achieve the
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desired output. If the desired output or the permissible errors is not achieved, then the
different combination of training algorithm, training variant, transfer function, number of
hidden layers and hidden neurons is used for further training. The trained ANN model
that shows a higher prediction accuracy, with a predicted output closer to the actual results,
is suggested as the optimum ANN model.

In the present study, an ANN model with various algorithms is developed for the
prediction of battery and HVAC heating performances of the integrated system with a
serial circuit and with a parallel circuit. The formulated structure of an ANN model for the
integrated system with serial and parallel circuits is presented in Figure 2. The aim of the
development of ANN models is to predict the battery and HVAC heating performances,
which are indicated by battery out temperature and HVAC temperature difference. The
battery out temperature and HVAC temperature difference are most affected by heater
power and flow rate, which vary in real time. Therefore, the ANN model for the integrated
system with serial and parallel circuits is formulated to predict the battery out temperature
and HVAC temperature difference as the output parameters, for various conditions of
heater power, flow rate and time as the input parameters. The training algorithm comprises
of back-propagation algorithm, Levenberg-Marquardt (LM) training variant, Tan-Sigmoidal
(Tan) and Log-Sigmoidal (Log) transfer functions, one hidden layer and 10, 15 and 20
number of hidden neurons [38]. The maximum training error and maximum number of
epochs are set to 10−6 and 1000, respectively. The ANN model is trained for the selected
algorithm with various combinations, until the maximum training error and the maximum
epochs are reached.
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4. Data Reduction

The battery temperature rise rate is calculated using Equation (2). The battery temper-
ature rise rate is presented in ◦C/min [4].

Battery temperature rise rate =
End time temperature − Initial time temperature

total time
(2)

The battery heating capacity is calculated using the battery temperature rise rate, mass
of battery and specific heat of battery, as presented by Equation (3).

Battery heating capacity = mB × CpB × Battery temperature rise rate (3)

Here, mB is mass of battery and CpB is specific heat of battery.
The HVAC heating capacity is calculated using the temperature difference of working

fluid at the inlet and outlet of HVAC, flow rate of working fluid in HVAC and specific heat
of working fluid, as presented by Equation (4).

HVAC heating capacity = ρ ×
.

QHVAC × Cp f × (THVAC,in − THVAC,out) (4)

Here, ρ is density of working fluid,
.

QHVAC is flow rate of working fluid in HVAC,
Cp f is specific heat of working fluid, THVAC,in and THVAC,out are the temperatures of the
working at the inlet and outlet of HVAC, respectively.

Equations (5)–(7) are used to calculate the coefficient of determination (R2), root mean
square error (RMSE) and coefficient of variance (COV), respectively [43].

R2 = 1 − ∑n
m=1 (Xpre,m − Ymea,m)

2

∑n
m=1 (Ymea,m)

2 (5)

RMSE =

√
∑n

m=1 (Xpre,m − Ymea,m)
2

n
(6)

COV =
RMSE∣∣Ymea

∣∣ × 100 (7)

Here, n presents number of data points, Xpre,m presents predicted value of output
parameter at data point m, Ymea,m presents experimental (actual) value of output parameter
at data point m and Ymea presents the average value of all experimental data points.

5. Results and Discussion

The experimental results of battery and HVAC heating performances for the integrated
system with serial and parallel circuits are comprehensively discussed in this section.
Battery and HVAC heating performances of the integrated system with parallel circuit are
discussed in Sections 5.1 and 5.2 elaborates the battery and HVAC heating performances of
the integrated system with serial circuit. The comparison of integrated system with serial
and parallel circuits for battery and HVAC heating performances is presented in Section 5.3.
Section 5.4 discusses the results of ANN model for prediction of battery and HVAC heating
performances in the case of an integrated system with serial and parallel circuits.

5.1. Heating Performances of Battery and HVAC for Integrated System with Parallel Circuit

The experimental results for battery and HVAC heating performances of the integrated
system with parallel circuit namely, battery out temperature, battery temperature rise rate,
battery heating capacity and HVAC heating capacity at various heater powers and flow
ratios are elaborated in this section.
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5.1.1. Battery out Temperature and Battery Temperature Rise Rate

The variation of battery out temperature with time for the integrated system with
parallel circuit at various heater powers and flow ratios is presented in Figure 3a. The max-
imum battery heating temperature is cutoff at 40 ◦C because battery functions effectively
below this temperature [8]. Therefore, the stopping criteria for the experiment at each flow
rate and various heater powers is set as 40 ◦C, as shown in Figure 3a. The purpose of battery
heating is to reach the maximum cut off temperature (40 ◦C) in minimum time using the
proposed integrated heating system. If the experiment reaches the cut off temperature
at any flow ratio and heater power, then it is stopped. However, if the experiments fail
to reach cutoff temperature or the increasing gradient of temperature curve at any flow
ratio and heater power is low then the experiment is stopped. For all flow ratios, as the
heater power increases from 2 to 6 kW, the battery out temperature increases. This means
higher heater power enables higher and faster heating of battery. A higher flow ratio
indicates higher flow rate of working fluid for battery heating. Therefore, as the flow ratio
increases from 2/8 to 8/2, the battery out temperature enhances towards the higher heating
temperature. In the case of heater power of 2 kW, the battery heating temperature reaches
to only 35 ◦C after 3000 s. The increasing gradient for each temperature curve increases
slowly with time, hence, experiments are stopped on or before 3000 s, because, from the
trends of temperature curve, it is not expected that they could reach to cutoff temperature.
Whereas the battery heating temperature reaches to 40 ◦C within 2000 s for heater power
of 4 kW and within 1000 s for heater power of 6 kW.
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The variation of the battery temperature rise rate with flow ratio for the integrated
system with parallel circuit at various heater powers is shown in Figure 3b. Due to an
increase in the battery out temperature with increase in the heater power, the battery
temperature rise rate enhances with heater power. In addition, the higher flow rate of
working fluid for battery heating increases the battery temperature rise rate as the flow
ratio increases. As the flow ratio increases from 2/8 to 8/2, the battery temperature rise
rate increases by 48.20% for heater power of 2 kW, 38.90% for heater power of 4 kW and
53.90% for heater power of 6 kW. The maximum battery temperature rise rate for heater
powers of 2 kW, 4 kW and 6 kW are observed 0.39 ◦C/min, 0.66 ◦C/min and 1.17 ◦C/min,
respectively, at the flow ratio of 8/2.

5.1.2. Battery and HVAC Heating Capacities

The behavior of battery heating capacity with flow ratio for the integrated system
with a parallel circuit at various heater powers is shown in Figure 4a. The battery heating
capacity increases with increase in flow ratio as well as heater power, due to an increase
in the battery out temperature and the battery temperature rise rate with heater power
and flow ratio. The battery heating capacity curves are less steep with the flow ratio for
the lower heater powers of 2 kW and 4 kW, compared with the higher heater power of
6 kW. The battery heating capacities increase from 124.14 to 183.99 W, 224.62 to 311.65 W
and 456.36 to 702.43 W for heater powers of 2 kW, 4 kW and 6 kW, respectively, when the
flow ratio increases from 2/8 to 8/2. The maximum battery heating capacities for heater
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powers of 4 kW and 6 kW are higher by 69.30% and 281.70%, respectively, than that for
heater power of 2 kW.

The effect of flow ratio and heater power on HVAC heating capacity of the integrated
system with parallel circuit is presented in Figure 4b. The lower flow ratio indicates
higher flow rate of working fluid through HVAC and vice versa. Therefore, the HVAC
heating capacity is higher at the lower flow ratio and lower at the higher flow ratio.
This means HVAC heating capacity decreases as the flow ratio increases for all heater
powers. The HVAC heating capacities decrease by 26.50%, 39.40% and 50.00% for heater
powers of 2 kW, 4 kW and 6 kW, respectively, as the flow ratio increases from 2/8 to
8/2. The decreasing curve of HVAC heating capacity are steeper at higher heater power
compared with lower heater power. The maximum HVAC heating capacities for heater
powers of 2 kW, 4 kW and 6 kW are observed at flow ratio of 2/8 which are 1315.50 W,
1915.22 W and 3482.23 W, respectively. Min et al. have proposed fuzzy logic based electric
vehicle thermal management system to maintain the desire temperatures of battery and
cabin [44]. Seo et al. have investigated heat transfer characteristics of an integrated heating
system for thermal management of cabin and battery of electric vehicle [45]. In the case
of the integrated system with a parallel circuit, the sum of heating capacities for battery
and HVAC are not equivalent to the supplied input for all heater powers of 2 kW, 4 kW
and 6 kW. The heat losses occurred in experimental components, valves, pipes, pipe
fittings/connections and ambient from the heated working fluid.
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5.2. Heating Performances of Battery and HVAC for Integrated System with Serial Circuit

The experimental results for battery and HVAC heating performances of the integrated
system with serial circuit, such as battery out temperature, battery temperature rise rate,
battery heating capacity and HVAC heating capacity at various heater powers are discussed
in this section.

5.2.1. Battery out Temperature and Battery Temperature Rise Rate

The variation of battery out temperature with time for the integrated system with
serial circuit at various heater powers is presented in Figure 5a. As the heater power
increases from 2 kW to 6 kW, the battery out temperature increases. Hence, higher heater
power shows faster battery heating performance compare with lower heater power. In
the case of an integrated system with a serial circuit, full flow rate of working fluid is
used in battery heating, therefore, the time needed to reach 40 ◦C is shorter than the
integrated system with parallel circuit for all heater powers. The battery out temperature
reaches to 40 ◦C within 400 s for 6 kW heater power, which is within 600 s for 4 kW heater
power and that within 1200 s for 2 kW heater power. Ruan et al. have also shown the
heating temperature behavior of single cell battery over the time. The battery heating from
temperature of −30 ◦C to 2.1 ◦C is achieved within 103 s [5].

The variation of battery temperature rise rate of the integrated system with serial
circuit for various heater powers is shown in Figure 5b. As a result of the increase in the
battery out temperature with increase in the heater power, the battery temperature rise
rate is higher at higher heater power. The battery temperature rise rates are 102.90% and
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204.60% higher for heater powers of 4 kW and 6 kW, respectively, compared to the battery
temperature rise rate at heater power of 2 kW. The battery temperature rise rate is higher
for the integrated system with serial circuit compare to the integrated system with parallel
circuit for all heater powers because full flow rate of working fluid is used for battery
heating in the integrated system with serial circuit which significantly enhances the battery
out temperature for the integrated system with serial circuit compared with the integrated
system with parallel circuit. The battery temperature rise rates in the case of an integrated
system with serial circuit are higher by 83.20%, 119.20% and 94.60% for heater powers
of 2 kW, 4 kW and 6 kW, respectively, compared to the integrated system with parallel
circuit. Guo et al. have achieved the battery cell heating from temperature of −20.30 ◦C
to 10.02 ◦C within 13.70 min at an average temperature rise of 2.21 ◦C/min and battery
pack heating from a temperature of −20.84 ◦C to 10 ◦C is achieved within 12.40 min at an
average temperature rise of 2.47 ◦C/min [4].
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5.2.2. Battery and HVAC Heating Capacities

The effect of heater power on battery heating capacity of the integrated system with
serial circuit is shown in Figure 6a. Due to higher battery heating performance at higher
heater power, the battery heating capacity increases with increase in the heater power.
The battery heating capacities at heater powers of 2 kW, 4 kW and 6 kW are 336.37 W,
682.75 W and 1025.16 W, respectively. As a result of higher battery heating temperature of
the integrated system with serial circuit compare to integrated system with parallel circuit
for all heater powers, the battery heating capacities of integrated system with serial circuit
for the heater powers of 2 kW, 4 kW and 6 kW are higher by 82.80%, 119.10% and 45.90%,
respectively, than those of integrated system with parallel circuit.

The effect of heater power on HVAC heating capacity of the integrated system with
serial circuit is shown in Figure 6b. As whole flow rate of working fluid is used for HVAC
heating in the case of an integrated system with serial circuit, the HVAC heating capacity of
integrated system with serial circuit is higher than that of integrated system with parallel
circuit for all heater powers. The HVAC heating capacities of integrated system with
serial circuit for heater powers of 2 kW, 4 kW and 6 kW are higher by 46.50%, 93.60%
and 64.40%, respectively, than those of integrated system with parallel circuit. The HVAC
heating capacity of integrated system with serial circuit also increases as the heater power
increases. The HVAC heating capacities at heater powers of 4 kW and 6 kW are enhanced
by 92.30% and 196.90%, compared to that of 2 kW. Zhang et al. have shown maximum
cabin heating capacity of 2097 W using an economized vapor injection heat pump system
whereas, Patil et al. have presented maximum cabin heating capacity of 2171.5 W using a
2.0 kW burner [11,20].
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5.3. Total Heating Capacity of Integrated System with Serial and Parallel Circuits

The total heating capacities comparison of the integrated system with serial and
parallel circuits for various heater powers is presented in Figure 7. In addition, in the case
of an integrated system with parallel circuit, the effect of flow ratio on total heating capacity
is also included. As presented in Figure 7, the total heating capacity for parallel circuit is
the sum of heating capacities of battery and HVAC at all heater powers and flow ratios,
whereas the total heating capacity for the serial circuit is the heating capacity of the battery
when the battery only heated using an entire flow rate, and that is the heating capacity of
HVAC when only HVAC is heated using a full flow rate of working fluid. In the integrated
system with parallel circuit, the total flow rate of working fluid (24 L/min) is divided to
heat up the battery and HVAC therefore, the total heating capacity is the sum of heating
capacities of battery and HVAC. While, in the case of an integrated system with serial
circuit, the total flow rate of working fluid is used for heating of battery or heating of HVAC,
therefore, the heating capacity of the battery or heating capacity of HVAC is only the total
heating capacity. In total, the heating capacity of the integrated system with parallel circuit,
the heating capacity of HVAC is more dominant compare with heating capacity of battery.
Therefore, the total heating capacity of the integrated system with parallel circuit decreases
as the flow ratio increases for all heater powers because of decrease in the heating capacity
of HVAC. The maximum total heating capacities for the integrated system with parallel
circuit are found at flow ratio of 2/8 for heater powers of 2 kW, 4 kW and 6 kW, which are
1439.66 W, 2139.60 W and 3938.59 W, respectively. For the integrated system with serial
and parallel circuits, the total heating capacity increases as the heater power increases.
The total heating capacity increases by 173.50% for the integrated system with parallel
circuit, 204.80% for battery heating of integrated system with serial circuit and 197% for
HVAC heating of the integrated system with serial circuit, as the heater power increases
from 2 kW to 6 kW. For heater power of 2 kW, the maximum total heating capacity of
the integrated system with parallel circuit is 327.90% higher than total battery heating
capacity of the integrated system with serial circuit, and that is 25.30% lower than total
HVAC heating capacity of the integrated system serial circuit. At heater power of 4 kW,
the total heating capacity of the integrated system with parallel circuit is 212.30% higher
and 42.30% lower than the total battery heating capacity and total HVAC heating capacity
of the integrated system with serial circuit, respectively. In the same way, at a heater power
of 6 kW, the total heating capacity of integrated system with parallel circuit is 284.20%
higher and 31.20% lower than the total battery heating capacity and total HVAC heating
capacity of the integrated system with serial circuit, respectively. As shown in Figure 7,
the output as the sum of heating capacities of battery and HVAC in the case of parallel
circuit and heating capacity of battery or HVAC in the case of serial circuit are lower than
the input as heater power. The heat losses for the integrated system with serial and parallel
circuits are occurred into experimental components. as well as three valves, pipes and pipe
fittings/connections. In addition, some heat loss occurs from working fluid to ambient.
The integrated system with serial circuit shows rapid heating performance compared with
the integrated system with parallel circuit, but the tradeoff heating between battery and
HVAC is not possible in the case of the integrated system with serial circuit. However, the
integrated system with parallel circuit enables the tradeoff between the heating of HVAC
and that of the battery. Despite of slow heating performance of the integrated system with
parallel circuit, the desired heating performance could be achieved.
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5.4. ANN Model for Battery and HVAC Heating Performances

The battery and HVAC heating performances of the integrated system with serial
and parallel circuits predicted by ANN model with various algorithm are compared with
corresponding experimental (actual) results. The comparison of predicted results and actual
results is done in terms of three statistical parameters namely, coefficient of determination
(R2), root mean square error (RMSE) and coefficient of variance (COV). The algorithm with
highest value of R2 and lowest values of RMSE and COV are suggested as the optimum
algorithm for ANN model.

5.4.1. Integrated System with Parallel Circuit

The battery out temperature of the integrated system with parallel circuit for various
heater powers, flow ratios and time is predicted using various algorithms of ANN models.
The experimental data of battery out temperature of the integrated system with parallel
circuit at various time, flow rates and heater powers are used for the training, testing and
validation of ANN models with various algorithms. The prediction accuracy of various
algorithms of ANN model for battery out temperature at flow ratio of 5/5 and all heater
powers is presented in Table 3. A higher prediction accuracy is obtained for other flow
ratios as well. For all heater powers and hidden neurons, LM with Tan training variant
shows better prediction accuracy compared to LM with Log training variant. In addition,
prediction accuracy increases as the number of hidden neurons increases for all heater
powers. Therefore, in respective case of each heater power, LM-Tan with 20 hidden neurons
shows highest prediction accuracy for battery out temperature of the integrated system
with parallel circuit. The prediction accuracy of ANN model with LM-Tan-20 algorithm for
battery out temperature of the integrated system with parallel circuit is R2 with 0.999971,
0.999979 and 0.999979, RMSE with 0.154166, 0.183539 and 0.201043, as well as COV with
0.536230, 0.460489 and 0.472796 for heater powers of 2 kW, 4 kW and 6 kW, respectively.
The comparison of battery out temperature of the integrated system with parallel circuit for
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experiment and ANN model with LM-Tan-20 algorithm at various heater powers is also
presented in Figure 8a. Figure 8a shows the prediction capability of suggested algorithm
and closeness of predicted results by suggested algorithm with the experimental results.

The same algorithms of the ANN model are used to predict the HVAC temperature
difference of the integrated system with parallel circuit. The ANN model with various
algorithms is trained, tested and validated for the experimental HVAC temperature differ-
ence data at various flow rates, heater powers and time. The prediction accuracy of various
algorithms of ANN models is presented at flow ratio of 5/5 and all heater powers for
HVAC temperature difference in Table 3. For other flow ratios, a higher prediction accuracy
is also obtained. In the case of HVAC temperature difference of the integrated system
with parallel circuit, the LM with Tan training variant also shows superior prediction
accuracy than the LM with Log training variant for all heater powers. Additionally, higher
number of hidden neurons shows higher prediction performance for all heater powers.
For the HVAC temperature difference of the integrated system with parallel circuit, the
LM-Tan-20 shows R2 of 0.803624, 0.956737 and 0.994077, RMSE of 0.631449, 0.549005 and
0.245819, as well as COV of 44.75612, 21.27336 and 7.909049 for heater powers of 2 kW, 4
kW and 6 kW, respectively. The prediction accuracy of the LM-Tan-20 algorithm is better
for the battery out temperature than the HVAC temperature difference, because of linear
trends of battery out temperature and zigzag trends of HVAC temperature difference for
all heater powers. Figure 8b shows the closeness of LM-Tan-20 algorithm predicted HVAC
temperature difference and corresponding actual results for all heater powers. For some
points deviation between the predicted and actual results is larger because of zigzag trend
of HVAC temperature difference curves at all heater powers, the suggested algorithm is
not able to follow all points accurately. However, the minimum prediction accuracy is 0.8,
which is an acceptable prediction performance for the suggested ANN model. Mohanraj
et al. have suggested the Levenberg-Marquardt training algorithm as the optimum for the
accurate performance prediction with maximum R2 of 0.999 and lowest values of RMSE
and COV [39].

Table 3. Prediction accuracy of ANN models for battery heating performance and HVAC heating performance of integrated
system with parallel circuit.

Heater Power Algorithm Number of Hidden Neurons R2 RMSE COV

Battery heating
performance

2 kW

LM-Tan
10 0.999964 0.172015 0.598317
15 0.999965 0.170036 0.591433
20 0.999971 0.154166 0.536230

LM-Log
10 0.999962 0.176631 0.614369
15 0.999965 0.170120 0.591725
20 0.999968 0.163048 0.567126

4 kW

LM-Tan
10 0.999976 0.197036 0.494352
15 0.999978 0.189969 0.476623
20 0.999979 0.183539 0.460489

LM-Log
10 0.999976 0.198585 0.498239
15 0.999976 0.196935 0.494101
20 0.999978 0.187425 0.470238

6 kW

LM-Tan
10 0.999975 0.218650 0.514204
15 0.999976 0.211399 0.497152
20 0.999979 0.201043 0.472796

LM-Log
10 0.999931 0.360343 0.847426
15 0.999976 0.212566 0.499896
20 0.999977 0.208056 0.489290
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Table 3. Cont.

Heater Power Algorithm Number of Hidden Neurons R2 RMSE COV

HVAC heating
performance

2 kW

LM-Tan
10 0.786929 0.657742 46.61972
15 0.798038 0.640366 45.38813
20 0.803624 0.631449 44.75612

LM-Log
10 0.785127 0.660519 46.81651
15 0.794651 0.645714 45.76716
20 0.799947 0.637332 45.17311

4 kW

LM-Tan
10 0.955619 0.556058 21.54665
15 0.956040 0.553408 21.44398
20 0.956737 0.549005 21.27336

LM-Log
10 0.954056 0.565763 21.92271
15 0.955687 0.555626 21.52991
20 0.956573 0.550047 21.31374

6 kW

LM-Tan
10 0.993304 0.261362 8.409131
15 0.993737 0.252775 8.132854
20 0.994077 0.245819 7.909049

LM-Log
10 0.991877 0.287864 9.291802
15 0.993562 0.256273 8.245384
20 0.993748 0.252538 8.125237
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and ANN model with LM-Tan-20 algorithm at various heater powers.

5.4.2. Integrated System with Serial Circuit

The battery out temperature of the integrated system with serial circuit is predicted
for various algorithms of ANN model using heater power, flow rates and time as the
input conditions. The experimental battery out temperature, heater powers and flow
rates at various time are considered to train, test and validate the various algorithms of
ANN model. The prediction accuracy of ANN model with various algorithms for battery
out temperature of the integrated system with serial circuit at various heater powers is
presented in Table 4. The prediction accuracy of ANN model with LM-Tan-20 algorithm is
superior for all heater powers. LM-Tan-20 algorithm shows R2, RMSE and COV values of
0.999970, 0.205704 and 0.554591, respectively, at a heater power of 2 kW, those values of
0.999980, 0.170831 and 0.479862, respectively, at a heater power of 4 kW, and those values
of 0.999982, 0.158077 and 0.431001, respectively, at heater power of 6 kW. The battery out
temperatures predicted by the LM-Tan-20 algorithm for various time and heater powers
are compared with the corresponding experimental values in Figure 9a. A higher degree of
closeness between the actual and predicted results could be observed for the suggested
algorithm of ANN model.

The experimental results of HVAC temperature difference, heater power, flow rates
and time are used to train, test and validate the same algorithms of the ANN models.
Trained ANN models are used to predict the HVAC temperature difference for various
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heater powers with time. Table 4 shows the prediction accuracy of various algorithms of
the ANN model for HVAC temperature difference of the integrated system with serial
circuit at various heater powers. ANN model with LM-Tan-20 algorithm is suggested as
the optimum model, which shows higher value of R2 and lowest values of RMSE and COV.
ANN model with LM-Tan-20 algorithm shows R2, RMSE and COV values of 0.987539,
0.128786 and 11.30589, respectively, at 2 kW heater power, those of 0.998338, 0.132884 and
4.164997, respectively, at 4 kW heater power and those of 0.998081, 0.134271 and 4.444122,
respectively, at 6 kW heater power. Figure 9b shows the comparison of experimental
HVAC temperature difference and LM-Tan-20 algorithm predicted HVAC temperature
difference for various heater powers. For all heater powers, the predicted results show
closer agreement with corresponding experimental results.

Table 4. Prediction accuracy of ANN models for battery heating performance and HVAC heating performance of integrated system
with serial circuit.

Heater Power Algorithm Number of Hidden Neurons R2 RMSE COV

Battery heating
performance

2 kW

LM-Tan
10 0.999963 0.227245 0.612664
15 0.999966 0.220835 0.595383
20 0.999970 0.205704 0.554591

LM-Log
10 0.999961 0.234787 0.632999
15 0.999964 0.226566 0.610835
20 0.999967 0.216158 0.582773

4 kW

LM-Tan
10 0.999979 0.164997 0.463474
15 0.999978 0.197546 0.470634
20 0.999980 0.170831 0.479862

LM-Log
10 0.999969 0.201567 0.566196
15 0.999978 0.170591 0.479186
20 0.999980 0.161314 0.453130

6 kW

LM-Tan
10 0.999972 0.198939 0.542413
15 0.999981 0.164124 0.447487
20 0.999982 0.158077 0.431001

LM-Log
10 0.999967 0.214850 0.585792
15 0.999975 0.188060 0.512750
20 0.999981 0.161996 0.441684

HVAC heating
performance

2 kW

LM-Tan
10 0.986886 0.132118 11.59836
15 0.987196 0.130549 11.46062
20 0.987539 0.128786 11.30589

LM-Log
10 0.986881 0.132142 11.60054
15 0.987086 0.131105 11.50950
20 0.987226 0.130393 11.44697

4 kW

LM-Tan
10 0.998091 0.142413 4.463665
15 0.998137 0.140689 4.409637
20 0.998338 0.132884 4.164997

LM-Log
10 0.998029 0.144687 4.534949
15 0.998106 0.141871 4.446673
20 0.998229 0.137182 4.299688

6 kW

LM-Tan
10 0.997789 0.144090 4.769143
15 0.997864 0.141669 4.688989
20 0.998081 0.134271 4.444122

LM-Log
10 0.997779 0.144445 4.780861
15 0.997815 0.143260 4.741652
20 0.997894 0.140671 4.655938

88



Symmetry 2021, 13, 93

Based on the results discussed in Sections 5.4.1 and 5.4.2, ANN model with LM-Tan-20
algorithm is suggested to accurately predict the heating performances of battery and HVAC
for the integrated system with serial and parallel circuits. Kunal et al. proposed an ANN
model with the optimum structure as the Levenberg-Marquardt training algorithm and
Tan-sigmoidal transfer function for the accurate performance prediction [43].
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6. Conclusions

An experimental study is conducted on the integrated system with serial and parallel
circuits to investigate the heating performances of battery and HVAC for an electric vehicle.
In addition, ANN models are developed to predict the battery and HVAC heating perfor-
mances of the integrated system with serial and parallel circuits. The following findings
are summarized from the present study.

(a) The effect of heater power on heating performances of the integrated system with
serial and parallel circuits and effect of flow ratio on heating performances of the
integrated system with parallel circuit are analyzed. As the heater power increases,
the heating performances increases for the integrated system with serial and parallel
circuits. With an increase in the flow ratio to the battery, battery heating performance
enhances, whereas HVAC heating performance decreases.

(b) In the case of integrated system with parallel circuit, battery out temperature reaches
40 ◦C within 20 min at the rate of 1.22 ◦C/min. Battery heating capacity is evaluated
as 764.99 W and HVAC heating capacity is evaluated as 3869.15 W.

(c) The battery out temperature reaches to 40 ◦C within 10 min at the rate of 2.17 ◦C/min
for the integrated system with serial circuit. The battery and HVAC heating capacities
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for the integrated system with serial circuit are evaluated as 1025.16 W and 5726.33 W,
respectively.

(d) The integrated system with serial circuit enables faster heating performance than
the integrated system with parallel circuit for both battery and HVAC. However, the
integrated system with parallel circuit enables the tradeoff heating between battery
and HVAC at the desired level with the slower rate.

(e) The battery and HVAC heating performances of the integrated system with serial
and parallel circuits are accurately predicted using the developed ANN models
with back-propagation training algorithm, Levenberg-Marquardt training variant,
Tan-sigmoidal transfer function and 20 hidden neurons.

(f) The effects of various operating conditions on the heating performances of battery
and HVAC using the proposed integrated system with serial and parallel circuits
could be investigated and optimized, to find the optimum point for tradeoff heating
of battery and HVAC under various conditions. The extracted results could be used in
practical applications such as under cold weather conditions, the extracted optimum
point for tradeoff heating of battery and HVAC could successfully achieve the efficient
battery and HVAC heating performances of full size commercial electric vehicles with
increased driving range and improved battery performance and life. The integrated
system with serial circuit could be used for applications where rapid heating of battery
or HVAC is needed, whereas the integrated system with parallel circuit could be used
for applications where tradeoff simultaneous heating of battery and HVAC is needed.
Thus, the proposed integrated system with serial and parallel circuits has the practical
applicability to enable rapid, as well as tradeoff heating for both battery and HVAC
in electric vehicles.
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Abstract: At the International Space Station (ISS), not only observation of the space environment,
but also biological and medical research under weightlessness has been conducted. The efficient
use of energy from waste heat from the ISS away from the Earth is very important to the efficient
operation of the ISS. To develop a thermoelectric module that can be used for real-time polymerase
chain reaction (PCR) machinery used in biological and medical research, we simulated and evaluated
the thermoelectric waste heat recovery system. Specifically, the thermoelectric module was attached
to a stainless steel duct, and a hot air blower was faced with the duct inlet. The power of the
thermoelectric system was measured by controlling the temperature of the hot air inlet. Additionally,
the thermoelectric performance was evaluated according to the heat sink attached to the cold side of
the thermoelectric module. Here, we also found the optimal heat exchange factors to improve the
power and efficiency of the thermoelectric module. In this regard, it is expected that the thermoelectric
module development and analysis study using waste heat will play an important role in the biological
and medical research that is being conducted at ISS by developing a real-time PCR utilizing it.

Keywords: thermoelectric system; waste heat recovery; real-time polymerase chain reaction

1. Introduction

The increasing presence of humans in orbit over the last 50 years has shown that humans can adapt
to short-term space flight. However, we still know very little about the long-term exposure to the space
flight environment and its health-related consequences. Future missions to other planets and space
objects, such as Mars and the moon and asteroids, provide a remarkable scientific opportunity for space
biologists to explore life’s ability to adapt to the environment of space flight during long-term missions.

More specifically, the study of animals in space allows us to investigate the effect of gravity on
biological development, an area of research that is not open to humans. The ISS era promises an
opportunity to observe and test various features of animal development during long-term exposure
to microgravity, as well as access to centrifuges where specimens can be exposed to partial gravity
loads. Space probes such as Neurolab provided evidence that frogs and rats need critical periods of
gravity for biological development. The ability to store animals on the ISS for multiple life cycles
allows scientists to determine exactly how, when, where, and why these gravitational dependencies
exist [1]. By studying experimental animals aboard the space probe, scientists can better understand
the adaptive response of animals or humans to long-term space flight. The results of these missions
can also help determine the requirements for optimal human health in space [2,3].
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There is no doubt that the Earth’s gravitational field affects the physiology, morphology, and the
behavior of life in almost every phenomenon. Space biology research covers a wide range of biological
subfields, including gravity, developmental, and even radiation biology. It also focuses on advanced
techniques, including molecular technology, genomics, DNA arrays, gene arrays, cell culture technology,
and the study of related habitat systems [1]. Here, the most essential technique in life science research is
polymerase chain reaction (PCR). PCR is used to make millions of copies of target DNA fragments, which
have a wide range of specialized applications and are used by scientists in all fields of biology [4–6].
This is because PCR allows the identification and quantification of specific target species, even when
very small numbers are present. Real-time PCR is based on the revolutionary method of PCR, an
advanced laboratory technique in molecular biology, which monitors the amplification of target DNA
molecules in real-time during PCR [7–9]. Thus, real-time PCR is an indispensable tool in modern
molecular biology and has transformed scientific research and diagnostic medicine.

The PCR allows the polymerase to select a gene to amplify from a mixed DNA sample by adding
small pieces of DNA that are complementary to the gene of interest. These tiny pieces of DNA are
known as primers because the polymerase binds and prepares a DNA sample ready to begin copying
the gene of interest. During PCR, temperature changes inside the PCR unit are of utmost importance,
which is used to control the activity of the polymerase and the binding of primers. To start the
reaction, the temperature is raised to 95 ◦C so that all double-stranded DNA is melted into a single
strand. Then lower the temperature to 60 ◦C, which allows the primer to bind to the gene of interest.
Accordingly, the polymerase has a place to bind and can start copying strands of DNA. The optimal
temperature for the polymerase to work is 72 ◦C, so at this point, the temperature is raised to 72 ◦C to
allow the enzyme to work faster. This temperature change is repeated over about 40 cycles. One copy
continues until billions of copies have been made [10–12].

The efficient use of waste heat energy from ISS far from Earth is critical to the efficient operation
of ISS. Since a large amount of thermal energy generated from spacecraft systems in space is released
to the outside, applying a thermoelectric power generation system as a waste heat recovery device to
utilize waste heat can increase the overall efficiency of the existing system. In this regard, we explored
the applicability of the method of using thermoelectric power modules to utilize the temperature
changes in the PCR process performed on spacecraft.

The main advantages of thermoelectric generators are direct energy conversion, no moving
parts, and a relatively simple structure. However, the application of thermoelectric generators has
a disadvantage that it is difficult to use variously due to the limitation of low conversion efficiency.
Recently, the idea of using the TEG (thermoelectric generator) system as a waste heat recovery device
has been under serious consideration in the automobile and incinerator industry. For waste heat
recovery, it is unnecessary to consider the cost of the thermal energy input. The high conversion
efficiency is not crucial. Rather, achieving higher power generation may be considered. Several types
of thermoelectric generators for waste heat recovery were analyzed and developed by researchers
with various approaches. Yu et al. developed a numerical model for a thermoelectric generator
with a parallel-plate heat exchanger [13]. In this study, the optimization of the heat exchanger
and thermoelectric module geometry was simultaneously performed by the numerical procedure.
Crane et al. validated numerical heat exchanger models integrated with thermoelectric modules against
experimental data [14]. The work suggests that the operating temperature range of the thermoelectric
device should be delicately controlled to maximize the effectiveness of the system. Nuwayhid et al.
developed a thermoelectric generator with natural convection cooling which recovered waste heat
from a domestic woodstove [15]. In particular, the design factors that could achieve a low cost per
watt were demonstrated. Esarte et al. researched the optimum heat exchanger system to maximize
the performance of a thermoelectric generator [16]. In particular, theoretical expressions for heat
exchangers were developed to compare with the experimental results and matched quite well in
the low flow rate of the cooling medium. Saqr et al. reviewed the thermal design of thermoelectric
generators for automobile exhaust waste heat recovery [17]. Four main factors that control the thermal
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efficiency of the thermoelectric generator were presented: heat exchanger geometry, heat exchanger
materials, the installation site of the thermoelectric generator within the car, and the coolant system of
the thermoelectric generator.

Regarding the above works, the present study tried to hold focus on the other aspects of optimized
conditions. As an example, thermoelectric generation performance was evaluated depending on
the compressive force applied to the module. The compressive force is, in specific, a crucial means
not only to lock TEG device to the heat source, but also to minimize the heat resistance, so TEG can
perform maximum power. However, some optimal force exists where, putting more compressive force
can reduce the performance because of heat transfer convergence to its maximum level, and putting
more stress on the module can reduce the power because of the material’s deformation. Moreover,
putting more stress may result in mechanical failure. Additionally, the effect of the thermoelectric
module surface temperature uniformity on the overall power generation performance was evaluated
quantitatively. On the other hand, the experiment on the thermoelectric module power performance
depending on the heat sink was conducted in a similar but partially different way from what Esarte et al.
did [16]. The main difference was that in the present study, various types of heat sinks with different
geometry (fin height, fin array) were applied whereas in Esarte’s work, heat sinks were almost similar
to one other with the same size except that fin thicknesses and numbers were varied from one another.
After all, the main purpose of the present study was to simulate the waste heat recovery TEG system in
automobiles and small-sized industrial facilities and thus, find the design factor that enhances the
overall performance of the TEG system.

2. Materials and Methods

Before discussing the experiment, thermoelectric generation phenomena will be briefly explained.
The solid-state direct energy conversion is based on the thermoelectric phenomena which cover
the Seebeck, Peltier, and Thompson effects. For the thermoelectric generation case, the dominating
thermoelectric phenomenon is the Seebeck effect of which the main principle is as follows: When the
junctions of two dissimilar semiconductors, as shown in Figure 1, are maintained at different
temperatures, the current flows through the closed-loop. The temperature difference between the two
junctions and the electromotive force has the following linear relation where is the Seebeck coefficient.

E = αAB∆T (1)

where: E—open circuit voltage (V); α—Seebeck coefficient (V/K); ∆T—hot/cold side temperature
difference [17]. The figure of merit ZT (figure of merit) determines the generation performance of a
specific thermoelectric material and is characterized by the thermal/electrical conductivity, Seebeck
coefficient, and the hot/cold side average temperature as described by Equation (2).

ZT =
α2σ
κ

T (2)

where: ZT—figure of merit (-); κ—thermal conductivity (W/m2
·K); σ—electrical conductivity (Ω);

T—mean temperature (K) [17].
ZT is a measure that determines the performance of thermoelectric material itself. Higher ZT is

desirable in general. Looking at Equation (2), we can find why higher ZT is desirable. Low thermal
conductivity between the hot and cold side of the module ensures ∆T is relatively well preserved so
that electricity is well-produced according to Equation (1). High electrical conductivity and the Seebeck
coefficient implies the material has more capability to produce electricity. Higher mean operating
temperature implies the material is capable of operating at high temperature, and consequently
higher ∆T.
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be applied to thermal-to-electrical energy conversion.

The conversion efficiency, described by Equation (3) could be derived by using energy balance
and is shown as a function of ZT and the hot/cold side temperature in the thermoelectric material.

ε =
TH − TC

TH

√
ZT + 1− 1

√
ZT + 1 + TC

TH

(3)

where: TH—hot side temperature (K); TC—cold side temperature (K) [17].
As seen in Equation (3), TH and TC are fixed with varying ZT. We can see conversion efficiency

increases with higher ZT.
Current commercial thermoelectric materials usually have ZT of 0.8–1 and conversion efficiency

of 4–5%. However, thermoelectric material Bi2Te3, GeTe, PbTe are being developed continuously with
each material being doped with Bi and In, and due to the recent developments, it has been reported ZT
as high as 2.4 and that conversion efficiency as high as 15% can be achieved [18–20].

Now, looking at the thermoelectric generation system for exhaust gas waste heat recovery,
the overall system efficiency cannot exactly match the thermoelectric conversion efficiency due to heat
loss and thermal contact resistance which occurs at the interfaces. Considering such irreversible effects,
the overall system efficiency of the TEG can be analyzed as follows:

ηov = ε× ηHX × ρ, (4)

where: ε—conversion efficiency (-); ηHX—heat exchanger efficiency; ρ—heat flux efficiency [16].
ηHX and ρ indicates the heat exchanger efficiency and heat flux efficiency, respectively. Here,

heat exchanger efficiency, ηHX, is defied the ratio of ∆Tco-ci to ∆Thi-ci, which depends on fin geometry,
convection type, and flow condition. Heat flux efficiency can be defined as a ratio of actual heat flux to
maximum theoretical heat flux. Thermal resistance indeed exists within the interface region of the TEG
system such as heat source to a thermoelectric module, and heat sink. Since the conversion efficiency,
ε is an uncontrollable value at this moment, the focus should be on improving the other two values,
by either designing a highly efficient heat exchanger or reducing thermal contact resistance.

In the present study, three different experiments were conducted, independently. In the first
experiment, the thermoelectric module generation performance was evaluated using a high-performance
thermoelectric module with heat source and sink block. The general specifications of the thermoelectric
module are specified in Table 1. In the second experiment, the TEG system for exhaust gas waste heat
recovery was constructed and the power performance characteristics were compared to those of the
first experiment. In the last experiment, various types of heat sinks were applied to the thermoelectric
module to determine the power generation performance. For the measurement devices, a K-Type
thermocouple was used to measure the hot/cold side temperature of the thermoelectric module as well
as the inlet/outlet gas temperature inside the TEG system. The voltage was measured by extending the
lead wire of the thermoelectric module to the multimeter. The airflow rate in the TEG system was
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measured using the TESTO portable sensing probe. Overall, such data were converted into digitalized
formats by using the Agilent 34970A data logger.

Table 1. Specifications for thermoelectric (TE) modules.

Model Material Max Oper. Temp. Dimension Electric Resistance

HZ-20 Bi2Te3 230 ◦C 75 × 75 mm2 0.3 Ω

2.1. Module Performance Experimental Setup

As described in Table 1, the thermoelectric module is originally produced from Hi-Z Inc., USA,
and was applied to the experimental device to evaluate its performance as seen in Figure 2. The HZ20
model was specified as having a maximum power performance of 19 W. A copper plate with four
cartridge heaters inserted inside the plate was used as a heating device to ensure the temperature
uniformity of the hot side surface of the thermoelectric module. An aluminum water cooling jacket
with a thickness of 2 mm, was attached on the cold side surface of the thermoelectric module. Using a
PID temperature controller, the module hot side temperature was controlled from 40–230 ◦C for the
HZ20 model. On the other hand, the cooling jacket was constantly supplied with water of 8LPM
and an approximate temperature of 17–18 ◦C. The hot side temperature was increased by 10 ◦C for
each step, and the open-circuit voltage was measured. When each module achieved its maximum
operating temperature, the electric power was measured with variable load resistance which ranges
from 0.1–100 Ω. The reason for such measurement was to find the matching load in which the maximum
power could be achieved. Additionally, by putting the load cell above the heat sink, the whole pile
was compressed by the C-clamp. After so, the module generation performance depending on the
compressive force was measured as well.
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2.2. TEG Setup and Power Performance Testing

A waste-heat recovering TEG system was constructed by the assembly of a duct, a heat exchanger,
a water cooling jacket, and a thermoelectric module. The details of such assembly are described in
Figure 3. The exhaust gas was simulated by a hot air blower which was capable of discharging air at a
temperature ranging from 25–250 ◦C. Making indirect contact with hot air, the module was attached
to the upper wall of the duct. Unlike the previous experiments, the module hot side temperature
was controlled by using a hot air blower which was attached to the duct inlet. Figure 4 shows the
schematic of the TEG system experimental setup. Strictly, it was the center of the module hot side
temperature which was measured, but it will be abbreviated as just module hot side temperature as a
convenience from next on. Additionally, the hot air inlet/outlet temperature and air flowrate at the
normal temperature were measured. The module hot side temperature was controlled from 40–230 ◦C
for the HZ20 model. As the whole system stabilized, the power performance was measured.
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Figure 4. Schematic of a TEG experimental setup. The experimental setup is divided into two parts:
(1) hardware for the experiment—hot air blower, exhaust pipe, a thermoelectric system with heat
exchanger, water chamber to supply cold water; (2) data acquisition system: desktop computer, sensors
to measure electricity, temperature, data logger.

Imitating exhaust pipe systems capable of waste heat recovery, the porous copper heat exchanger
is stored inside the pipe system to maximize the heat transfer. The water jacket attached to the other
side of the thermoelectric module was designed and aluminum is selected due to anti-corrosion
characteristics and high heat conductivity. Between the water cooling jacket and exhaust pipe system,
a commercial thermoelectric module is attached.

2.3. Power Generation Performance of TEM with Various Heat sink Types

For the present experiment, a total of six types of heat sinks were applied to the module, and each
heat sink had its belonging case as shown in Figure 5. The experiment was conducted in two steps.
For natural convection cooling, only the heat sink was attached to the cold side of the module in
the first step. In the second step, a cooling fan was attached to the heat sink, for forced convection
cooling. The cooling fan had a maximum flowrate of 10 CFM and consumed 5 W of electrical power.
Additionally, it was attached to the heat sink in a way so that the air could flow in a parallel direction
to the fins. As the module performance experiment, the module hot side temperature was controlled
by the copper heating plate from 50–230 ◦ C and was increased by 30 ◦C for each step. To decrease
the thermal contact, the thermal compound (silicone grease) was injected at the interface and the
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compressive force was applied on the whole pile by using the C-clamp. As the hot/cold side temperature
of the module stabilized, the power was soon measured.
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Figure 5. Heat sink specifications. Basic specification of the six types of heat sinks used in the
thermoelectric experiment (size, fin numbers, and thickness of fin/pitch).

3. Results and Discussion

3.1. Module Performance Experimental Results

Figure 6a describes the open-circuit voltage and electrical power of the HZ20 model, depending
on the module’s hot side temperature. Since ∆T has a linear relationship with voltage according
to Equation (1), the power has a double square relationship with ∆T accordingly. For the hot side
temperature condition, the model achieved the maximum power output of 15.5 W. Figure 6b shows the
closed-circuit voltage and electrical power depending on the load resistance value. The measurements
were done when the hot side temperature of the module was at the highest, which is 230 ◦C. It could be
seen that the electric power of the thermoelectric module achieved its maximum at the load resistance
value of 0.3 Ω. From such fact, it could be induced those load resistance value matched with the
internal resistances of the thermoelectric module. Additionally, the values were the same as the internal
resistances labeled in Table 1. In Figure 6c, the open-circuit voltage was measured depending on the
compressive force applied to the thermoelectric module at hot side temperature 230 ◦C. From the
graphs, it could be known that there existed an optimal point of the compressive force where the
maximum generation performance could be achieved. The open-circuit voltage was maximized
when 200 kgf of compressive forces had been applied. Applying more compressive force resulted
in the generation performance decrease. One possible reason could be the internal crack within the
thermoelectric module because of the excess compressive force.
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(c) Measurement of the open-circuit voltage depending on the compressive force applied to the
thermoelectric module (@TH = 230 ◦C) (n = 6).

3.2. Experimental Results of TEG Power Generation Performance

Based on the experimental results of the thermoelectric module performance test, the experimental
results of the present TEG test were analyzed. Figure 7 describes the power performance of the TEG
model respectively when attached to the exhaust gas duct. As mentioned earlier, since ∆T has a linear
relationship with voltage according to Equation (1), it is reasonable that power came out as double
square relation with ∆T. Although Figure 7 reveals quite a similar pattern with Figure 6a from the
module performance test, it could be seen that the overall performance of the TEG system was declined.
The maximum electric power was 8.2 W which was 2.3 W less than the previous module performance
test. This was due to the presence of temperature gradient along the axial direction of the exhaust gas
duct which affected the module surface temperature distribution as well. As a result, the possibility of
the performance decline arises from the uniform temperature distribution on the module surface.

Since the hot side of the TEG is capable of operating up to 230 ◦C, and it is a device that only needs
to be adjusted within 100 ◦C when developing a PCR device, it will not be difficult to get such a heat
source in the ISS environment, whether it can be radiation energy or other heat devices. As mentioned
earlier, in the process of selecting the gene to be amplified from the DNA sample of interest through
PCR, the temperature change inside the unit between 60 ◦C and 95 ◦C is important; the temperature is
raised to 95 ◦C so that all double-stranded DNA would melt into a single strand, and then lowered to
60 ◦C so that the primers could bind to the gene of interest. Additionally, the optimal temperature for
the polymerase to operate the replication of DNA strands is 72 ◦C. The TEG may have great potential
not only for providing power to the real-time PCR device, but also for using it as a heat. Preheating
the real-time PCR device can be possible by utilizing the TEG cold side as a heat source. By using an
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adequate heat-resisting ceramic material, PCR can be controlled within 100 ◦C. This would effectively
save energy for operating real-time PCR in the ISS environment where electric supply may be limited.
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3.3. Experimental Results of Power Generation Performance with Various Heat Sinks

The generation performance revealed different characteristics depending on the fin shapes of
the heat sinks labeled in Figure 5. Figure 8 represents the hot/cold side temperature difference of
the thermoelectric module depending on the hot side temperature for natural and forced convection
cooling, respectively. Similarly, Figure 9 shows the electric power performance depending on the hot
side temperature. It could be seen that the distributions of the six cases show a resemblance between
Figures 6 and 7. Higher temperature difference showed higher power generation performance. For the
natural convection cooling condition, as shown in Figures 8a and 9a, Case 6 (extruded fin of height
120 mm) showed the best power generation performance whereas Case 3 (bonded fin, height 45 mm)
showed the lowest performance. This could be interpreted as the heat sink, having higher fins and
wider fin pitches with less thermal contact resistance were best suited for the natural convection.
It would have been relatively easy for natural convection induced buoyancy flows to pass over the
path with enough space with reduced boundary layer blockage (Case 6) [21]. On the contrary, the heat
sinks, having relatively low fins, narrow fin pitches with high thermal contact resistance, showed poor
performance during the natural convection. The main reason for the low performance could be thought
of as insufficient space between fins for the air to be circulated. To summarize, Case 6 achieved the
highest electric power value of 2.4 W at the hot side temperature of 230 ◦C in natural convection mode.
In the forced convection cooling case, however, the case distributions were relatively different from the
previous natural convection cooling case. Case 3 showed the highest power generation performance
and the most significant increase than the previous case, although Case 6 achieved relatively higher
performance than others as well. This is because unlike the previous natural convection cooling
condition, the air circulation between the fins in Case 3 would have been relatively easy by external
means, in this case, a cooling fan, and with the contribution of a higher heat transfer area as well due
to many numbers of fins [21]. Additionally, forced convection can have enough power to overcome
boundary layer blockage within the passage. The highest electric power value at hot side temperature
230 ◦C was measured 10.5 W in this case which is 15 times the previous power value at the natural
convection cooling. The heat sinks with relatively lower fins than others, except for Case 3, showed
relatively low performance as expected. It could be concluded that heat sinks with higher fins, low fin
pitches, and high heat transfer areas were well suited for forced convection cooling.
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4. Conclusions

From the present study, the potential for adopting a thermoelectric system in the ISS environment,
especially in the biomedical field, has been investigated by conducting various experiments.
In conclusion, the following facts could be found out through the experiments. First, there was
a maximum point where the thermoelectric power performance deteriorated when more compression
was applied. Second, one of the important factors of a TEG system performance was the temperature
uniformity of a thermoelectric module surface and the necessity of a heat spreader was important
in a TEG system. Third, when using fins as a heat sink, forced convection insured much higher
thermoelectric generation performance than that of natural convection, in general. However, each heat
sink revealed different performance in each condition. With fulfilling optimum force, high-performance
heat sink, and temperature uniformity in the ISS environment, the PCR system will be provided with
stable electric energy to operate.
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Abstract: Numerical investigations are performed on the magnetohydrodynamic (MHD) pump-based
microchannel cooling system for heat dissipating element. In the present study, the MHD pump
performance is evaluated considering normal current density, magnetic flux density, volumetric
Lorentz force, shear stress and pump flow velocity by varying applied voltage and Hartmann number.
It is found that for a low Hartmann number, the Lorentz force increases with an increase in applied
voltage and Hartmann number. The velocity distribution along dimensionless width, the shear
stress distribution along dimensionless width, the magnetic flux density along the dimensionless
width and radial magnetic field distribution showed symmetrical behavior. The MHD pump-based
microchannel cooling system performance is evaluated by considering the maximum temperature of
the heat dissipating element, heat removal rate, efficiency, thermal field, flow field and Nusselt number.
In addition, the influence of various nanofluids including Cu-water, TiO2-water and Al2O3-water
nanofluids on heat transfer performance of MHD pump-based microchannel is evaluated. As the
applied voltage increased from 0.05 V to 0.35 V at Hartmann number 1.41, the heat removal rate
increased by 39.5%. The results reveal that for low Hartmann number, average Nusselt number is
increasing function of applied voltage and Hartmann number. At the Hartmann number value of
3.74 and applied voltage value of 0.35 V, average Nusselt numbers were 12.3% and 15.1% higher for
Cu-water nanofluid compared to TiO2-water and Al2O3-water nanofluids, respectively. The proposed
magnetohydrodynamic microcooling system is effective without any moving part.

Keywords: cooling; Lorentz force; magnetohydrodynamics; microchannel; MHD pump

1. Introduction

Magnetohydrodynamic (MHD) pumps have been focus of research owing to various advantages
over traditional pumps in many specific areas of application including biological fields, solar
applications and heat transfer systems [1]. The major advantage of such pumps is that they are
free of any moving parts. Additionally, the miniaturization of such pumps due to their simple structure,
can be utilized in microfluidic systems, microcooling systems and microelectromechanical system
(MEMS) applications [2,3]. In a few applications, where it is difficult to use conventional pumps such as
molten metal pumping, these pumps are more useful and efficient. Moreover, the applications requiring
no moving sections, for example, in spaceships and biological applications like blood pumping, these
pumps can be used [4]. Out of various applications, one of the promising usages of MHD pumps is
cooling of heat dissipating element. The coolant flow is generated by MHD pumps and can be made to
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flow in the microchannel where the dissipated heat from the heat dissipating element is taken away.
Use of microchannels in a cooling system is one of the efficient ways of dissipating heat [5,6]. In such
instances, heat transfer effectiveness and the thermal behavior of a cooling system with its influencing
factors need to be investigated.

Lemoff et al. [7] developed and presented one of the first MHD micropumps with AC current using
Lorentz force to pump electrolytic solution in microchannel. The authors showed that the continuous
flow without any pulse can be produced. Rivero and Cuevas [8] studied MHD micropumps in one and
two-dimensional flow models for laminar flows in parallel plates and rectangular ducts by considering
the influence of slip condition which can be used to design MHD micropumps and characterize the
flow behavior in these microfluidic devices. The 2D model presented by the authors showed more
accuracy with results of experimentation as compared to 1D model [8]. Zhao et al. [9] conducted an
analytical study by using the separation of variables method for generalized Maxwell fluids in a MHD
rectangular micropump operated under the AC electric field and found that for given oscillating Reynolds
number, large Hartmann number leads to large amplitudes of velocity. Yousofvand et al. [10] investigated
heat transfer and pumping performance of electromagnetic pump considering Cu-water nanofluid as
working fluid and found that for low Hartmann numbers, body force increases whereas for Ha > 200, the
opposite trend is observed. Moghaddam analytically investigated the MHD micropump performance
considering circular channel. The author found that average dimensionless velocity initially increases
with increase in Hartmann number and dimensionless radius. However, after attaining peak, the average
dimensionless velocity decreases with increase in Hartmann number and dimensionless radius [11].
Miroshnichenko et al. [12] studied MHD natural convection in a partially open trapezoidal cavity under
the influence of various magnetic field orientations and found that an increase in uniform magnetic field
value decreases the rate of heat transfer. A comprehensive study of power-law fluids in MHD natural
convection has been conducted by Kefayati [13,14]. Shirvan et al. [15] conducted numerical investigations
on MHD flow in a square cavity with different inlet and outlet ports. The authors presented optimization
of mean Nusselt number using orthogonal array optimization. Kiyasatfar et al. [16] investigated thermal
behavior and fluid motion in direct current (DC) MHD pump by varying magnetic flux density, applied
current and channel size. The authors found that the maximum velocity increases with increase in applied
current and as Hartmann number increases the velocity profile becomes flatter. Larimi et al. [17] studied
the effect of non-uniform transverse magnetic field arrangements with a different Reynolds number for
magnetic nanofluids on heat transfer and found that applying external magnetic fluid is strongly effective
in fluid cooling at low Reynolds number. Kolsi et al. [18] performed a numerical study for 3D MHD
natural convection inside a cubical enclosure with an inclined plate and found an optimal inclination angle
of 180◦ for the plate. Kefayati considered various flow types including non-Newtonian nanofluids [19],
blood flow [20] and power-law fluids in an internal flow [21] with focus of investigation on the effects of
the power-law index, Reynolds number on thermal behavior by varying magnetic field to find optimized
conditions. Further research has been conducted to understand the flow behavior of MHD considering
different cases [22,23].

The MHD pump involves two types of heat transfer mechanism: forced convection and mixed
convection. The micro-cooling of the heat dissipating element is a case of mixed convection owing to its
microstructure and very low flow rate. Mixed convection heat transfer has attracted significant research
attention of heat transfer engineers owing to various application fields including heat exchangers,
electronic cooling [24], heat dissipating element cooling [25], micro-cooling, MEMS applications, solar
energy applications and metal casting [26]. Micro-cooling application is one of the critical research
areas which has gained importance due to recent trends of miniaturization of devices as well as
high power applications, which results in large amount of heat generation in compact volume. The
various cooling methods previously suggested, including direct fan cooling [27] and thermoelectric
cooling, suffer from low efficiency and high-power consumption. In addition, the presence of moving
components makes conventional cooling methods less desirable [28]. Therefore, in the present study,
MHD pump-based microchannel cooling for a heat dissipating element is investigated. The MHD
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pump performance is evaluated by varying the applied voltage and Hartmann number, and its effect
on various parameters including normal current density, magnetic flux density, volumetric Lorentz
force, shear stress and pump flow velocity is reported. The heat transfer performance of the MHD
pump-based microchannel cooling for a heat dissipating element is reported by considering the heat
removal rate, efficiency, thermal field, flow field and Nusselt number. In addition, three different
nanofluids, including Cu-water, TiO2-water and Al2O3-water, are considered, and their influence on
heat transfer performance is compared. The comparative heat transfer performance and potentials of
various nanofluids in MHD pump application for microchannel cooling have not been realized. This
study provides a comprehensive understanding of MHD pump performance, heat transfer performance
of MHD pump-based microchannel cooling systems, and the influence of various nanofluids on heat
transfer performance.

2. Method

2.1. Numerical Modeling

A schematic view of an MHD pump for cooling a heat dissipating element is presented in Figure 1.
A heat dissipating element can be any microsystem including microfluidic devices, micro-batteries,
electronic chips, light emitting diodes (LED), etc. The basic principle of operation of MHD pumps
is based on the Lorentz force in which magnetic and electrical fields are kept perpendicular, which
forces conducting fluids in a perpendicular direction to both electric currents and magnetic fields,
creating an MHD pump effect. The magnetic field strength and applied current both affect the flow
velocity. The magnetic field is created by keeping two small permanent magnets. The origin of the
coordinate system lies between two magnets and it is equidistance from the magnets. The origin of the
coordinate system lies exactly at the center of the MHD pump without considering the microchannel
dimensions (Figure 1). The origin of the coordinate system has been chosen specifically at the center of
the MHD pump (without considering microchannel dimensions) for simplicity in the calculations. The
width of the MHD pump is chosen as a characteristic length of the system considering width as an
important dimension of the MHD pump system along which various parameters are evaluated. Due
to the Lorentz force, the coolant flows in the positive X-axis direction (i.e., from the MHD pump and
towards the microchannel) as shown in Figure 1. The microchannel consists of four slots. Details of the
MHD pump dimensions are provided in Table 1.
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Table 1. MHD pump and microchannel dimensions.

Item Parameter Values

MHD pump Length × Height (mm) 80 × 10

Microchannel
Length ×Width × Height (mm) 30 × 30 × 10

Number of channel slots (ea) 4
Single channel Width × Height (mm) 4 × 7
Magnet radius Radius × Height (mm) 15 × 7.5

Heat dissipating element Length ×Width × Height (mm) 10 × 10 × 1

2.2. Governing Equations and Boundary Conditions

The modeling of the MHD phenomena involves a multiphysics problem with coupled equations
between fluid flow, heat transfer, current flow, and magnetic fields, which are solved numerically.
The different fields of physics involved are expressed by partial differential equations, which can
be solved via the finite element method. In the present study, the numerical modeling of the MHD
phenomena is conducted using COMSOL. The partial differential equations involving multiphysics
behavior with coupling between fluid flow, heat transfer, electric current and magnetics are solved
using the finite element method. The fluid flow and heat transfer are governed by the Navier–Stokes
equation as shown below [29]. Equations (1)–(3) show continuity, momentum and energy conservation,

respectively [30], where
→

V is velocity, ρ is density, p is pressure and α is thermal diffusivity.

∇·
→

V = 0 (1)

(
→

V·∇)
→

V =
1
ρ
∇P +∇2

→

V +
1
ρ

→

F (2)

(
→

V·∇)T = α∇2T (3)
→

F =
→

J ×
→

B (4)
→

J = σ
(
→

E +
→

V ×
→

B
)

(5)

→

F is the body force due to Lorentz forces which causes fluid motion as shown in Equation (4) [9].

The electric current density which is defined by Ohm’s law is shown in Equation (5) [31], where
→

J is

the electric current in y-direction and
→

B is the magnetic field in the z-direction. The electric current and
magnetic field are perpendicular which creates a Lorentz force in the x-direction.

The working fluid is Newtonian fluid with flow considered as steady and laminar based on the
low Reynolds number. The thermo-physical properties of working fluid, nanoparticle and boundary
conditions are presented in Table 2. The heat dissipating element that is acting on the pump’s wall is
assumed to be a constant volumetric heat generation source. The applied electric voltage is varied
from 0.05 V to 0.35 V with an interval of 0.05 V. The Hartmann number is varied from 1.41 to 3.74. The
cylindrical type permanent magnets are used for providing the magnetic field intensity. Three different
types of nanofluids are considered including Cu-water, TiO2-water, and Al2O3-water nanofluids. The
base fluid for all the nanofluids is water. The boundary condition of opening at atmospheric pressure
is applied at the coolant inlet and coolant outlet. The density of water is considered as 997.0 kg/m3 at
25 ◦C and assumed as an incompressible fluid. The thermal conductivity of water is considered as
0.6069 W/m-K at 25 ◦C. The specific heat of water is considered as 4181.7 J/kg-K. The details about
the boundary conditions and thermophysical properties of water and nanoparticles are presented in
Table 2.

110



Symmetry 2020, 12, 1713

Table 2. Boundary conditions and thermophysical properties.

Specifications Values

Boundary conditions
Inlet coolant temperature (◦C) 25

Applied Voltage (V) 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35
Volumetric heat generation rate (W/m3) 1.0 × 108

Coolant inlet Opening at atmospheric pressure
Coolant outlet Opening at atmospheric pressure

Thermophysical properties
Water Cu TiO2 [32] Al2O3 [33]

Density (kg/m3) 997 8954 4260 3970
Thermal conductivity (W/m-K) 0.6069 400 8.9 25

Specific heat (J/kg-K) 4181.7 383 686.2 765

2.3. Nanofluid Relations

The density of nanofluid with various nanoparticle volume fraction is predicted by the
Pak et al. [34] as shown in Equation (6). Zhong et al. [35] experimentally measured the density
of TiO2-water nanofluid and compared the predictions using the Equation (6) within 0.54%. Therefore,
in the current study, the density of various nanofluids with different volume fraction is calculated
using Equation (6), where ρ denotes density and φ denotes volume fraction.

ρn f = φρn + (1−φ)ρ f (6)

The viscosity of the nanofluid (µn f ) with various nanoparticle volume fraction (φ) using viscosity
of fluid (µ f ) is predicted by various researchers including Batchelor [36], Vand [37], Wang et al. [38],
Duangthongsuk et al. [39] and Bobbo et al. [40], as shown in Equations (7)–(11), respectivelyBased on
the model prediction accuracy with experimental data [35], in the present study, the model proposed
by Want et al. [38] is used for calculating the viscosity of nanofluid.

µn f = µ f
(
1 + 2.5φ+6.5φ2

)
(7)

µn f = µ f
(
1 + 2.5φ+7.349φ2

)
(8)

µn f = µ f
(
1 + 7.3φ+123φ2

)
(9)

µn f = µ f
(
1.013 + 0.092φ−0.015φ2

)
(10)

µn f = µ f
(
1 + 0.36838φ+0.25271φ2

)
(11)

The thermal conductivity and specific heat of nanofluid for various volume fractions are calculated
using Equation (12) [41] and Equation (13) [42], respectively. The effect of the nanoparticle volume
fraction on the mixture properties is presented in Figure 2.

kn f= k f
kp+2k f+2φ

(
kp−k f

)
kp+2k f−2φ

(
kp−k f

) (12)

(
ρCp

)
n f

= (1−φ)
(
ρCp

)
f
+ φ
(
ρCp

)
n

(13)
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Figure 2. Effect of nanoparticle volume fraction on the mixture properties. 
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2.4. Mesh Independency

Figure 3 shows the details of the mesh independency test. The Lorentz force and average velocity
are considered as parameters to evaluate the mesh independency. In the present study, the mesh type
is defined as the number of elements in the generated mesh. Mesh type 1 contains 5.43 × 104 elements,
which is a coarse mesh, whereas mesh type 5 contains 1.45 × 106 elements, which is a finer mesh. As
the mesh elements increased from 9.65 × 105 to 1.45 × 106, the Lorentz force and average velocity
varied only 0.008% and 0.166%, respectively. Considering the computational cost and accuracy of the
numerical simulations, mesh type 4 with 9.65 × 105 elements, is selected for carrying out numerical
simulations as shown in Table 3.

Table 3. Mesh details.

Mesh Type Number of Elements

Type 1 5.43 × 104

Type 2 1.56 × 105

Type 3 6.09 × 105

Type 4 9.65 × 105

Type 5 1.45 × 106

2.5. Data Reduction

The MHD pump flow is generated by the application of electric and magnetic field, which
interacts with the conducting fluid. The developed flow is described as Hartmann flow and the
non-dimensional number, known as the Hartmann number (Ha), is defined as shown in Equation
(14), where B is magnetic flux intensity, L is characteristics length, σ is electrical conductivity and µ is
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dynamic viscosity [21]. The Hartmann number gives an estimation of the magnetic forces compared to
viscous force [9].

Ha = BL(σ/µ)0.5 (14)
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Figure 3. Mesh details (a) Mesh independency test (b) Meshing of magnetohydrodynamic (MHD) 
pump microchannel cooling system for heat dissipating element. 
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The convective heat transfer rate is used to obtain heat transfer coefficient and calculate average
Nusselt number (Nuavg). The heat transfer rate is evaluated as shown in Equation (15) [43].

Qconv= minCp(T bulk,out − Tbulk,in
)

(15)

The average heat transfer coefficient is evaluated from Equation (16). The numerator is convective
heat transfer from wall to fluid and the denominator is a combined term consisting of the wall
convective surface area and logarithmic mean temperature difference of the wall-and-bulk fluid [25].

havg =
Qconv

Awall (T wall − Tbulk)LMTD
(16)

(Twall − Tbulk)LMTD =
∆Twall−buk,in − ∆Twall−buk,out

log(∆Twall−buk,in/∆Twall−buk,out
) (17)

where ∆Twall−buk,in and ∆Twall−buk,out indicate the differences between the wall temperature and bulk
fluid temperature at the inlet and outlet of the channel, respectively (Equation (17)). The average
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Nusselt number is calculated as shown in Equation (10) where Dh represents the hydraulic diameter
and kf represents the thermal conductivity of the fluid.

Nuavg =
havg ×Dh

k f
(18)

3. Results and Discussion

The results of the numerical study on the MHD pump subjected to the mentioned boundary
conditions are presented in terms of normal current density, magnetic flux density, volumetric Lorentz
force, shear stress and pump flow velocity by varying applied voltage and Hartmann number.
For evaluating the MHD pump performance, Cu-water nanofluid with 0.1% volume fraction was
considered. In the subsequent sub-sections, the performance of the MHD pump-based microchannel
cooling system is presented considering various parameters, including the maximum temperature of a
heat dissipating element, heat removal rate, efficiency, thermal field, flow field and Nusselt number. In
addition, the heat transfer performance of Cu-water nanofluid is compared with TiO2-water nanofluid
and Al2O3-water nanofluid. The study provided an in-depth understanding of the MHD pump
functioning and its application in micro-cooling systems.

3.1. Validation

The numerical study is validated with the previously published literature. The server workstation
with an Intel (R) Xenon(R) CPU E5-2620 v3 @2.40 GHz including 24 cores and 64 GB computation
memory is used to run the simulations. To ensure the accuracy of the numerical study method,
numerically predicted velocity is compared with previously published experimental data [7] and
numerical data [10] as shown in Figure 4. It is demonstrated that the predicted velocity closely matches
with the linear fit to the experimental data and numerical data. Thus, the validation of the numerical
model is confirmed.
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Figure 4. Velocity comparison between present study and the Lemoff et al. [7] experimental study and
Yousofvand et al. [10] numerical study.

3.2. Magnetohydrodynamic Pump (MHD) Performance

Figure 5a shows the variation of normal current density with the applied voltage and Hartmann
number. The normal current density increased with the increase in applied voltage. For example, as
the applied voltage increased from 0.05 V to 0.35 V, at a Hartmann number value of 2.0, the normal

114



Symmetry 2020, 12, 1713

current density increased 600%, or 6 times. For the same applied voltage, a higher normal current
density is observed for the higher Hartmann number. As the Hartmann number increased from 1.41
to 3.76 at a constant applied voltage of 0.35 V, the normal current density increased 600%, or 6 times.
The combined influence of a higher applied voltage and higher Hartmann number are visible with a
significant increase in the normal current density.
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Figure 5b shows the spatial variation of induced current and it can be seen that the induced
current density is higher near electrode area. Figure 5c shows the variation of the average velocity
with respect to current density. The average velocity increased linearly with the increase in current
density. The flow rate can be increased either by increasing applied current, keeping magnetic flux
constant or by increasing magnetic flux while keeping the applied current constant to enhance the
pump performance. Similar trends have been observed by previously conducted studies [16]. For low
Hartmann numbers, the velocity increased with an increase in the Hartmann number. However, the
high Hartmann number can have a negative effect on the velocity as well as volumetric flow rate [11].
For a low Hartmann number, forced convection dominates with higher velocities which is useful for
enhancing the pump performance.

Figure 6a shows the variation of magnetic flux along the dimensionless width in the Y-axis at
the center of the magnetohydrodynamic pump. The maximum value of the magnetic flux attained is
about 0.25 T at the center of the MHD pump channel. However, the value of the magnetic flux density
near the conducting electrode is found to be in the order of 0.11 T. Similar results have been obtained
by Aoki et al. [44]. The magnetic flux showed axisymmetric behavior for the axis passing through the
center of the dimensionless width. Figure 6b shows the magnetic field distribution for the MHD pump
on the XY-plane. As in the present study, the cylindrical permanent magnet is considered for the MHD
pump application and the circular magnetic field pattern is observed. The maximum magnetic field
value of the order of 100 kA/m is observed. The magnetic field showed radial symmetric behavior for
the axis passing through the center of the magnet.

Figure 7 shows the volumetric Lorentz force variation for applied voltage and Hartmann number.
The volumetric Lorentz force increased with increase in applied voltage. For example, as the applied
voltage increased from 0.05 V to 0.35 V at a Hartmann number value of 2.0, the volumetric Lorentz
force increased 600%, or 6 times. For the same applied voltage, a higher volumetric Lorentz force is
observed for a higher Hartmann number. As the Hartmann number increased from 1.41 to 3.76, at
a constant applied voltage of 0.35 V, the volumetric Lorentz force increased 600%, or 6 times. In the
study conducted by Moghaddam on MHD micropumps, the volumetric flow rate increased owing to
an increase in the Hartmann number to a value of 40, then volumetric flow rate started to decrease [11].
Similarly, the volumetric flow rate increased until a Hartmann number of 200, and then decreased in
the study conducted on the MHD pump by Yousofvand et al. [10]. The present study is focused on
low Hartmann numbers (Ha < 4) where the volumetric flow rate and Lorentz force increases with the
increase in Hartmann number, as the defined Hartman number compares the magnetic force with the
viscous force. At low Hartmann numbers, the viscous forces dominate giving a higher volumetric
flow rate. As a result, the lower Hartmann number is favorable for the enhancement of heat transfer.
However, a higher Hartmann number can have an adverse effect on heat transfer [10].

Figure 8a shows the shear stress variation along the non-dimensional width at the center of the
magnetohydrodynamic pump. The shear stress values for all the Hartmann numbers are compared in
the middle section of the channel. Regions of higher shear stress are observed near the wall for all the
Hartmann numbers. The values of shear stress in the region near the walls of the channel increased as
the Hartmann number increased. Shear stress is directly proportional to the rate of change of velocity.
The increase in shear stress at the walls for a higher Hartmann number is observed due to the typical
velocity profile of the MHD pump flow inside the channel, where the velocity profile becomes flatter
at the center, and a large velocity change is seen near the walls. As the Hartmann number increased
from 1.41 to 3.74, the shear stress value near the channel walls increased around 7 times, or 714%. The
shear stress variation showed axisymmetric behavior for the axis passing through the center of the
dimensionless width. Figure 8b shows the pressure contours for the flow cross-sectional area at the
center of the pump in the YZ-plane, and it could be seen that higher pressure regions are observed
near the wall owing to the Hartmann effect.
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magnetic field creating a flat velocity boundary layer [45]. This phenomenon is called the Hartmann 
effect. For example, as the value of the Hartmann number increased from 1.41 to 3.74, the maximum 
velocity increased by 280% at the center of the magnetohydrodynamic pump. Moreover, as the value 
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Figure 8. Shear stress and Pressure (a) Shear stress variation with dimensionless width for different
applied voltages and different Hartmann numbers (b) Pressure contours for the flow cross-sectional
area at the center of the pump in the YZ-plane

Figure 9 shows the variation of the velocity profile along the dimensionless width in the Y-axis
imposed by the Lorentz force at the center of the magnetohydrodynamic pump. The velocity profiles
show maximum values near the walls and lower values in the center of the channel owing to the
Lorentz force distribution [44]. The velocity variation showed axisymmetric behavior for the axis
passing through the center of a dimensionless width. The M-shape velocity profiles as observed in
Figure 9 are present in many MHD pumps. This can be attributed to the position of conducting
electrodes on the two opposite walls to provide the DC power supply. Moreover, the different fluids
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have responded with a similar velocity profile indicating that it is a geometrically affected phenomenon
with the position of the electrode [45]. It could be seen from Figure 9 that as the Hartmann number
increased, the velocity increased. Moreover, as the value of the Hartmann number increased, the
velocity profile became flatter. The plug-like shape remained constant for a large portion of the
channel width [46,47]. The current flowing in the closed loop generated a non-uniform negative small
electromagnetic Lorentz force which counteracted the conducting fluid flow in the magnetic field
creating a flat velocity boundary layer [45]. This phenomenon is called the Hartmann effect. For
example, as the value of the Hartmann number increased from 1.41 to 3.74, the maximum velocity
increased by 280% at the center of the magnetohydrodynamic pump. Moreover, as the value of the
Hartmann number increased, its effect on velocity change was slightly reduced. This is evident from
Figure 9, as the change in maximum velocity for the Hartmann number variation from 3.46 to 3.74 is
less as compared to the variation from 1.41 to 2.00.
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Figure 9. Velocity variation with dimensionless width.

Figure 10 shows the velocity field variation in the X-axis along the width at the center of the
magnetohydrodynamic pump. The velocity at the center of the channel is higher compared to the
channel wall, owing to the high shear stress observed along the channel wall. The average velocity of
0.0034, 0.0061, 0.0085, 0.0106, 0.0126, 0.0145 and 0.0164 m/s are developed for the applied voltage of
0.05, 0.10, 0.15, 0.25, 0.30 and 0.35 V at Hartmann number value of 2.0, respectively.
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The increase in average velocity with increase in the applied voltage is attributed to development
of higher Lorentz force. It is obvious from Equation (4) that the Lorenz force will increase if the cross
product of current density and magnetic field increases.

3.3. MHD-Based Microchannel Cooling System

The magnetohydrodynamic pump has various advantages over traditional pumps including low
cost, low electric field and no moving parts. The Lorentz force developed by the interaction between
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the electric current and magnetic field can be used to propel, stir or manipulate the flow behavior in
the channel. This section provided the details of the MHD micropump performance considering the
applied voltage and Hartmann number.

Figure 11 shows the variation of the maximum temperature of the heat dissipating element for
the varied applied voltage and Hartmann number with Cu-water with volume fraction of 0.1% as
coolant. As the applied voltage is increased, the maximum temperature of the heat dissipating element
decreased. For example, as the applied voltage increased from 0.05 V to 0.35 V at a Hartmann number
value of 2.0, the maximum temperature of the heat dissipating element decreased by 7.7%. For the
same applied voltage, lower maximum temperatures of the heat dissipating element are observed
for a higher Hartmann number. As the Hartmann number increased from 1.41 to 3.76 at a constant
applied voltage of 0.05 V, the maximum temperature of the heat dissipating element decreased by
11.0%. The combined influence of higher applied voltage and higher Hartmann number are visible
with significant decrease in the maximum temperature of the heat dissipating element. These findings
show that the applied voltage and Hartmann number have a significant effect on maintaining and
controlling the maximum temperature of the heat dissipating element.
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Figure 13 shows the variation of efficiency for the varied applied voltage and Hartmann number 
with Cu-water with volume fraction of 0.1% as coolant. The efficiency is defined as shown in Equation 
(19). 
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Figure 12 shows variation of the heat removal rate for the varied applied voltage and Hartmann
number with Cu-water with the volume fraction of 0.1% as coolant. As the applied voltage is increased,
the heat removal rate increased. For example, as the applied voltage increased from 0.05 V to 0.35 V
at a Hartmann number value of 2.0, the heat removal rate increased by 34.5%. For the same applied
voltage, higher heat removal rates are observed for a higher Hartmann number. As the Hartmann
number increased from 1.41 to 3.76 at a constant applied voltage of 0.05 V, the heat removal rate
increased by 39.5%. The combined influence of a higher applied voltage and higher Hartmann number
are visible with significant increase in heat removal rate. The increase in heat removal rate with a
higher applied voltage is attributed to an increase in the volumetric Lorentz force as shown in Figure 7,
which subsequently results in the higher volumetric flow rate. It can be seen that for a lower Hartmann
number, the rate of change heat removal rate is large, whereas for a higher Hartmann number, the rate
of change of heat removal rate is small. This is because the dominance of the magnetic force increased
as the Hartmann number increased [10].
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Figure 13 shows the variation of efficiency for the varied applied voltage and Hartmann number
with Cu-water with volume fraction of 0.1% as coolant. The efficiency is defined as shown in
Equation (19).

E f f iciency =
Heat removal rate

Input power
(19)Symmetry 2020, 12, x FOR PEER REVIEW 16 of 24 
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Input power  (19) 

As shown, the efficiency decreased continuously with increase in applied voltage. This shows 
that, even though for higher applied voltage the heat removal rate is higher, and the temperature of 
the heat dissipating element is minimum, the heat removal process is less efficient. Therefore, an 
optimum operating range considering the heat removal rate, temperature of heat dissipating element 
and efficiency could be considered. As the applied voltage increased from 0.05 to 0.35 V at a 
Hartmann number value of 3.46, the efficiency decreased from 204.4 to 4.9. For the same applied 
voltage, a lower efficiency is observed for a higher Hartmann number. As the Hartmann number 
increased from 1.41 to 3.76 at a constant applied voltage of 0.35 V, the efficiency decreased from 29.1 
to 4.9. The combined influence of the higher applied voltage and higher Hartmann number are visible 
with a significant decrease in efficiency. These findings show that the applied voltage and Hartmann 
number have a significant effect on efficiency. 
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method for the cooling heat dissipating element, especially where space and noise are constraints 
such as electronic devices. The rate of increase of the developed flow velocity in the 
magnetohydrodynamic pump cooling system is an indication of cooling performance as a higher 
velocity development leads to higher cooling performance. However, the increase in flow velocity 
has limitations owing to applied voltage and applied magnetic field. As expected, the flow velocity 
in the thin microchannel increased as it passed through the narrow duct of microchannel cooling 
system [6]. This is desirable as the heat dissipating element is placed exactly at the center of the 
microchannel. As shown in Figure 14b, the temperature of the coolant increased as it passed through 
microchannel. In the present study, the square microchannel design is investigated considering the 
manufacturing simplicity of the square duct. The future scope of the study involves the use of 
different shapes of microchannel including circular and trapezoidal. The temperature field 
distribution for the MHD pump microchannel at the center plane showed that heat transfer occurred 
along the edges of the microchannel and heat is taken away as the flow proceeded [48]. The geometry 
based microchannel optimization for effective thermal performance could be carried out considering 
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As shown, the efficiency decreased continuously with increase in applied voltage. This shows
that, even though for higher applied voltage the heat removal rate is higher, and the temperature
of the heat dissipating element is minimum, the heat removal process is less efficient. Therefore, an
optimum operating range considering the heat removal rate, temperature of heat dissipating element
and efficiency could be considered. As the applied voltage increased from 0.05 to 0.35 V at a Hartmann
number value of 3.46, the efficiency decreased from 204.4 to 4.9. For the same applied voltage, a lower
efficiency is observed for a higher Hartmann number. As the Hartmann number increased from 1.41 to
3.76 at a constant applied voltage of 0.35 V, the efficiency decreased from 29.1 to 4.9. The combined
influence of the higher applied voltage and higher Hartmann number are visible with a significant
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decrease in efficiency. These findings show that the applied voltage and Hartmann number have a
significant effect on efficiency.

Figure 14 shows the velocity and temperature distribution in the MHD pump microchannel
cooling system with Cu-water with volume fraction of 0.1% as coolant. As shown in Figure 14a, the
velocity is uniformly distributed in the microchannel throughout, which makes it an attractive method
for the cooling heat dissipating element, especially where space and noise are constraints such as
electronic devices. The rate of increase of the developed flow velocity in the magnetohydrodynamic
pump cooling system is an indication of cooling performance as a higher velocity development leads
to higher cooling performance. However, the increase in flow velocity has limitations owing to applied
voltage and applied magnetic field. As expected, the flow velocity in the thin microchannel increased
as it passed through the narrow duct of microchannel cooling system [6]. This is desirable as the heat
dissipating element is placed exactly at the center of the microchannel. As shown in Figure 14b, the
temperature of the coolant increased as it passed through microchannel. In the present study, the
square microchannel design is investigated considering the manufacturing simplicity of the square
duct. The future scope of the study involves the use of different shapes of microchannel including
circular and trapezoidal. The temperature field distribution for the MHD pump microchannel at
the center plane showed that heat transfer occurred along the edges of the microchannel and heat is
taken away as the flow proceeded [48]. The geometry based microchannel optimization for effective
thermal performance could be carried out considering the requirement of cooling performance and
these findings can be used to design an effective cooling by optimizing influencing parameters.
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Figure 14. Velocity and temperature distribution in MHD pump microchannel cooling system.

Figure 15 shows the variation of the average Nusselt number for the applied voltage and Hartmann
number with Cu-water with a volume fraction of 0.1% as the coolant. The Nusselt number is an
indication of enhanced heat transfer due to convection as compared to conduction [49]. The higher
Nusselt number indicates the effectiveness of magnetohydrodynamic cooling systems for the heat
dissipating element. The average Nusselt number increased with the applied voltage. For example, as
the applied voltage increased from 0.05 V to 0.35 V at a Hartmann number value of 2.0, the average
Nusselt number increased by 112.6%. For the same applied voltage, a higher average Nusselt number
is observed for higher Hartmann numbers. As the Hartmann number increased from 1.41 to 3.76 at a
constant applied voltage of 0.25 V, the heat removal rate increased by 100.0%. The combined influence
of a higher applied voltage and higher Hartmann number are visible with a significant increase in the
average Nusselt number. However, the rate of increase of the average Nusselt number decreased as the
applied voltage and Hartmann number increased. The heat transfer performance slightly deteriorated
as the value of the Hartmann number increased due to suppression of convection due to the magnetic
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field [10,50]. These findings show that the applied voltage and Hartmann number have a significant
effect on the heat transfer performance of MHD micropumps.
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Figure 15. Variation of average Nusselt number with applied voltage.

3.4. Influence of Various Nanofluids

The thermal performance of the MHD pump is compared using various nanofluids. Three types
of nanofluids including Cu-water, TiO2-water and Al2O3-water are considered with a volume fraction
of 0.1%. For performance comparison, the volume fraction of nanoparticles in nanofluids is kept
constant. To evaluate the thermal performance of MHD pumps with various nanofluids, the heat
transfer rate, efficiency and Nusselt number variation are considered.

Figure 16 shows variation of the heat removal rate for the varied Hartmann number. As the
Hartmann number is increased, the heat removal rate increased. For example, as the Hartmann number
increased from 1.41 to 3.74 at an applied voltage value of 0.35 V, the heat removal rate increased by
18.0% for Cu-water nanofluids. For the same applied voltage, higher heat removal rates are observed
for Cu-water nanofluid as compared to TiO2-water and Al2O3-water nanofluids. As previously noted,
for a lower Hartmann number, the rate of change heat removal rate is large, whereas for higher
Hartmann number, the rate of change of heat removal rate is small. The Cu-based nanofluid showed a
better heat transfer rate owing to the high thermal conductivity of copper nanoparticles.
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Figure 16. Variation of heat removal rate with various nanofluids at different Hartmann numbers.
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Figure 17 shows variation of the efficiency for the varied Hartmann number. As the Hartmann
number is increased, the efficiency decreased. For example, as the Hartmann number increased from
1.41 to 3.74 at applied voltage value of 0.35 V, efficiency decreased from 29.16% to 4.92% for Cu-water
nanofluid. For the same applied voltage, higher efficiencies are observed for Cu-water nanofluid as
compared to TiO2-water and Al2O3-water nanofluids. For lower Hartmann number, the rate of change
efficiency is large, whereas for higher Hartmann number, the rate of change of efficiency is small. This is
because the dominance of magnetic force increased as the Hartmann number increased. The Cu-based
nanofluid shows better efficiency owing to high thermal conductivity of copper nanoparticles.
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Figure 18 shows variation of the average Nusselt number for the varied Hartmann number. As the
Hartmann number is increased, the average Nusselt number increased. For example, as the Hartmann
number increased from 1.41 to 3.74 at an applied voltage value of 0.35 V, the average Nusselt number
increased by 96.5% for Cu-water nanofluid. For the same applied voltage, higher average Nusselt
numbers are observed for Cu-water nanofluid as compared to TiO2-water and Al2O3-water nanofluids.
Interestingly, the Nusselt number for the TiO2 based nanofluid and Al2O3 based nanofluid are found to
be close. The Cu-based nanofluid showed a better average Nusselt number owing to the high thermal
conductivity of copper nanoparticles.
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4. Conclusions

Magnetohydrodynamic pump-based microchannel cooling is proposed for cooling heat dissipating
elements. The proposed magnetohydrodynamic pump has many advantages including vibration-free
and noise-free applications. In the present study, the applied voltage and Hartmann number are varied
to evaluate the effect on the MHD pump performance considering normal current density, magnetic flux
density, volumetric Lorentz force, shear stress and pump flow velocity as evaluating parameters. The
MHD pump-based microchannel cooling system performance with Cu-water nanofluid is evaluated
considering the maximum temperature of the heat dissipating element, heat removal rate, efficiency,
thermal field, flow field and Nusselt number for various applied voltages and Hartmann numbers.
It is found that for a low Hartmann number, the Lorentz force increased with an increase in the
applied voltage and Hartmann number. As the applied voltage increased from 0.05 V to 0.35 V at a
Hartmann number of 1.41, the heat removal rate increased by 39.5%. The results revealed that for a low
Hartmann number, the average Nusselt number increased with increase in the applied voltage and
Hartmann number. As the applied voltage increased from 0.05 V to 0.35 V at a Hartmann number of
1.41, the average Nusselt number increased by 112.6%. In addition, the influence of various nanofluids
including Cu-water, TiO2-water and Al2O3-water nanofluids on heat transfer performance of MHD
pump-based microchannels is evaluated. At the Hartmann number value of 3.74 and applied voltage
value of 0.35 V, average Nusselt numbers are 12.3% and 15.1% higher for Cu-water nanofluid compared
to TiO2-water and Al2O3-water nanofluids, respectively. The MHD pump is more useful in cases where
space and noise constraint are of particular interest. Especially in the microelectronics device cooling,
the removal of heat is important and due to miniaturization, the MHD pump for cooling provides
a promising option. The investigations provide an opportunity to further explore the application of
MHD pumps in electronics cooling.
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Nomenclature

A cross-sectional area (m2)
→

B magnetic field vector (T)

B magnitude of the magnetic field (T)
Cp specific heat at constant pressure (J/kg-K)
Dh hydraulic diameter (m)
→

E electric field vector (V/m)
→

F electromagnetic force (N)

havg average heat transfer coefficient (W/m2-K)
Ha Hartmann number
→

J current density (A/m2)

L characteristic length (mm)
MHD magnetohydrodynamic
Nuavg average Nusselt number
P pressure (Pa)
Q heat transfer rate (W)
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T temperature (◦C/K)
t time (s)
→

V velocity (m/s)

Greek symbols
∇ gradient operator
α thermal diffusivity (m2/s)
σ electrical conductivity (S/m)
ρ density (kg/m3)
ν kinematic fluid viscosity (m2/s)
µ dynamic viscosity (Pa-s)
k thermal conductivity (W/m-K)
φ volume fraction (%)
Subscripts
avg average
bulk bulk property
conv convective heat transfer
f fluid
in inlet
LMTD logarithmic mean temperature difference
n nanoparticle
nf nanofluid
out outlet
wall wall
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Abstract: This paper investigates the convective heat transfer in a heat exchanger equipped with
twisted tape elements to examine effects of the twisted tape truncation percentage, pitch value, position
and Reynolds number using 3D numerical simulation. A symmetric heat flux is applied around
the tube as the studied heat exchanger. Based on the influences in both heat transfer enhancement
and pressure drop, the performance evaluation criterion (PEC) is utilized. Inserting twisted tape
elements and reducing the pitch value significantly augment the Nusselt number, friction coefficient
and PEC number compared to the plain tube. For the best case with a Reynolds number of 1000,
the average Nusselt number increases by almost 151%, which is the case of fully fitted twisted tape
at a pitch value of L/4. Moreover, increasing the twisted tape truncation percentage reduces both
heat transfer and pressure drop. Furthermore, the highest heat transfer rate is achieved when the
truncated twisted tape is located at the entrance of the tube. Finally, it is concluded that for P = L, L/2,
L/3 and L/4, the optimum cases from the viewpoint of energy conservation are twisted tapes with
truncation percentages of 75, 50, 50 and 0%, in which the related PEC numbers at a Reynolds number
of 1000 are almost equal to 1.08, 1.24, 1.4 and 1.76, respectively.

Keywords: truncated twisted tape; secondary flow; laminar convective heat transfer; performance
evaluation criterion; CFD; heat exchanger

1. Introduction

Modifying heat transfer is a principal matter of concern for energy conservation and also
advantageous from an economic viewpoint. Since heat exchangers are commonly used in almost all
areas of industrial activities, including fuel cells [1], electronic device cooling [2], solar air collectors [3],
aerospace engineering [4], flame stabilization [5], refrigeration [6], electric vehicles [7], natural gas
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liquefaction [8], air dehumidification [9] and so forth, increasing the thermal performance is of vital
importance. To satisfy such a need, in the last two decades, researchers have proposed different passive
techniques for heat transfer augmentation, including roughness elements [10], twisted tapes [11]
and wires inserts [12]. Such equipment modifies heat transfer using a higher heat transfer surface,
generating a swirl flow, as well as disturbing hydrodynamic and thermal boundary layers of the fluid
inside the tube, which directly improves the heat transfer coefficient.

Among the proposed passive techniques in the literature, applying twisted tape inserts with
different geometries in various systems, such as solar collectors [13,14] and solar water heating
systems [15–17], has been the focus of attention among experts of the field. Due to large numbers of
applications, embedding the twisted tape inserts in double-pipe heat exchangers has recently been
studied by many researchers. Man et al. [18] experimentally investigated twisted tape inserts in an
inner tube of a double pipe with clockwise and counterclockwise swirling directions. They showed that
the heat exchanger thermal performance increases in the presence of twisted tape inserts, presenting
a maximum value of 1.42 for the performance evaluation criterion (PEC) number. Lim et al. [19]
performed a pitch investigation of twisted tape inserts in a double pipe and reported heat transfer
characteristics for different Reynolds number values. Another evaluation of thermal efficiency of a
double pipe equipped with twisted tapes using the ε-NTU (Effectiveness—Number of transferred unit)
method was performed by Ravi Kumar et al. [20]. They found higher values for both the effectiveness
and NTU of the heat exchanger when the twisted tapes were applied. Employing nanofluids [21],
hybrid nanofluids [22,23], nano-encapsulated phase change suspensions [24–26] and boiling heat
transfer [27,28] are also other promising approaches to improve heat transfer.

Besides, many papers focused on the geometrical aspects of twisted tapes, such as the effects
of pitch and width ratios. Jaramillo et al. [29] assessed a parabolic trough collector equipped with
twisted tape. They showed that the thermal performance of the collector increased as the twisted ratio
reduced at low Reynolds numbers. Mwesigye et al. [30] studied a parabolic trough collector with
wall-detached twisted tape. They indicated that higher values of twist ratio and lower values of width
resulted in the enhancement of the optimal Reynolds number. Esfe et al. [31] inserted the twisted tapes
in a tri-lobbed tube for Reynolds numbers of 5000 to 20,000. Their results revealed that increasing the
tape ratio, which is the tape radial length to pipe diameter ratio, enhances the Nusselt number, friction
coefficient and overall thermal performance.

Another technique for a higher heat transfer rate using twisted tape is to increase the flow
mixing and secondary flow effects by changing the geometry of the twisted tape surface. Saylroy and
Eiamsa-ard [32] examined the thermohydraulic performance of a tube equipped with a square-cut
twisted tape. These researchers found a maximum PEC value of 1.32 for their captured models in which
the thermal performance improved 1.32 times in comparison with the classically twisted tape inserts.
In another study [33], they evaluated a multi-channel twisted tape and showed laminar convection
heat transfer with twisted tapes embedded in the channel. He et al. [34] examined the thermal behavior
of cross hollow, twisted tape inserts in a pipe. They showed PEC values of 0.87–0.98 for Reynolds
numbers of 5600–18,000. Samruaisin et al. [35] investigated numerically and experimentally the free
space ratio and twisted tape arrangement for regularly spaced quadruple twisted tape inserts in a tube,
in a turbulent flow regime. In the range of their operational conditions, they presented a maximum
PEC number equal to 1.27. Centrally perforated twisted tape elements in a tube were investigated by
Ruengpayungsak et al. [36] for convective heat transfer enhancement under laminar and turbulent
flow regimes. Maximum PEC values of 8.92 and 1.33 were reported for laminar and turbulent regimes,
respectively. Hasanpour et al. [37] optimized a corrugated tube heat exchanger equipped with twisted
tape elements with the purpose of heat transfer modification and pressure drop reduction. They
showed that the V-cut twisted tape model causes maximum heat transfer, and the perforated twisted
tape model leads to the smallest pressure drop.

130



Symmetry 2020, 12, 1652

Despite using classical twisted tape elements with a gap between the tape and walls, the use of
overlapped twisted tapes due to the lower pressure drop penalty was also studied by some researchers.
Hong et al. [38] carried out an empirical study of a spiral-grooved tube equipped with twin overlapped
twisted tapes in a turbulent regime with Reynolds numbers of 8000 to 22,000. They showed an
enhancement in both heat transfer and friction coefficient augmented by the overlapped twisted ratio.
In another study [39], they employed overlapped multiple twisted tapes in a similar experimental study.
They showed that entropy generation increases and decreases due to friction resistance and heat transfer,
respectively, as the tape number changes and overlapped twisted ratio decreases. Eiamsa-Ard and
Samravysin [40] carried out an empirical study to investigate the thermal performance of a tube heat
exchanger equipped with overlapped quadruple twisted tape inserts compared to typical quadruple
twisted tape elements with a Reynolds number ranging from 5000 to 20,000, under a turbulent regime.
They reported a maximum value of 1.58 for the PEC number in the case of overlapped quadruple
counter tapes in a cross arrangement at a Reynolds number of 5000. Later, overlapped dual twisted
tapes, along with Al2O3 nanofluid, were studied by Rudrabhiramu et al. [41], with the objective of
improving the thermal performance of a heat exchanger. They reported that using 1% nanofluid
volume concentration and twisted tape with a twist ratio of two causes the best result.

Some researchers also benefited from compound techniques of heat transfer enhancement using
nanofluid along with twisted tape inserts. Qi et al. [42] experimentally investigated the convective
nanofluid heat transfer in a tube using rotating and static built-in twisted tape elements. They reported
a 101.6% enhancement in heat transfer by using rotating twisted tape inserts along with the nanofluid.
In another empirical study, Sunder et al. [43] examined the thermal performance of a solar water heater
employing nanofluid and twisted tape inserts as the heat transfer enhancement techniques. They
showed a 49.75% improvement using the best configuration of twisted tape.

The above literature review indicates that there are a substantial number of papers using twisted
tape inserts in different ways and techniques to reach a model for heat transfer rate maximization and
pressure drop minimization. However, reviewing the preceding papers reveals that the hydrothermal
investigation of truncated twisted tapes in tubes has not been studied so far. Motivated by this research
gap, this study examines the twisted tape truncation percentage and its position in the tube at different
pitch values and Reynolds numbers. This paper provides guidelines for the novel usage of twisted
tapes in tubes toward higher performance.

2. Problem Statement and Boundary Conditions

Figure 1 schematically shows the tube with twisted tape. The height of the proposed twisted tape
(H) is 95% of the tube diameter (D = 20 mm) with a thickness (t) of 0.4 mm. Four different twisted
tape pitches (P) are investigated, as shown in Figure 1a. To study the position of truncated twisted
tape, three different locations, i.e., entrance, center and exit, are examined, as shown in Figure 1b. Note
that the length of the tube is 400 mm. Water enters the tube at 300 K with uniform velocity, and a
symmetrical constant heat flux of 5000 W/m2 is applied on the walls, while the twisted tape walls are
thermally insulated. A pressure outlet condition is also employed for the tube outlet [44–46].
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4. Numerical Procedure

The commercial ANSYS Fluent computational fluid dynamics (CFD) code is employed to perform
the simulation and solve the equations [47–49]. The velocity–pressure coupling is resolved using the
coupled algorithm, and the convection terms are discretized using the second-order upwind scheme.
The convergence criteria of 10−6 are also selected.

4.1. Grid Study

Figure 2 illustrates the computational mesh with finer mesh generated in the near-wall region due
to velocity and temperature boundary layers and high gradients of variables. A fully structured mesh
is created as shown using ANSYS meshing to have a high degree of quality and faster convergence in
CFD FLUENT code, which also results in less computational time.
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Different grid numbers are examined for grid independency analysis in the case of fully filled
twisted tape with a pitch of L/4 and a Reynolds number of 1000. The average Nusselt number is
selected as the selection criterion [50] presented in Table 1. As listed, case 3 is chosen for all the
simulations, since using finer meshing leads to relative errors of less than one percent.
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Table 1. Grid independence analysis.

Case Number of Elements Nusselt Number Error (%)

1 750,000 41.61 -
2 1,250,000 39.12 5.98
3 1,750,000 38.04 2.74
4 2,250,000 37.85 0.52
5 3,000,000 37.7 0.39

4.2. Validation

To obtain a reliable result, the experimental results of Qi et al. [42] for the average Nusselt number
for laminar fluid flow in a heat exchanger using stationary twisted tape are used. They experimentally
examined pure water and nanofluid flow for different Reynolds numbers for a twisted tape length of
1600 mm and a pitch size of 100 mm with a width and thickness of 16 and 2 mm, respectively. Figure 3
displays the average Nusselt number for the cases of pure water and stationary twisted tapes for
different Reynolds numbers. As shown, the results are in excellent agreement with the experimental
data of Qi et al. [42], where the maximum difference is less than 2%.
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5. Results and Discussion

Numerical simulations are performed at four pitch values (P) of L, L/2, L/3 and L/4, four Reynolds
numbers (Re) of 250, 500, 750 and 1000, three twisted tape truncation (λ) percentages of 25, 50 and 75%
and three positions of twisted tape at the entrance, center and exit of the tube, which are investigated
in the following:

5.1. Effect of Twisted Tape Pitch

In the first step, the effect of twisted tape pitch on the hydrothermal characteristics of the tube is
examined and analyzed. Figure 4 represents the local Nusselt number (Nu) throughout the tube length
for the plain tube (PT) and four twisted tape pitch values at Re = 250 while the twisted tape is fully
fitted in the tube (no truncation). Using the twisted tape and decreasing its pitch magnitude noticeably
augments the local Nu along the tube length. The reason is that the twisted tape inserts create secondary
flow as a result of flow swirling, which consequently improves the flow mixing, disturbs the thermal
boundary layer and increases the heat transfer rate [51]. In other words, the twisted tape redirects the
colder core fluid with a better cooling capacity to the heated walls of the tube where cooling is required.
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Figure 4. Local Nu along the tube length for plain tube (PT) and twisted tape inserts with P = L, L/2,
L/3, L/4 at Re = 250.

The cause of the heat transfer enhancement in Figure 4 can be seen in Figure 5, in which the
streamlines colored by velocity magnitude are illustrated for PT and four twisted tape pitch values.
It is visible that as the twisted tape pitch value decreases, the flow path undergoes more changes.
This is because more swirl flow fronts can be seen in lower pitch values with higher radial velocity,
implying stronger secondary and mixing flow. As a result, it leads to a more effective redirection of
core colder fluid towards the heated wall and, consequently, more heat is transferred between the fluid
and heated wall.
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Figure 5. Streamlines colored by velocity magnitude for PT and twisted tape inserts with P = L, L/2,
L/3, L/4 at Re = 250.

Figure 6 shows how decreasing the twisted tape pitch magnitude affects the cooling of the heated
wall at Re = 250. The temperature distribution on the heated wall implies that the secondary and
mixing flow intensity affect the heated wall. In PT, the uniform enhancement of temperature along
the tube length is visible, showing the thermal boundary layer development without any disturbance.
On the contrary, as the twisted tape is inserted in the tube, the change in temperature distribution on
the heated wall is visible. The temperature value on the heated wall decreases along the tube length
and strengthens as the pitch value reduces. In higher pitch values, some hotspot regions are visible on
the heated wall temperature contour; however, these regions decline at lower pitch values, resulting in
better cooling performance of the system.
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To better understand the temperature distribution, four different cross-sections are defined
along the tube length and are displayed in Figure 7. In the following, different parameters, such as
temperature and velocity, are illustrated in them.
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Figure 7. Generated cross-sectional surfaces throughout the tube length for post-processing purposes.

Figure 8 demonstrates the cross-sectional temperature contours on the surfaces shown in Figure 7
for PT and four twisted tape pitch values at Re = 250. The PT temperature contours show the normal
development of the thermal boundary layer throughout the tube, leading to a great drop in heat
transfer along the tube. On the other hand, the thermal boundary layer disturbance is intensified and
gets thinner as the twisted tape is inserted in the tube, which is more effective for a lower pitch in heat
transfer between the fluid and heated wall. Besides, fewer hotspot regions causing a reduction in heat
transfer enhancement is visible at lower pitch values of the twisted tape, proving the cooling process
improvement. Another point that can be noticed in this figure is that the presence of twisted tape and
lowering its pitch value redirects the core colder fluid to the vicinity of the hot wall. The twisted tape
causes more efficient heat dissipation from the wall and, consequently, more heat is transferred from
the wall to the fluid. It should be noted that the contours are almost symmetrical, related to the center
of the tube in all cases.
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Figure 8. Cross-sectional temperature contours for PT and twisted tape inserts with P = L, L/2, L/3, L/4
at Re = 250.

Figure 9 displays the cross-sectional velocity contours on the surfaces shown in Figure 7 for PT
and four twisted tape pitch values at Re = 250. The velocity contours imply the intensity of secondary
and mixing flow in the presence of twisted tape inserts. In other words, the higher velocity of the fluid
near the heated wall shows a stronger secondary flow, and, as a result, a higher fluid momentum near
the wall and a better cooling process could be achieved. It is visible in this figure that inserting twisted
tape with a pitch value of L results in a high-velocity region of the fluid, which is strengthened as
the twisted tape pitch value decreases, resulting in the stronger secondary flow observed in Figure 5.
It should be noted that the contours are almost symmetrical, related to the center of the tube in all
cases; however, for the case with P = L, it is almost symmetrical related to the twisted tape plane.
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To better quantify the heat transfer modification in the presence of twisted tape inserts with
different pitch values, Figure 10 is provided for various Re. Nu increases as Re changes due to the more
effective advection phenomenon and fluid momentum in higher fluid velocities. As seen in this figure,
as an example, using twisted tape with pitch values of L, L/2, L/3 and L/4 increases the average Nu by
about 26.87, 55.03, 86.59 and 151.42% at Re = 1000 compared with the PT, respectively.
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Figure 10. Variations of average Nu ratio with respect to PT at various pitch values and Re.

Figure 11 shows the variations of the friction coefficient ratio with respect to PT for different pitch
values and Re. This figure shows that applying twisted tape enhances the friction coefficient ratio due
to the added surface area and flow blockage [52]. Furthermore, higher values for the friction coefficient
ratio are observed in lower pitch values due to the creation of the more intense secondary flow shown
in Figure 5; however, when the twisted tape pitch is equal to L, its enhancement is insignificant due to
the creation of very weak secondary flow in the tube. Moreover, this figure reveals that the friction
coefficient ratio increases as Re changes because more intense swirling flow.
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5.2. Effect of Truncated Twisted Tape Position and Percentage

So far, it has been shown that the twisted tape with a pitch of L/4 results in the best thermal
performance of the system. Therefore, the following simulations are performed for this pitch value.
To show the effect of twisted tape truncation percentage on local Nu throughout the tube length for
different twisted tape positions, Figure 12 is provided at Re = 250. In Figure 12a, the twisted tape is
embedded at the entrance of the tube with different values for λ. It is visible that as the flow enters
the twisted tape at the tube inlet, the thermal boundary layer is disturbed and, due to the creation
of secondary flow, the local Nu increases; however, as the flow passes the twisted tape, the thermal
boundary layer starts to develop normally, and as a result, it tends to develop towards the local Nu
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curve of PT. Consequently, lower values of λ cause a higher heat transfer rate when the twisted tape is
inserted at the tube entrance.
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Figure 12. Local Nu along the tube length for different λ values at three twisted tape positions for
(a) entrance, (b) center, (c) exit and P = L/4.

In Figure 12b, the twisted tape is embedded at the center of the tube with different values for λ.
In this figure, the local Nu curve starts to grow as the fluid reaches the twisted tape due to the thermal
boundary layer disturbance. It is visible that the local Nu at the truncated cases surpasses the fully
fitted twisted tape, and a higher maximum value for Nu is visible for higher values of λ. As the flow
passes the twisted tape, the thermal boundary layer starts to grow and becomes fully developed.

In Figure 12c, the twisted tape is embedded at the exit of the tube with different values for λ.
This figure also shows the local Nu enhancement as the fluid enters the twisted tape as a result of
thermal boundary layer disturbance and stronger mixing flow. In this case, after a sudden increase in
Nu at the twisted tape entrance, the local Nu decreases, and its curve tends to reach the value of the
fully fitted twisted tape.

Figure 13 displays the streamlines colored by velocity magnitude in different twisted tape
truncation percentage values inserted at the tube entrance for Re = 250. In the truncated cases, the flow
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path swirls to the end of tube length, but the secondary flow intensity is reduced as the fluid passes the
twisted tape. As a result, truncating the twisted tape results in a reduction in heat transfer rate but less
material is used, causing fewer production expenses, and also the pressure loss penalty reduces due to
less flow lockage and contact area between the fluid and solid.
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Figure 13. Streamline colored by velocity magnitude for different λ values at Re = 250 and P = L/4.

To show the effect of truncated twisted tape inserts and changes in the flow patch shown in
Figure 13 on the temperature distribution of the heated wall, Figure 14 illustrates the temperature
contours at the wall. It is visible that although there are some hotspots after the truncated twisted tape,
the number of hotspots is still lower than for the PT, showing the effective cooling process even after
the fluid passes the twisted tape. This figure proves the presence of secondary flow (not as intense as it
is in the fully twisted tape insert) after the fluid passes the truncated twisted tape.
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To clearly show the effect of twisted tape position on the local Nu throughout the tube length at
different twisted tape truncation percentage values, Figure 15 illustrates the local Nu for three different
twisted tape truncation percentage values of 25, 50 and 75% at Re = 250 for different positions, as
shown in Figure 1b. This figure shows that when the twisted tape is at the tube entrance, no sudden
increase in Nu is visible; in contrast, there is a maximum value for Nu along the tube length when the
twisted tape is inserted at the center and exit of the tube. For all values of λ, the highest maximum Nu
throughout the tube length corresponds to the layouts where twisted tape is inserted at the tube exit,
which is higher as λ changes.
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Figure 15. Local Nu along the tube length for different twisted tape positions at three λ values of
(a) 25%, (b) 50%, (c) 75% and P = L/4.

Figure 16 illustrates the streamlines colored by velocity magnitude at different positions of the
twisted tape in the tube at a twisted tape truncation percentage of 75% and Re = 250. This figure
shows that when the twisted tape is embedded at the tube entrance, the whole flow patch is affected.
When the twisted tape is at the tube center, half of the tube length is affected, and for the case in which
twisted tape is at the tube exit, the flow path before reaching the twisted tape is similar to that of PT.

The effect of the position of the truncated twisted tape inserts on the temperature distribution of
the heated wall is depicted in Figure 17. The same temperature distribution before the flow reaches
the twisted tape as that of PT for the heated wall temperature distribution is also visible in this figure.
Moreover, flow mixing as the fluid passes the twisted tape and the strong secondary flow in the twisted
tape regions are observable in this figure.
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Figure 17. Temperature contours on the heated wall for different twisted tape positions at Re = 250,
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To quantify the heat transfer rate for different truncation values and positions of the twisted tape,
Figure 18 is provided to show the variations of the Nu ratio compared with PT at various λ and Re
values, different twisted tape positions and a pitch of L/4. For all twisted tape positions and Re, higher
values of λ result in lower Nu and heat transfer due to the fact that the secondary and mixing flows
in a tube fully fitted with twisted tape are much stronger than for a tube equipped with a truncated
twisted tape, as shown in Figure 14. As seen in this figure, using twisted tape with a pitch value of L/4
at the entrance of the tube and λ values of 0, 25, 50 and 75% increase the average Nu by about 71.26,
68.50, 57.59 and 37.34% at Re = 250 and 151.42, 133.99, 109.52 and 71.43% at Re = 1000 in comparison
with the PT, respectively.

Considering the position of the twisted tape, for all values of λ at Re of 1000, when the truncated
twisted tape is placed at the tube entrance, a higher Nu is obtained, followed by the cases with twisted
tape at the tube center, and the lowest Nu correspond to the cases with twisted tape at the tube exit.
This is due to the fact that as the fluid passes the twisted tape, the flow is still affected by the twisted
tape and swirl flow is visible to the end of the tube, as shown in Figure 16. Thus, for the case of
twisted tape inserts in the tube entrance, more of the tube length experiences swirl flow, and as a result,
the cooling process improves.
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Figure 18. Variations of average Nu ratio with respect to PT at different twisted tape positions and λ
values for Re = 1000.

Figure 19 represents the variations of friction coefficient ratio with respect to PT at various λ for Re
of 1000, different twisted tape positions and a pitch of L/4. It is visible that for all twisted tape positions,
as λ increases, the friction coefficient ratio is reduced due to the lower level of solid material and,
as a result, less flow blockage and smaller contact area between the fluid flow and solid. Furthermore,
for all values of λ, there are almost similar values for the friction coefficient ratio for the cases where
twisted tape is placed at the tube entrance and center; however, lower values for the friction coefficient
ratio are observable when the twisted tape is embedded at the tube exit. The cause of this scenario can
be attributed to the fact that when the twisted tape is at the tube exit, no swirl flow is generated before
the fluid reaches the twisted tape.Symmetry 2020, 12, x FOR PEER REVIEW 17 of 23 
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Figure 19. Variations of friction coefficient ratio with respect to PT at different twisted tape positions
and λ values for Re = 1000.
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As discussed above, the application of twisted tape inserts in the captured cases increases both the
heat transfer rate as a desirable outcome and the friction coefficient as an undesirable result. Therefore,
there is an interplay between the benefits of using twisted tape in heat transfer enhancement and their
side effects in forcing more pumping power into the system. To analyze this issue, the dimensionless
PEC number introduced in Equation (9) is discussed here. In fact, this number is used to evaluate the
practical use of any modified heat transfer technique from the viewpoint of energy-saving potential.
Generally, higher values of PEC imply superior energy saving. Figure 20 illustrates the PEC parameter
for all cases investigated in this study for Re of 1000. It is visible that decreasing the twisted tape pitch
value from Figure 20a–d enhances the PEC number, showing the fact that applying twisted tape with a
lower pitch value is efficient from the viewpoint of both heat transfer enhancement and energy saving.
It is also visible that as the twisted tape pitch increases, the sensitivity of PEC to the λ value is reduced.
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Figure 20. Variations of PEC number at different twisted tape positions, λ and P values. (a) P = L,
(b) P = L/2, (c) P = L/3 and (d) P = L/4 for Re = 1000.

Furthermore, for all λ values, placing the twisted tape at the tube entrance leads to higher PEC
magnitudes. Therefore, for P = L, L/2, L/3 and L/4, the optimum cases from the viewpoint of energy
saving are twisted tapes with λ = 75, 50, 50 and 0%, for which the related PEC numbers at Re = 1000
are almost equal to 1.08, 1.24, 1.4 and 1.76, respectively. In addition, PEC numbers in all cases are
tabulated in Appendix A of this paper.
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6. Conclusions

This paper investigated the laminar convection heat transfer in a tube equipped with twisted tape
inserts. A parametric study was conducted to evaluate the impact of key design variables, including
the twisted tape truncation percentage, pitch value, position in the tube and Reynolds number on the
fluid flow and heat transfer characteristics of such a configuration using symmetric heat flux around
the tube. To determine the trade-off between the heat transfer enhancement and the pressure drop
penalty, the PEC number was calculated. The obtained results indicated that using the twisted tape
and reducing its pitch value increases the Nusselt number, friction coefficient and PEC number due to
the generation of efficient secondary and mixing flow. The average Nusselt number increased by about
151.42 for a Reynolds number of 1000 in the case of fully fitted twisted tape at a pitch value of L/4. It
was also found that increasing the twisted tape truncation percentage reduced both heat transfer and
pressure drop in comparison with the fully fitted twisted tape case. Moreover, the best position for the
truncated twisted tapes was at the tube entrance to reach the highest thermal performance. Ultimately,
it was concluded that for P = L, L/2, L/3 and L/4, the optimum cases from the viewpoint of energy
saving are twisted tapes with λ = 75, 50, 50 and 0%, for which the related PEC numbers at a Reynolds
number of 1000 are almost equal to 1.08, 1.24, 1.4 and 1.76, respectively. The finding of this research
provides a framework for researchers working in this area toward higher performance based on energy
saving according to both heat transfer enhancement and pressure drop reduction.
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Appendix A

Table A1. PEC in all cases for twisted tape at the entrance.

λ (%)
Re 250 500 750 1000

0 1.011295 1.021043 1.059828 1.095052

P
=

L25 1.01388 1.017496 1.045332 1.070205
50 1.004123 1.006426 1.02249 1.035571
75 0.995671 0.99766 1.003663 1.007723
0 1.082103 1.24311 1.265074 1.255414

P
=

L/
2

25 1.089229 1.232876 1.263873 1.256518
50 1.092546 1.194338 1.220967 1.216784
75 1.074308 1.131182 1.149658 1.153739
0 1.227265 1.311893 1.387978 1.402961

P
=

L/
3

25 1.227311 1.319265 1.401682 1.418449
50 1.210159 1.302567 1.334738 1.384967
75 1.199981 1.258698 1.265143 1.25622
0 1.337716 1.336512 1.555087 1.761103

P
=

L/
4

25 1.338476 1.40221 1.515203 1.665051
50 1.315334 1.37707 1.476264 1.517847
75 1.29284 1.345982 1.368546 1.374241
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Table A2. PEC in all cases for twisted tape at the center.

λ (%)
Re 250 500 750 1000

0 1.011295 1.021043 1.059828 1.095052

P
=

L25 1.030648 1.043332 1.079246 1.102066
50 1.033091 1.058554 1.08903 1.102768
75 1.018142 1.046153 1.071832 1.083035
0 1.082103 1.24311 1.265074 1.255414

P
=

L/
2

25 1.109637 1.255035 1.268496 1.248454
50 1.130221 1.236448 1.245266 1.234765
75 1.098127 1.18203 1.205088 1.215016
0 1.227265 1.311893 1.387978 1.402961

P
=

L/
3

25 1.257101 1.318361 1.391219 1.412675
50 1.246763 1.292509 1.340597 1.450322
75 1.18302 1.256449 1.293239 1.302188
0 1.337716 1.336512 1.555087 1.761103

P
=

L/
4

25 1.357279 1.340645 1.49818 1.680165
50 1.332735 1.385675 1.507737 1.575765
75 1.237176 1.333577 1.375402 1.397482

Table A3. PEC in all cases for twisted tape at the exit.

λ (%)
Re 250 500 750 1000

0 1.011295 1.021043 1.059828 1.095052

P
=

L25 0.984648 0.983887 1.002881 1.02074
50 0.95755 0.953732 0.958557 0.962848
75 0.956485 0.954873 0.955329 0.955342
0 1.082103 1.24311 1.265074 1.255414

P
=

L/
2

25 1.06148 1.185216 1.225127 1.222088
50 1.005875 1.052004 1.083942 1.090425
75 0.959385 0.95912 0.960504 0.961318
0 1.227265 1.311893 1.387978 1.402961

P
=

L/
3

25 1.18397 1.29666 1.343979 1.375853
50 1.115867 1.214709 1.214682 1.220923
75 0.971801 0.980115 0.98335 0.98392
0 1.337716 1.336512 1.555087 1.761103

P
=

L/
4

25 1.294428 1.382539 1.469811 1.574971
50 1.252857 1.297774 1.344916 1.343726
75 1.021773 1.049235 1.050204 1.052115
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Abstract: One of barriers for the present heat pump system’s application in an electric vehicle was
decreased performance under cold ambient conditions due to the lack of evaporating heat source.
In order to improve the heat pump’s performance, a high-pressure side chiller was additionally
installed, and the tested heat pump system was modified with respect to refrigerant flow direction
along with operating modes. In the present work, the performance characteristics of the heat pump
system with a high-pressure side chiller for light-duty commercial electric vehicles were studied
experimentally under hot and cold ambient conditions, reflecting real road driving. The high-pressure
side chiller was located after the electric compressor so that the highest refrigerant temperature
transferred the heat to the coolant. The controlled coolant with discharged refrigerant from the electric
compressor was used to heat up the cabin, transferring heat to the inlet air like the internal combustion
engine vehicle’s heating system, except with unused engine waste heat. In the cooling mode, for the
exterior air temperature of 35 ◦C and interior air temperature of 25 ◦C, cooling performance along with
the compressor speed showed that the system efficiency decreased by 16.4% on average, the cooling
capacity increased by 8.0% on average and the compressor work increased by 27% on average.
In heating mode, at the exterior and interior air temperature of −6.7 ◦C, compressor speed and
coolant temperature variation with steady conditions were tested with respect to heating performance.
In transient mode, to increase coolant temperature with a closed loop from −6.7 ◦C, tested system
characteristics were studied along the compressor speed with respect to heating up the cabin. As the
inlet air of the HVAC was maintained at −6.7 ◦C, even though the heat-up rate of the cabin room was
a little slow, the cabin temperature reached 20 ◦C within 50 min and the temperature difference with
the ambient air attained 28.7 ◦C.

Keywords: cooling and heating mode; heat pump; high-pressure chiller; light-duty commercial
electric vehicle; system performance

1. Introduction

The development of efficient and ecofriendly engines which emit less waste heat is the focus
of recent research to overcome the environmental issues of global warming and CO2 emission [1].
Therefore, in the last decade, the research trend is shifting towards the development of efficient electric
vehicles [2]. The challenge associated with full commercialization of electric vehicles is their lower
driving range due to high power consumption by the thermal management system. The gasoline
engines are using waste heat for cabin heating during cold climatic conditions but in the case of electric
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vehicles, cabin heating energy is consumed from the battery, which reduces the driving range of the
vehicles more in cold climatic conditions [3]. Currently, gasoline vehicles and electric vehicles are using
positive temperature coefficient (PTC) heaters widely for heating purposes despite its higher cost above
2 kW and higher power consumption. The driving range of electric vehicles with PTC heaters has
reduced up to 24% more than that of electric vehicles without PTC heaters [4]. Heat pumps are the best
and efficient alternative for the PTC heater because the second law of thermodynamics states that the
coefficient of performance of the heat pump is above 1.0. However, the heating performance of a heat
pump system decreases drastically in cold climatic conditions for electric vehicles [5]. To overcome this
limitation and develop an efficient heat pump system for cold regions, several studies of an improved
model of heat pump system for electric vehicles are presented.

Zhang et al. have proposed an R134a-based economized vapor injection heat pump system
for electric vehicles to eliminate the key issues of drainage associated with external heat exchangers
and the decrease in heating performance during cold weather conditions. The proposed heat pump
system showed a 57.7% improvement in heating capacity, 2097 W of maximum capacity and coefficient
of performance of 1.25 under the ambient temperature of −20 ◦C [5]. Qin et al. have developed
refrigerant injection air-source heat pump for electric vehicle to overcome the poor heating performance,
high battery power consumption and operational safety of traditional air-source heat pump systems
in cold climate conditions. The electric scroll compressor of the refrigerant injection air-source heat
pump was provided with injection portholes and the effect of the size and shape of these injection
portholes was analyzed with respect to the system performance. The larger injection portholes showed
enhancement in heating capacity and the refrigerant injection air-source heat pump presented 28.6%
higher heating performance compared with the traditional air-source heat pump [6,7]. To develop
the efficient heat pump system with less battery power consumption and extended driving range
for electric vehicles in cold weather conditions, Qin et al. have proposed air-source heat pumps
with refrigerant injection. Under the ambient temperature of −20 ◦C, the heating performance of the
heat pump was tested for various in-car inlet temperatures and different fresh-air ratios. In addition,
the effects of refrigerant injection and dryness were also tested on the heating performance of the
heat pump. The proposed heat pump showed 31% improved heating capacity compared with the
traditional heat pump above a −10 ◦C in-car inlet temperature [8]. Qin et al. have proved that the
air-source heat pump is a potential candidate to heat up the cabin of electric vehicle in cold weather
conditions. The experimental study on the proposed heat pump showed coefficient of performance
above 1.7 at the ambient temperature of −20 ◦C [9]. Zhou et al. have developed a heat pump system
with defrost technology for the thermal management of electric vehicles under low temperature and
high humidity ambient conditions. With the proposed heat pump system with defrost technology,
the defrosting time of external heat exchanger could be controlled within 100 s at the ambient conditions
of temperature of −20 ◦C and relative humidity of 80% [10]. Ahn et al. have investigated the heating
performance of a dual source heat pump which used a combination of air and waste heat as the heat
sources in electrical vehicles. At lower ambient temperatures, the proposed dual heat source heat
pump showed better heating performance compared with a single heat source heat pump which
used air or waste heat as heat source [11]. Jung et al. have developed a simulation model to analyze
the coefficient of performance and isentropic efficiency of an R134a heat pump with vapor injection.
At an ambient temperature of −10 ◦C, the heat pump with single injection port and dual injection port
has shown the coefficient of performance higher by 7.5% and 9.8%, respectively, and the isentropic
efficiency higher by 11.2% and 22.9%, respectively, compared with the conventional heat pump [12].
Zhang et al. have proposed a desiccant integrated heat pump system to reduce the heat demand inside
the cabin of electric vehicles. At an ambient temperature of −20 ◦C, the proposed heat pump system
has shown reductions of 42% and 38% in cabin heat load and compressor electric power, respectively,
compared with the traditional heat pump system [13]. Choi et al. have designed heat pump system
with vapor injection to evaluate the maximum heating capacity and coefficient of performance at lower
ambient temperatures under the influence of various injection positions and different intermediate
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pressures [14]. Lee et al. have experimentally analyzed the heating and cooling performances of
hybrid heat pump which uses waste heat of electric devices for heating and air source for cooling of
electric bus. The proposed hybrid heat pump shows a cooling capacity of 23 kW and heating coefficient
of performance of 2.4 [15]. Kwon et al. have presented experimental and numerical studies on the
heating performance of a heat pump system with vapor injection for electric vehicles in cold weather
conditions. Compared with the Joule heating system for electric vehicles, vapor injection heat pump
systems enabled the extended driving range with less battery power consumption and improved
heating performance in cold weather conditions [16]. Liu et al. have proposed a propane-based heat
pump system to improve the heating performance for electric vehicles in cold ambient conditions.
The influences of compressor speed, outside ambient temperature, inside circulated air percentage,
inside air volume flow rate and outside air velocity were experimentally investigated with respect to
the performance of propane-based heat pump system. The propane-based heat pump system shows
effective performance above the ambient temperature of −10 ◦C [17]. Li et al. have developed an
R1234yf-based heat pump system and compared its performance with an R134a-based heat pump
system for an electric vehicle under cold ambient conditions. The comparison of both heat pump
systems was conducted for outside temperature, outside air velocity, inside temperature, inside air
mass flow rate, compressor speed, charge, inner condenser width and economized vapor injection [18].
Ahn et al. have analyzed the heating performance and coefficient of performance of dehumidifying
heat pump integrated with additional heat source for electric vehicles with less occupancy [19].
Bellocchi et al. have proposed a heat pump integrated with regenerative heat exchanger for electric
vehicle HVAC which decreases the power consumption by 17–52% and driving range reduction up to
6% [20]. Lee et al. have experimentally investigated air-source heat pump system for electric vehicles
to evaluate the steady state performances of heating capacity and coefficient of performance and
transient temperature for cabin heating performance. The proposed air-source heat pump system
presents heating capacity of 3.10 kW and coefficient of performance of 3.26 at the ambient temperature
of −10 ◦C [21]. Li et al. have developed a hybrid model of an air-cycle heat pump system with
turbocharger, blower and regenerated heat exchanger for electric vehicles. The performance of air-cycle
heat pumps was numerically examined for three different positions of blower and results show that
the blower installed before the compressor achieves higher coefficient of performance and heating
capacity. Under the same operating conditions of electric vehicles, the air-cycle heat pump system
with turbocharger power 23% compared with the positive temperature coefficient (PTC) system [22].
Cho et al. have analyzed the heating performance of an R-134a based heat pump system which uses
waste heat of electrical devices for an electric bus. The behaviors of compressor work, heating capacity
and coefficient of performance are investigated for the outdoor temperature and volume flow rate [23].
Lee et al. have developed R744 based electric air conditioning system for fuel cell electric vehicles
which showed superior performance characteristics compared with the conventional R-134a-based air
conditioning system. The developed system presented cooling capacity of 6.4 kW and coefficient of
performance of 2.5 [24]. Lee et al. have proposed R744-based heat pump system with stack coolant heat
source to reduce the power consumption and improve the driving range of fuel cell electric vehicles in
cold climatic conditions. The proposed system showed heating capacity of 5 kW for coolant flow rate
of 5 L/min and ambient temperature of −20 ◦C [25]. Shi et al. have presented the experimental study
to analyze the performance of economized vapor injection heat pump system with R32 refrigerant.
The effect of injection pressure on heat capacity and power consumption of system was analyzed.
The economized vapor injection heat pump system with R32 refrigerant shows better performance
than that with R410A refrigerant [26].

From the conducted literature review, the issues associated with the efficient performance of
heat pump system of electric vehicle need to be addressed in future for full commercialization of
electric vehicles. To improve the performance of heat pump systems of light-duty commercial vehicles,
an additional high-pressure side chiller is installed at the discharge end of the electric compressor.
The main objective of the present work is to experimentally investigate the cooling and heating
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performance characteristics of the heat pump system with a high-pressure side chiller for light-duty
commercial electric vehicle under the real road driving conditions.

2. Experimental Method

The experimental set-up of the heat pump system with a high-pressure side chiller is shown
in Figure 1. In order to get the heat from the highest temperature condition and give it to the
coolant, the developed chiller was installed at the discharge side of the compressor, hence it is called
the high-pressure side chiller. The experimental set-up mainly comprised of electric compressor,
condenser, evaporator, expansion device, chiller and heater core. The specifications of the primary
components of the experimental set-up is presented in Table 1. The experimental set-up had three fluid
circulation loops, namely the refrigerant circulation loop, coolant circulation loop and air circulation
loop. To control the ambient conditions for the experiments, the experimental set-up was housed
inside a psychometric calorimeter which consisted of a cooling coil, heating coil and humidifier and
was controlled using a PID controller. Using this facility, the experimental test conditions were set to a
temperature of 120 ◦C and pressure of 2500 kPa. The scroll-type electric compressor was driven using
a compressor driver at a specific frequency and current. The power input measured by a power meter
and current were used to evaluate the compressor work. The refrigerant loop comprised an electric
compressor, chiller, condenser, expansion valve and evaporator, while the coolant loop consisted of a
chiller, water pump and receiver tank. The chiller was the additional component in the heat pump
system and the common component in the refrigerant loop and coolant loop which was located next
to the electric compressor. The high-pressure and high-temperature refrigerant discharges from the
electric compressor transferred the heat to the coolant in the chiller. The coolant, which carried the
heat from the refrigerant, circulated in the coolant loop and transferred the heat to the air in heater
core. The heated air in the heater core passed through the cabin of the electric vehicle for the heating
purposes. To measure the flow rates of the refrigerant and coolant, a mass flow meter and coolant flow
rate meter were installed in the refrigerant loop and coolant loop, respectively. The refrigerant loop
consisted of auxiliary components, namely, an accumulator, electronic expansion valve with driver and
three-way valve. The temperatures and pressures of the refrigerant and coolant were measured using
temperature and pressure sensors which were installed at the inlet and outlet of the electric compressor,
chiller, condenser, evaporator, heater core, electronic expansion valve and accumulator. The measured
temperature and pressure data were monitored in a data logger and recorded in a computer. The range
and accuracy of each instrument is presented in Table 2.

The experiments were performed in two modes, namely, cooling mode and heating mode.
In cooling mode, the inlet air conditions to HVAC were set to temperature of 25 ◦C, relative humidity of
60% and flow rate of 450 m3/h, the compressor speed was varied from 4000 rpm to 6000 rpm, the coolant
inlet temperature was varied from 35 ◦C to 55 ◦C and the coolant volume flow rate was varied from
10 L/min to 20 L/min to evaluate the performance of heat pump system with a high-pressure side chiller.
In the heating mode, the ambient air temperature and air temperature were set to −6.7 ◦C, air volume
was fixed to 300 m3/h, coolant flow rate was set to 10 L/min, air velocity was varied from 3 m/s to 5 m/s,
compressor speed was varied from 2000 rpm to 6000 rpm and the coolant temperature was varied from
−6.7 ◦C to 50 ◦C to evaluate the performance of the heat pump system with a high-pressure side chiller.
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Figure 1. Experimental set-up of the heat pump system with a high-pressure side chiller.

Table 1. The specifications of primary components of the experimental set-up.

Component Specification

Chiller Plate-type inner-fin brazed-aluminum heat exchanger
150.3 W × 82.7 H × 57.5 D

Condenser
(Size, mm)

PF(parallel flow)-type louvered-fin brazed-aluminum heat exchanger
568 W × 382 H × 20 D

Evaporator
(Size, mm)

Laminated-type louvered-fin brazed-aluminum heat exchanger
216 W × 200 H × 48 D

Heater core
(Size, mm)

PF(parallel-flow)-type louvered-fin brazed-aluminum heat exchanger
185 W × 165 H × 30 D

Compressor
(Displacement, cm3) Scroll type (36.0)

Expansion device Electric expansion valve (EEV)

Water pump
(Coolant)

Electric-driven water [ump]
(ethylene glycol:water = 50:50)

Table 2. Range and accuracy of each instrument.

Instrument Range Accuracy

Thermocouples (T-type) −25~100 ◦C ±0.1 ◦C
Pressure gage (Sensors, PI3H) Max. 2500 kPa ±0.1%

Different pressure transducer (Sensors, EJX110) 0~150 mmAq ±0.15%
Mass flow rate (Coriolis type) Max. 600 kg/h ±0.2%

Volume flow rate (Electromagnetic type) 0.1~10 m/s ±0.5%
Humidity/Temperature Module (EE99-1) 0~100% RH ±2.0%
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3. Uncertainty Analysis and Data Reduction

3.1. Uncertainty Analysis

The measured values of various parameters deviated from their actual values. The deviation
between the measured value and the actual value of any parameter is termed as uncertainty associated
with that parameter [27]. The accuracies of measuring instruments and errors during the measurements
are the primary reasons for the uncertainties in various measuring and manipulating parameters [28].
The uncertainty analysis was conducted to assure the accuracy and reliability of the experimental
data associated to the heat pump system with a high-pressure side chiller. The temperature, pressure,
humidity, flow rate, air velocity and compressor speed were the measuring parameters during the
experiments on the heat pump system with a high-pressure side chiller. The accuracies of the measuring
instruments for various measuring parameters were the uncertainties associated with them, whereas the
cooling capacity, coefficient of performance, chiller heat transfer rate, compressor power consumption,
system efficiency and heater core performance were the performance (manipulating) parameters
which were deducted from the experimental data of measuring parameters. The uncertainties in the
performance parameters were evaluated using the concept of linearized fractional approximation
which was proposed by Holman and Gajda [27,28]. Using this concept, the uncertainties in various
performance (dependent) parameters due to uncertainties of various measuring (independent)
parameters are evaluated by Equation (1) [29,30].

UR = [(
∂R
∂X1

U1)
2
+ (

∂R
∂X2

U2)
2
+ (

∂R
∂X3

U3)
2
. . .+ (

∂R
∂Xn

Un)
2
]

1
2

(1)

where, X1, X2, X3, . . . Xn are the independent parameters, R is the dependent parameter, U1, U2,
U3, . . . Un are the uncertainties associated with independent parameters and UR is the total uncertainty
associated with dependent parameter.

The uncertainties associated with measuring parameters, temperature, pressure, humidity, coolant
flow rate and air flow rate were 2.2%, 0.2%, 0.2%, 0.7% and 2.0%, respectively. Whereas, the uncertainties
associated with performance (manipulating) parameters, cooling capacity, coefficient of performance,
chiller heat transfer rate, compressor power consumption and heater core performance were 3.02%,
3.06%, 0.60%, 0.38% and 5.08%, respectively.

3.2. Data Reduction

Based on the measured data, the refrigerant-side heat transfer rate of the chiller was calculated
by Equation (2) using the refrigerant enthalpy method (ASHRAE Standard 116, 1983). The air-side
heat transfer rate is calculated by Equation (3) using both the air flow rate and enthalpy difference.
The compressor power consumption was calculated using voltage and current values as expressed by
Equation (4). The coefficient of performance (COP) of the tested system was calculated by Equation (5)
using the compressor power consumed by compressor work. The heat transfer rate of coolant in
the chiller was calculated based on its volume flow rate, density, temperature gain and specific heat
capacity of coolant, as presented by Equation (6). The pressure ratio in cooling and heating modes was
calculated using Equation (7) as the ratio of high pressure to low pressure.

.
Qre f =

.
mre f ∆hre f (2)

.
Qair =

.
mair∆hair (3)

Wcomp = VI (4)

COP =

.
Qair

Wcomp
(5)
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.
Qcoolant =

.
Vcoolant·ρcoolant·Cp,coolant

(
Tcoolant.in − Tcoolant,out

)
(6)

Pressure ratio =
Phigh

Plow
(7)

where,
.

Qre f is the refrigerant side heat transfer rate of chiller (kW),
.

mre f is mass flow rate of refrigerant

(kg/s), ∆hre f is the enthalpy difference for refrigerant (kJ/kg),
.

Qair is the air side heat transfer rate
(kW),

.
mair is the mass flow rate of air (kg/s), ∆hair is the enthalpy difference for air (kJ/kg), Wcomp is

the compressor work (kW), V is voltage (v), I is current (A), COP is the coefficient of performance of
the tested system,

.
Qcoolant is coolant heat transfer rate in chiller,

.
Vcoolant is volume flow rate of coolant

(L/min), ρcoolant is density of coolant (kg/m3), Cp,coolant is specific heat capacity of coolant (kJ/kg·K),
Tcoolant.in is coolant inlet temperature (◦C), Tcoolant.out is coolant outlet temperature (◦C), and Phigh and
Plow are high pressure (MPa) and low pressure (MPa).

4. Results and Discussion

The experimental behaviors of cooling and heating performance characteristics of the heat pump
system with a high-pressure side chiller under various realistic conditions are elaborated in this section.

4.1. Performance of Heat Pump System with a High-Pressure Side Chiller in Cooling Mode

This section explains the performance characteristics of the heat pump system with a high-pressure
side chiller, namely, cooling capacity, compressor work, coefficient of performance and pressure
characteristics for various compressor speeds, coolant inlet temperatures and coolant volume flow
rates in cooling mode.

4.1.1. Cooling Capacity, Compressor Work and COP at Various Compressor Speeds

The effect of compressor speed on cooling capacity, compressor work and coefficient of performance
(COP) of the heat pump system with a high-pressure side chiller during the cooling mode is shown
in Figure 2a. The variation of cooling capacity, compressor work and coefficient of performance
with compressor speed were experimentally recorded at HVAC inlet air conditions of temperature
of 25 ◦C, relative humidity of 60% and flow rate of 450 m3/h, air velocity of 3 m/s and coolant inlet
conditions of 35 ◦C and volume flow rate of 10 L/min. As presented in Figure 2a, the cooling capacity
increased from 3.8 kW to 4.7 kW with the rise in the compressor speed from 4000 rpm to 6000 rpm.
The cooling capacity increased with compressor speed due to the increase in refrigerant flow rate [31].
The cooling capacity increased from 3.8 kW to 4.4 kW with an enhancement of 15.8% for the increase
in the compressor speed from 4000 rpm to 5000 rpm. However, the cooling capacity increased from
4.4 kW to 4.7 kW with an enhancement of 6.82% for the increase in the compressor speed from 5000 rpm
to 6000 rpm. Beyond the compressor speed of 5000 rpm, the increase in the cooling capacity reduced
due to the rapid rise in the pressure ratio [31]. The rise in the pressure ratio affected the cycle capacity
by increasing the degree of superheat associated with vapor refrigerant discharges from compressor
and reducing the degree of subcooling of liquid refrigerant discharges from the condenser. In addition,
the pressure ratio affected the compressor work. As presented in Figure 2a, the compressor work also
increased with the increase in compressor speed. With the increase in the compressor speed from
4000 rpm to 5000 rpm, the compressor work increased from 1.07 kW to 1.37 kW with an enhancement of
28.0%. The compressor work increased from 1.37 kW to 1.71 kW with an enhancement of 24.8% for the
increase in the compressor speed from 5000 rpm to 6000 rpm. Unlike cooling capacity, the percentage
enhancement in compressor work was not reduced drastically with the rise in compressor speed.
The variations of cooling capacity and compressor work with various compressor speeds affected
the coefficient of performance. The coefficient of performance is the ratio of cooling capacity to
compressor work. With the increase in the compressor speed, the percentage enhancement in the
cooling capacity decreased drastically but the percentage enhancement in compressor work was not
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decreased drastically. Therefore, the coefficient of performance decreased with the increase in the
compressor speed as shown in Figure 2a. With the increase in the compressor speed from 4000 rpm to
5000 rpm, the coefficient of performance decreased from 3.54 to 3.21 with a reduction of 9.32%, whereas,
the coefficient of performance decreased from 3.21 to 2.75 with a reduction of 14.3% for the increase
in the compressor speed from 5000 rpm to 6000 rpm. The percentage reduction in the coefficient of
performance increased beyond a compressor speed of 5000 rpm due to characteristic variations of
cooling capacity and compressor work with compressor speed, as presented in Figure 2a. The working
of the heat pump system with a high-pressure side chiller for various compressor speeds is shown on a
P-h diagram in Figure 2b. With respect to the P-h diagram for the refrigeration cycle, as compressor
speed increased, low-side pressure decreased to under 2 bar. However, high-side pressure was stable
due to similar coolant conditions to be supplied. The portion of heat transfer rate between a refrigerant
and a coolant at the developed chiller showed about one-third of the condensing heat capacity along
with compressor speed.
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Figure 2. Effect of compressor speed on (a) cooling capacity, compressor work and coefficient of
performance (COP) and (b) P-h diagram of heat pump system with chiller during the cooling mode.

4.1.2. Cooling Capacity, Compressor Work and COP at Various Coolant Inlet Temperatures

The variation of cooling capacity, compressor work and coefficient of performance of heat pump
system with a high-pressure side chiller for various coolant inlet temperatures during the cooling
mode is presented in Figure 3a. The behaviors of cooling capacity, compressor work and coefficient of
performance for various coolant inlet temperatures were experimentally recorded at the HVAC inlet
air conditions of temperature of 25 ◦C, relative humidity of 60% and flow rate of 450 m3/h, air velocity
of 3 m/s, coolant volume flow rate of 10 L/min and compressor speed of 5000 rpm. The coolant
inlet temperature had very little effect on the cooling capacity. As shown in Figure 3a, with the
increase in the coolant inlet temperature from 35 ◦C to 45 ◦C, the cooling capacity remained constant at
4.15 kW, whereas, with an increase in the coolant inlet temperature from 45 ◦C to 55 ◦C, the cooling
capacity decreased from 4.15 kW to 4.06 kW, a reduction of 2.2%. With the increase in the coolant inlet
temperature, the compressor work increased because of the increase in the high-pressure side of the
compressor. The compressor work increased from 1.36 kW to 1.58 kW with an enhancement of 16.2%
for the increase in the coolant inlet temperature from 35 ◦C to 45 ◦C. However, with the increase in
the coolant inlet temperature from 45 ◦C to 55 ◦C, the compressor work increased from 1.58 kW to
1.67 kW, an enhancement of 5.70%. With an increase in the coolant inlet temperature, the percentage
enhancement in the compressor decreased as shown in Figure 3a. The coefficient of performance varied
with coolant inlet temperature due to variations in cooling capacity and compressor work with coolant
inlet temperature. As shown in Figure 3a, the coefficient of performance decreased with the increase in
the coolant inlet temperature because the cooling capacity was not affected much, and compressor
work increased with coolant inlet temperature. Because of the characteristic variation of cooling
capacity and compressor work presented in Figure 3a, the coefficient of performance decreased from
3.06 to 2.64 with a reduction of 13.7% for the increase in the coolant inlet temperature from 35 ◦C to
45 ◦C, while it decreased from 2.64 to 2.43, a reduction of 7.95%, for the increase in the coolant inlet
temperature from 45 ◦C to 55 ◦C. The refrigeration cycle of the heat pump system with a high-pressure
side chiller for various coolant inlet temperatures on the P-h diagram is shown in Figure 3b. High-side
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pressure increased with coolant inlet temperature in order to have certain temperature difference.
The proportion of the heat transfer rate in the developed chiller with the increase in coolant temperature
varied from one quarter to three-quarters of the total condensing heat capacity due to heat transfer
potential, such as temperature difference among fluids.
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Figure 3. Effect of coolant inlet temperature on (a) cooling capacity, compressor work and coefficient 
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Figure 3. Effect of coolant inlet temperature on (a) cooling capacity, compressor work and coefficient of
performance (COP) and (b) P-h diagram of heat pump system with chiller during the cooling mode.
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4.1.3. Cooling Capacity, Compressor Work and COP at Various Coolant Volume Flow Rates

The behaviors of cooling capacity, compressor work and coefficient of performance of heat pump
system with a high-pressure side chiller for various coolant volume flow rates during the cooling
mode is presented in Figure 4a. The variations of cooling capacity, compressor work and coefficient
of performance with coolant volume flow rate were experimentally recorded for HVAC inlet air
conditions of a temperature of 25 ◦C, relative humidity of 60%, flow rate of 450 m3/h, air velocity
of 3 m/s, coolant inlet conditions of 35 ◦C and compressor speed of 5000 rpm. The coolant volume
flow rate had no significant effect on the cooling capacity as shown in Figure 4a. With increase in
the coolant volume flow rate from 10 L/min to 15 L/min, the cooling capacity reduced by 1.47% from
4.09 W to 4.03 W, whereas the cooling capacity remained constant at 4.03 W when the coolant volume
flow rate increased from 15 L/min to 20 L/min. The compressor work decreased with the increase in
the coolant volume flow rate due to the fall in the high-pressure side of the compressor. However,
the decrease in the compressor work with coolant volume flow rate was not significant as shown in
Figure 4a. The compressor work decreased from 1.33 kW to 1.3 kW with a reduction of 2.26% for
the increase in coolant volume flow rate from 10 L/min to 15 L/min. With the increase in the coolant
volume flow rate from 15 L/min to 20 L/min, the compressor work decreased by 1.54% from 1.3 kW to
1.28 kW. Due to variations in the cooling capacity and compressor work with coolant volume flow
rate, the coefficient of performance also showed variation with coolant volume flow rate. As shown in
Figure 4a, the effect of coolant volume flow rate on coefficient of performance was less because of less
effect of coolant volume flow rate on cooling capacity and compressor work. Due to characteristic
behaviors of cooling capacity and compressor work with coolant volume flow rate, as presented in
Figure 4a, the coefficient of performance increased from 3.08 to 3.1 with an enhancement of 0.65% for
the increase in the coolant volume flow rate from 10 L/min to 15 L/min, whereas, when coolant volume
flow rate increased from 15 L/min to 20 L/min, the coefficient of performance increased by 1.29% from
3.1 to 3.14. Figure 4b presents the P-h diagram for the refrigeration cycle of the heat pump system with
a high-pressure side chiller with various coolant volume flow rates. The working of this refrigeration
cycle on the P-h diagram for various coolant volume flow rates was similar to that explained for the
refrigeration cycle on the P-h diagram for various compressor speeds.

4.1.4. Pressure Characteristics

The pressure ratio between low and high pressure of refrigeration system affected compressor
power consumption. The behaviors of pressure ratio of tested system with high-pressure side chiller
for various operating conditions during the cooling mode is presented in Figure 5. The variations of
pressure ratio with coolant operating conditions and compressor speed were experimentally recorded
for HVAC inlet air conditions of temperature of 25 ◦C, relative humidity of 60%, flow rate of 450 m3/h,
and air velocity of 3 m/s. At coolant inlet conditions of 35 ◦C and 10 L/min, the compressor speed varied
from 3000 rpm to 5000 rpm and pressure ratio was analyzed. With the increase in the compressor
speed from 3000 rpm to 5000 rpm, the low pressure decreased; however, the high pressure remained
constant in the range of 1100 kPa because the coolant and ambient conditions remained constant. As an
effect of this the pressure ratio which is defined as the ratio of high pressure to low pressure, increased
with the increase in the compressor speed. Pressure ratio increased by 26.8% from 3.05 to 3.87 with
the increase in the compressor speed from 3000 rpm to 5000 rpm, as shown in Figure 5a. This was
the reason behind the increase in the compressor power consumption as depicted Figure 2a. In the
case when the coolant temperature increased from 35 ◦C to 55 ◦C, the low pressure remained constant,
whereas the high pressure increased up to 1500 kPa. Therefore, the pressure ratio increased with the
increase in the coolant temperature. The pressure ratio increased by 35.0% from 3.6 to 4.87 with the
increase in the coolant temperature from 35 ◦C to 55 ◦C, as shown in Figure 5b. The effect of coolant
temperature on the pressure ratio caused an increase in the compressor power consumption with an
increase in the coolant temperature as shown in Figure 3a. However, the pressure ratio affected little
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with the variation of coolant volume flow rate from 10 L/min to 20 L/min because of the same operating
conditions of coolant temperature and compressor speed.
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Figure 4. Effect of coolant volume flow rate on (a) cooling capacity, compressor work and coefficient 
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Figure 4. Effect of coolant volume flow rate on (a) cooling capacity, compressor work and coefficient of
performance (COP) and (b) P-h diagram of heat pump system with chiller during the cooling mode.

162



Symmetry 2020, 12, 1237

Symmetry 2020, 12, 1237 13 of 22 

 

4.1.4. Pressure Characteristics 

The pressure ratio between low and high pressure of refrigeration system affected compressor power 
consumption. The behaviors of pressure ratio of tested system with high-pressure side chiller for various 
operating conditions during the cooling mode is presented in Figure 5. The variations of pressure ratio 
with coolant operating conditions and compressor speed were experimentally recorded for HVAC inlet 
air conditions of temperature of 25 °C, relative humidity of 60%, flow rate of 450 m3/h, and air velocity of 
3 m/s. At coolant inlet conditions of 35 °C and 10 L/min, the compressor speed varied from 3000 rpm to 
5000 rpm and pressure ratio was analyzed. With the increase in the compressor speed from 3000 rpm to 
5000 rpm, the low pressure decreased; however, the high pressure remained constant in the range of 1100 
kPa because the coolant and ambient conditions remained constant. As an effect of this the pressure ratio 
which is defined as the ratio of high pressure to low pressure, increased with the increase in the 
compressor speed. Pressure ratio increased by 26.8% from 3.05 to 3.87 with the increase in the compressor 
speed from 3000 rpm to 5000 rpm, as shown in Figure 5a. This was the reason behind the increase in the 
compressor power consumption as depicted Figure 2a. In the case when the coolant temperature 
increased from 35 °C to 55 °C, the low pressure remained constant, whereas the high pressure increased 
up to 1500 kPa. Therefore, the pressure ratio increased with the increase in the coolant temperature. The 
pressure ratio increased by 35.0% from 3.6 to 4.87 with the increase in the coolant temperature from 35 °C 
to 55 °C, as shown in Figure 5b. The effect of coolant temperature on the pressure ratio caused an increase 
in the compressor power consumption with an increase in the coolant temperature as shown in Figure 3a. 
However, the pressure ratio affected little with the variation of coolant volume flow rate from 10 L/min to 
20 L/min because of the same operating conditions of coolant temperature and compressor speed. 

4000 5000 6000
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0 3.87
3.52

 

Pr
es

su
re

 r
at

io

Compressor speed (rpm)

3.05

 
(a) 

35 40 45 50 55
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0 4.87

4.13

 

Pr
es

su
re

 r
at

io

Coolant temperature (oC)

3.60

 
(b) 

Figure 5. Pressure ratio characteristics with (a) compressor speed and (b) coolant temperature in 
cooling mode. 

Figure 5. Pressure ratio characteristics with (a) compressor speed and (b) coolant temperature in
cooling mode.

4.2. Performance of Heat Pump System with Higher Pressure Side Chiller in Heating Mode

This section elaborates the performance characteristics of the heat pump system with a
high-pressure side chiller, namely, heat dissipation, chiller heat transfer rate, compressor power
consumption, system efficiency, heater core performance and pressure characteristics for the steady
state conditions of various compressor speeds, coolant temperatures and air velocities in heating mode.
In addition, a brief discussion about the transient behavior of heat pump system with a high-pressure
side chiller under heating mode is presented in this section.

4.2.1. Heat Dissipation at Various Air Velocities

The heat dissipation performance of the outdoor heat exchanger (condenser) of the heat pump
system with a high-pressure side chiller for various air velocities is presented in Figure 6. The performance
of the heat exchanger with air velocity was experimentally evaluated at the inlet temperature of 80 ◦C,
inlet pressure of 1600 kPa, inlet SH of 25 and outlet SC of 8. With the increase in the air velocity, the mass
flow rate of air increased, hence the air carried more heat from the outdoor heat exchanger, which resulted
in the increase in the heat dissipation of the outdoor heat exchanger [11]. The heat dissipation of the
outdoor heat exchanger increased linearly with the increase in the air velocity, as shown in Figure 6.
The heat dissipation of the outdoor heat exchanger increased by 19% from 9.3 kW to 11.1 kW with the
increase in the air velocity from 3 m/s to 4 m/s, whereas the heat dissipation increased by 13.7% from
11.1 W to 12.6 kW when the air velocity increased from 4 m/s to 5 m/s.
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4.2.2. Chiller Heat Transfer Rate at Various Compressor Speeds and Coolant Temperatures

The effect of compressor speed and coolant temperature on the heat transfer rate of chiller is presented
in Figure 7. Chiller heat transfer rate for various compressor speeds and coolant temperatures was
experimentally recorded for ambient and air temperatures of −6.7 ◦C, air volume flow rate of 300 m3/h,
coolant flow rate of 10 L/min, and maximum temperature and maximum pressure of 120 ◦C and 2500 kPa.
The chiller heat transfer rate increased with the increase in the compressor speed from 2000 rpm to
6000 rpm for the coolant temperatures of−6.7 ◦C, 10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C. However, the chiller
heat transfer rate increased for the increase in the compressor speed from 2000 rpm to 4000 rpm and
reduced with the increase in the compressor speed from 4000 rpm to 6000 rpm for the coolant temperature
of 0 ◦C. The compressor speed range became narrow with the increase in the coolant temperature to
present the variation of chiller heat transfer rate. The variation of the chiller heat transfer rate is presented
over the compressor speed range of 2000 rpm to 6000 rpm for coolant temperatures of−6.7 ◦C and 0 ◦C,
that of 2000 rpm to 5000 rpm for the coolant temperatures of 10 ◦C, 20 ◦C and 30 ◦C and that of 2000 rpm
to 4000 rpm for the coolant temperatures of 40 ◦C and 50 ◦C. With the increase in the compressor speed,
the percentage increase in the chiller heat transfer rate decreased for coolant temperatures of −6.7 ◦C,
10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C. The chiller heat transfer rate increased by 11.4%, 55.6%, 40.7%,
70.6%, 54.0% and 55.0% for the coolant temperatures of −6.7 ◦C, 10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C,
respectively with the increase in the compressor speed from 2000 rpm to 3000 rpm. The chiller heat
transfer rate increased by 11.7%, 20.6%, 16.2%, 17.8%, 21.9% and 22.6% for the coolant temperatures of
−6.7 ◦C, 10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C, respectively, with the increase in the compressor speed from
3000 rpm to 4000 rpm. The chiller heat transfer rate increased by 11.6%, 1.56%, 7.29% and 11.0% for the
coolant temperatures of −6.7 ◦C, 10 ◦C, 20 ◦C and 30 ◦C, respectively, with the increase in the compressor
speed from 4000 rpm to 5000 rpm. Finally, the chiller heat transfer rate increased by 1.83% for the coolant
temperatures of −6.7 ◦C with an increase in the compressor speed from 4000 rpm to 5000 rpm. In the case
of the coolant temperature of 0 ◦C, when the compressor speed increased from 2000 rpm to 3000 rpm
and 3000 rpm to 4000 rpm correspondingly, the chiller heat transfer rate increased by 21.6% and 11.4%,
whereas the chiller heat transfer rate decreased by 2.90% and 3.20% with the increase in the compressor
speed from 4000 rpm to 5000 rpm and 5000 rpm to 6000 rpm, respectively. The maximum chiller heat
transfer rates of 4.91 kW, 4.73 kW, 3.83 kW, 3.84 kW, 3.37 kW and 3.05 kW were experimentally evaluated
for the coolant temperatures of −6.7 ◦C, 10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C, respectively at the highest
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compressor speeds of respective ranges, whereas the maximum chiller heat transfer rate of 3.50 W was
experimentally evaluated at the middle of compressor speed range for a coolant temperature of 0 ◦C.
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Figure 7. Effect of compressor speed and coolant temperature on heat transfer rate of chiller. 

   

Figure 7. Effect of compressor speed and coolant temperature on heat transfer rate of chiller.

4.2.3. Compressor Power Consumption at Various Compressor Speeds and Coolant Temperatures

The behavior of compressor power consumption for coolant temperatures of −6.7 ◦C, 0 ◦C,
10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C and compressor speeds of 2000 rpm, 3000 rpm, 4000 rpm,
5000 rpm and 6000 rpm is presented in Figure 8. The behavior of compressor power consumption
for various compressor speeds and coolant temperatures were experimentally evaluated for ambient
and air temperatures of −6.7 ◦C, air volume flow rate of 300 m3/h, coolant flow rate of 10 L/min,
maximum temperature of 120 ◦C and maximum pressure of 2500 kPa. For each coolant temperature,
compressor power consumption increased with the increase in the compressor speed. In addition,
the percentage increase in the compressor power consumption decreased with the increase in the
compressor speed for each coolant temperature except 40 ◦C. The variation range of compressor power
consumption with compressor speed decreased as the coolant temperature increased from −6.7 ◦C to
50 ◦C. The variation of compressor power consumption is presented over the compressor speed range
of 2000 rpm to 6000 rpm for coolant temperatures of−6.7 ◦C and 0 ◦C. For coolant temperatures of 10 ◦C,
20 ◦C and 30 ◦C, the variation of compressor power consumption is presented over the compressor
speed range of 2000 rpm to 5000 rpm. The variation of compressor power consumption is presented
over the compressor speed range of 2000 rpm to 4000 rpm for coolant temperatures of 40 ◦C and 50 ◦C.
The compressor power consumption increased by 76.3%, 64.2%, 76.5%, 51.8%, 44.0%, 35.7% and 35.7%
for coolant temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C, respectively, when the
compressor speed increased from 2000 rpm to 3000 rpm. The compressor power consumption increased
by 33.2%, 29.7%, 35.5%, 36.5%, 26.7%, 43.3% and 22.8% for coolant temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C,
20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C, respectively, when the compressor speed increased from 3000 rpm to
4000 rpm. The compressor power consumption increased by 21.6%, 17.4%, 22.8%, 19.7% and 18.1%
for coolant temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C, 20 ◦C and 30 ◦C, respectively, when the compressor
speed increased from 4000 rpm to 5000 rpm. The compressor power consumption increased by 11.1%
and 5.30% for coolant temperatures of −6.7 ◦C and 0 ◦C, respectively when the compressor speed
increased from 5000 rpm to 6000 rpm. The minimum compressor power consumption of 0.48 kW,
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0.44 kW, 0.60 kW, 0.70 kW, 0.86 kW, 0.95 kW and 1.05 kW were experimentally evaluated at the coolant
temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C, respectively, for a compressor speed
of 2000 rpm. The maximum compressor power consumption of 1.51 kW and 1.16 kW were evaluated
at the coolant temperatures of −6.7 ◦C and 0 ◦C, respectively, for compressor speed of 6000 rpm.
For coolant temperatures of 10 ◦C, 20 ◦C and 30 ◦C, the maximum compressor power consumptions
were evaluated as 1.77 kW, 1.75 kW and 1.85 kW, respectively, at the compressor speed of 5000 rpm.
The maximum compressor power consumptions of 1.84 kW and 1.75 kW were evaluated at the coolant
temperatures of 40 ◦C and 50 ◦C, respectively, for compressor speed of 4000 rpm.
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Figure 8. Behavior of compressor power consumption for coolant temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C,
20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C and compressor speeds of 2000 rpm, 3000 rpm, 4000 rpm, 5000 rpm and
6000 rpm.

4.2.4. System Efficiency at Various Compressor Speeds and Coolant Temperatures

The variation of system efficiency for compressor speed range of 2000 rpm to 6000 rpm and
coolant temperature range of −6.7 ◦C to 50 ◦C is shown in Figure 9. The variation of system efficiency
with compressor speed and coolant temperature was experimentally evaluated at ambient and air
temperatures of −6.7 ◦C, maximum temperature of 120 ◦C, maximum pressure of 2500 kPa, air volume
flow rate of 300 m3/h and coolant flow rate of 10 L/min. The compressor speed range became narrow
for the variation of system efficiency as the coolant temperature increased. The variation of system
efficiency is presented over the compressor speed range of 2000 rpm to 6000 rpm for the coolant
temperatures of −6.7 ◦C and 0 ◦C, that of 2000 rpm to 5000 rpm for coolant temperatures of 10 ◦C,
20 ◦C and 30 ◦C and that of 2000 rpm to 4000 rpm for coolant temperatures of 40 ◦C and 50 ◦C.
For coolant temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C and 20 ◦C, the system efficiency decreased with
the increase in the compressor speed, whereas, for the coolant temperatures of 30 ◦C, 40 ◦C and
50 ◦C, the system efficiency increased, reached maximum value at compressor speed of 3000 rpm and
decreased with further increase in the compressor speed. The system efficiency decreased by 35.5%,
25.5%, 10.8% and 7.51% for the coolant temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C and 20 ◦C, respectively,
and increased by 16.0%, 14.9% and 15.3% for the coolant temperatures of 30 ◦C, 40 ◦C and 50 ◦C,
respectively, with the increase in the compressor speed from 2000 rpm to 3000 rpm. The system
efficiency decreased by 16.2%, 15.6%, 11.2%, 15.4%, 6.34%, 15.5% and 1.49% with the increase in
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compressor speed from 3000 rpm to 4000 rpm for the coolant temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C, 20 ◦C,
30 ◦C, 40 ◦C and 50 ◦C, respectively. The system efficiency decreased by 8.63%, 17.4%, 17.6%, 11.3% and
6.62% with the increase in compressor speed from 4000 rpm to 5000 rpm for the coolant temperatures of
−6.7 ◦C, 0 ◦C, 10 ◦C, 20 ◦C and 30 ◦C, respectively. The system efficiency decreased by 7.72% and 8.82%
with the increase in the compressor speed from 5000 rpm to 6000 rpm for the coolant temperatures of
−6.7 ◦C and 0 ◦C, respectively. The system efficiency decreased as the coolant temperature increased
from −6.7 ◦C to 50 ◦C for the same compressor speed. The coolant temperature of −6.7 ◦C showed
the maximum system efficiency for the same compressor speed. The maximum system efficiencies of
7.21%, 5.81%, 4.08% and 3.08% were experimentally evaluated at the compressor speed of 2000 rpm
for the coolant temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C and 20 ◦C, respectively, whereas the maximum
system efficiencies of 2.37%, 2.17% and 1.76% were experimentally evaluated at the compressor speed
of 3000 rpm for the coolant temperatures of 30 ◦C, 40 ◦C and 50 ◦C, respectively.
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4.2.5. Heater Core Performance at Various Compressor Speeds and Coolant Temperatures

The variation of heater core performance for various compressor speeds and coolant temperatures
is shown in Figure 10. The variation is presented at the ambient and air temperatures of −6.7 ◦C,
air volume flow rate of 300 m3/h, coolant flow rate of 10 L/min, maximum temperature of 120 ◦C
and maximum pressure of 2500 kPa. As the coolant temperature increased from −6.7 ◦C to 50 ◦C,
the compressor speed range of 2000 rpm to 6000 rpm decreased for the variation of heater core
performance. The heater core performance was evaluated at the maximum compressor speed of
6000 rpm for coolant temperatures of −6.7 ◦C and 0 ◦C, that of 5000 rpm for coolant temperatures of
10 ◦C, 20 ◦C and 30 ◦C and that of 4000 rpm for coolant temperatures of 40 ◦C and 50 ◦C. With the
increase in the compressor speed, the heater core performance increased for the coolant temperatures
of −6.7 ◦C, 10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C, whereas, for the coolant temperature of 0 ◦C the
heater core performance showed parabolic variation with compressor speed. With the increase in the
compressor speed from 2000 rpm to 3000 rpm, the heater core performance increased by 230%, 15.4%,
12.0%, 10.6%, 6.03%, 2.38% and 2.43% for the coolant temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C, 20 ◦C, 30 ◦C,
40 ◦C and 50 ◦C, respectively. With the increase in the compressor speed from 3000 rpm to 4000 rpm,
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the heater core performance enhanced by 35.4%, 7.34%, 5.62%, 4.38%, 1.60%, 2.98% and 0.98% for the
coolant temperatures of −6.7 ◦C, 0 ◦C, 10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C, respectively. The heater
performance enhanced by 28.0%, 1.95%, 2.36%, 1.52% and 2.43% for the coolant temperatures of−6.7 ◦C,
0 ◦C, 10 ◦C, 20 ◦C and 30 ◦C, respectively, when compressor speed increased from 4000 rpm to 5000 rpm.
As the compressor speed increased from 5000 rpm to 6000 rpm, the heater core performance increased
by 5.25% for coolant temperature of −6.7 ◦C and decreased by 5.80% for the coolant temperature of 0 ◦C.
For the same compressor speed, the heater core performance enhanced with the increase in the coolant
temperature. The heater core performance showed maximum behavior at the coolant temperature of
50 ◦C for same compressor speed. The maximum heater core performance of 0.36 kW was evaluated at
compressor speed of 6000 rpm for the coolant temperature of −6.7 ◦C and that of 0.77 W at compressor
speed of 5000 rpm for the coolant temperature of 0 ◦C. For the coolant temperatures of 10 ◦C, 20 ◦C and
30 ◦C, the corresponding maximum heater core performances of 1.85 kW, 2.75 kW and 3.58 kW were
evaluated at the compressor speed of 5000 rpm. The maximum heater core performances of 4.35 kW
and 4.98 kW were evaluated for coolant temperatures of 40 ◦C and 50 ◦C, respectively, at the compressor
speed of 4000 rpm.
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4.2.6. Performance of Heat Pump System with a High-Pressure Side Chiller in Transient State

The transient performance of heat pump system with a high-pressure side chiller during the
heating mode was experimentally evaluated for the ambient and air temperature of −6.7 ◦C, air volume
flow rate of 300 m3/h, coolant temperature and flow rate of −6.7 ◦C and 10 L/min, and compressor
speed range of 3000 rpm to 6000 rpm. The variation in coolant temperature with time for compressor
speeds of 3000 rpm, 4000 rpm, 5000 rpm and 6000 rpm is presented in Figure 11. Starting with the
coolant temperature of −6.7 ◦C, for all compressor speeds, coolant temperature increased with time
and converged, as shown in Figure 11. The increase in coolant temperature followed a smooth curve
for compressor speeds of 3000 rpm, 4000 rpm and 5000 rpm, but, for the compressor speed of 6000 rpm,
the increasing coolant temperature curve fluctuated due to experimental or environmental error.
However, the curve converged accurately at the same time with other smooth curves. The convergence

168



Symmetry 2020, 12, 1237

temperature was higher for a compressor speed of 6000 rpm followed by convergence temperatures
corresponding to compressor speeds of 5000 rpm, 4000 rpm and 3000 rpm. However, the convergence
temperature was obtained almost at the same time for all compressor speeds. The highest coolant
convergence temperature of 22 ◦C was experimentally evaluated at the compressor speed of 6000 rpm
followed by 20 ◦C, 16 ◦C and 13 ◦C at the compressor speeds of 5000 rpm, 4000 rpm and 3000 rpm,
respectively. Even when starting with the lower coolant temperature of −6.7 ◦C, it took a longer time
of 1 h 30 min to attain the convergence coolant temperature for all compressor speeds. This meant
the time invested in cabin heating was longer for all compressor speeds. With reference to the
ambient temperature of −6.7 ◦C, the temperature differences of 28.7 ◦C, 26.7 ◦C, 22.7 ◦C and 19.7 ◦C
were evaluated at convergence time for compressor speeds of 6000 rpm, 5000 rpm, 4000 rpm and
3000 rpm, respectively.
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Figure 11. Variation in coolant temperature with time for compressor speeds of 3000 rpm, 4000 rpm,
5000 rpm and 6000 rpm.

4.2.7. Pressure Characteristics

Pressure ratio in heating mode was analyzed like cooling mode in the tested system, as shown
in Figure 12. The variations of pressure ratio with coolant operating conditions and compressor
speed were experimentally recorded for HVAC inlet air conditions of temperature of −6.7 ◦C, air flow
rate of 300 m3/h, and coolant flow rate of 10 L/min. In all cases of coolant temperature variation,
as the compressor speed increased, pressure ratio had the same trend with cooling mode. However,
pressure ratio in heating mode was higher than cooling mode by two to three times. In heating mode,
because the tested system was exposed to temperatures under −6.7 ◦C, low pressure got down to below
100 kPa, similar to vacuum pressure, and high pressure led to applied coolant temperature increases
up to 1500 kPa at the coolant temperature of 50 ◦C. As a result of that, pressure ratio had a wide range
from 2.67 to 12.4, which led to the increase of compressor power consumption depicted in Figure 8.
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Figure 12. Pressure ratio characteristics with compressor speed and coolant temperature in heating 

mode. 
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Figure 12. Pressure ratio characteristics with compressor speed and coolant temperature in
heating mode.

5. Conclusions

The cooling and heating performance characteristics of the heat pump system with a high-pressure
side chiller are experimentally investigated under real road driving conditions for light-duty commercial
electric vehicles. The critical findings from the experimental investigations into the heat pump system
with a high-pressure side chiller in cooling and heating modes are summarized as below.

(a) In the cooling mode of heat pump system with a high-pressure side chiller, the system efficiency
decreases by 16.4% on an average and the cooling capacity and compressor work enhances by
8.0% and 27.0%, respectively, on average with variation in compressor speed.

(b) In the heating mode, the coolant gets heated by the discharged refrigerant of the electric compressor
in the high-pressure side chiller and higher temperature coolant transfers heat to the inlet air of
heater core so that the cabin heats up. In the high-pressure side chiller, the heat transfer rate is
higher at the lower coolant temperature due to the higher temperature difference between the
coolant and the refrigerant and because the coolant could absorb more heat from refrigerant at
lower temperatures. However, with respect to the heater core to heat up the cabin because the
coolant temperature is relatively low despite heat gain from the refrigerant, heat transfer rate in
heater core is quantitatively low. On the contrary, when the coolant temperature is higher than
ambient conditions, −6.7 ◦C, system efficiency of the tested heat pump is decreased due to the
increase in compressor power consumption with higher pressure ratio.

(c) In the transient mode, the coolant temperature converges to 22 ◦C, 20 ◦C, 16 ◦C and 13 ◦C after
1 h 30 min for the compressor speeds of 6000 rpm, 5000 rpm, 4000 rpm and 3000 rpm, respectively.
The attained temperature differences are 28.7 ◦C, 26.7 ◦C, 22.7 ◦C and 19.7 ◦C for 6000 rpm,
5000 rpm, 4000 rpm and 3000 rpm, respectively, at the convergent stage.
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Abstract: The objective of this study was to investigate the power generation, efficiency, and thermal
stress of a thermoelectric module with leg geometry, material, segmentation, and two-stage
arrangement. The effects of leg geometry, material, segmentation, and two-stage arrangement on
maximum power, maximum efficiency, and maximum stress under various temperature differences
and voltage load conditions were investigated. The performance parameters of the thermoelectric
module were evaluated based on a numerical approach using ANSYS 19.1 commercial software.
An analytical approach based on theoretical equations of the thermoelectric module was used to
verify the accuracy and reliability of the numerical approach. The numerically predicted values for
maximum power and maximum efficiency of the thermoelectric module were validated as ±5% and
those for the maximum thermal stress of the thermoelectric module as ±7% with the corresponding
calculated theoretical values. In addition, the predicted values of maximum power and maximum
stress of the thermoelectric module were validated as ±2% and ±5%, respectively, with studies
reported by Ma et al. and Al-Merbati et al. Of all the combinations, the single stage segmented
arrangement with cylindrical leg geometry and SiGe+Bi2Te3 material was suggested as the best
combination with maximum power of 0.73 W, maximum efficiency of 13.2%, and maximum thermal
stress of 0.694 GPa.

Keywords: efficiency; power generation; thermal stress; thermoelectric module

1. Introduction

The world is currently facing global environmental challenges related to energy crisis, depletion of
fossil fuel, and global warming [1,2]. To overcome these challenges, numerous research works have
been carried out on high efficiency energy conversion technologies, as well as on the effective utilization
of energy resources. One of the major sources of energy waste is automobile vehicles, where more
than 50% of fuel energy is exhausted as heat [1]. Hence, the recovery and conversion of automobile
exhaust heat using suitable conversion technology is a prerequisite in reducing fuel consumption as
well as excessive demand of fossil fuel and natural resources. A thermoelectric generator is the most
promising and convenient technology to convert waste heat into electrical energy [3].

Thermoelectric generators convert energy without degrading the environment. In addition,
no mechanical moving parts are involved in the operation, and it is hence free of noise and vibration [4].
However, low conversion efficiency restricts their globalization in various application fields [5].
This low conversion efficiency is due to two major challenges: the lower Figure of Merit (ZT) of the
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thermoelectric materials and various equipment-level challenges. Several new materials with higher
ZT have been developed or the ZT of existing materials improved to overcome the low conversion
efficiency. However, research works on thermoelectric equipment level challenges are comparatively
less, especially those that seek to improve the performance of thermoelectric generators.

The thermo-electrical and thermo-mechanical behavior of four thermoelectric leg geometries wer
compared by Erturun et al. for the non-segmented and segmented configurations [1]. For effective
utilization of heat sources or sinks that are circular in shape, Shen et al. presented the concept
and superiority of an annular segmented thermoelectric generator over an annular non-segmented
thermoelectric generator [2]. Jin predicted the thermal stresses and deformations induced in a multilayer
thin film thermoelectric module by developing the laminate and strength of material models [3]. Ma et al.
showed the superiority of the performance of a multifunctional gradient thermoelectric module over
a single functional gradient thermoelectric module [4]. Patil et al. investigated the performance
characteristics of symmetrical segmented as well as asymmetrical segmented thermoelectric generators
for various geometrical parameters and operating conditions [5]. Erturun et al. reported the influence
of rectangular and cylindrical leg geometries, leg height, leg width/diameter, and leg spacing on
power output, conversion efficiency, and thermal stresses. The predicted power, efficiency, and stress
values using statistical models show accuracies of 8.85%, 1.22%, and 6.56%, respectively, with the
corresponding simulated values using finite element analysis [6]. Wu et al. numerically investigated
the effects of thermoelectric leg spacing, thickness of conducting plate, thickness of soldering layers,
and thickness of ceramic plate on the power, efficiency, and thermal stresses of a thermoelectric
generator under various heat flux conditions [7]. Erturun et al. proved that, compared to cylindrical
legs, cylindrical coaxial legs show 7% higher efficiency and 10% reduced stresses, whereas rotated
cylindrical legs showed 1.2% lower stresses and 0.3% higher efficiency [8]. Jia et al. concluded that a
linear-shaped thermoelectric generator had superior performance compared to conventional π shaped
thermoelectric generators [9]. Yilbas et al. conducted thermal stress analysis on a thermoelectric module
with horizontally arranged rectangular as well as tapered leg geometries. The tapered leg geometry
showed a lower value of thermal stress compared to the rectangular leg geometry [10]. Merbati et al.
proved that thermoelectric legs with the cold side area twice the area of the hot side show lower values
of thermal stress with small improvement in thermoelectric performance [11]. Ali et al. investigated the
power generation and conversion efficiency of pin-shaped thermoelectric legs for various temperature
ratios as well as external load resistance ratios [12]. Erturun et al. compared six different thermoelectric
leg geometries and concluded that the cylindrical legs show less thermal stress and deformation with
enhancement in thermoelectric power generation [13]. Yilbas et al. showed improvements in the
first and second law efficiencies of the thermoelectric generator with double tapered leg geometry
under various conditions of external load resistance and temperature ratio [14]. Gao et al. conducted
thermal stress analysis on a single stage thermoelectric generator constructed with cubical leg geometry
and Bi2Te3 material in order to optimize its mechanical performance [15]. Two-stage and three-stage
thermoelectric generators were designed by Zhang et al. [16] and Kanimba et al. [17] in order to achieve
high conversion efficiency. Wilbrecht et al. presented a two-stage thermoelectric module with 44.2%
higher efficiency and 22.8% lower power output compared to the single stage thermoelectric module
for diesel electric locomotives [18]. For a cryogenic nitrogen-based waste cold heat recovery system,
Weng et al. presented four two-layer cascaded thermoelectric generators with power generation of
0.93 W [19]. Chen et al. concluded that multistage thermoelectric generators show better performance
than single stage thermoelectric generators [20]. Kaibe et al. developed a cascaded thermoelectric
generator with conversion efficiency of 12.1% [21]. Thermoelectric generators arranged thermally as
well as electrically in three different series/parallel connections were compared by Almeida et al. based
on the equivalent ZT [22]. Ibrahim et al. optimized the shape and length size of thermoelectric legs to
enhance the power output and conversion efficiency of a thermoelectric generator [23]. Under steady
state temperature conditions, Turenne et al. showed that thermal stresses in larger thermoelectric
generators consisting of a number of thermoelectric modules were reduced due to the provision of
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soldering layers [24]. Kunal et al. showed the applicability of thermoelectric modules in waste heat
recovery for lower power generation [25].

The comparison of single stage, segmented, and two-stage arrangements of thermoelectric modules
with various combinations of leg geometries and materials based on their electrical and structural
performances has not been explored yet. Therefore, the objective of this study was to numerically
compare single stage, two-stage, and single stage segmented arrangements with three different leg
geometries, namely, square prism legs, cylindrical legs, and trapezoidal legs, constructed with SiGe,
Bi2Te3, and a combination of SiGe+Bi2Te3 materials in ANSYS 19.1 commercial software under various
boundary conditions of temperature difference and voltage load. The comparison was made for
maximum power, maximum efficiency, and maximum thermal stress. Additionally, in order to achieve
higher power, higher efficiency, and lower thermal stress, an optimum configuration was suggested
with leg geometry, material, segmentation, and two-stage arrangement.

2. Methodology

The single stage, two-stage, and single stage segmented arrangements with square prism legs,
cylindrical legs, and trapezoidal legs, as well as SiGe, Bi2Te3, and combination of SiGe+Bi2Te3 materials
were modelled in order to investigate the behavior of power generation, efficiency, and stress of
the thermoelectric module. Modelled configurations of the thermoelectric module were analyzed
numerically using the thermal-electric and static structure solvers of ANSYS 19.1 under various
temperature difference and voltage load conditions.

2.1. Geometry and Material Specifications

Among the three arrangements of the thermoelectric module, the single stage was baseline and the
two-stage and single stage segmented arrangements were considered as modified cases of the single
stage arrangement. Figure 1 shows the schematic diagrams of the single stage, two-stage, and single
stage segmented arrangements of a thermoelectric module. A thermoelectric module with single
stage arrangement comprised of one pair of p- and n-type thermoelectric legs and three conducting
plates. The two-stage arrangement comprised of two single stage arrangements, positioned in the
form of steps with an intermediate plate between them. The two pairs of thermoelectric legs in the
two-stage arrangement were either made up of the same or different materials [17,18], whereas the
single stage segmented arrangement was obtained by dividing the thermoelectric legs of the single
stage arrangement into two equal halves. The upper half was named Segment 1 and the lower half
Segment 2. Both segments were made of different materials [1,4].
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Figure 1. Various configurations of the thermoelectric module with different combinations of
arrangements and leg geometries.

The single stage and two-stage arrangements of the thermoelectric module were modelled
with square prism legs, cylindrical legs, and trapezoidal legs; whereas the single stage segmented
arrangement of the thermoelectric module was modelled with square prism and cylindrical leg
geometries. The square prism legs were modelled with a 1.0 mm × 1.0 mm cross-section area (base area)
and 0.96 mm height [4]. The spacing between the legs was kept constant at 0.8 mm [4]. By having the
same cross-section area (base area), height, spacing, and volume as the square prism legs, cylindrical
legs with 1.13 mm diameter were modelled. Trapezoidal legs with two different leg configurations,
Alegs, coldside > Alegs, hotside and Alegs, hotside > Alegs, coldside were also modelled. The larger side area
had dimensions of 1.2 mm × 1.0 mm and the smaller side area had dimensions of 0.8 mm × 1.0 mm.
The trapezoidal legs were also modelled with same cross-section area, height, spacing, and volume as
that of the square prism legs and cylindrical legs. However, the cross-section areas at the base of the
square prism and cylindrical legs were identical to the cross-section area at the center of the trapezoidal
legs. The spacing in square prism and cylindrical legs was constant for leg height, which varied in
the trapezoidal legs with 0.8 mm spacing at the larger side area, continuously increasing toward the
smaller side area. Each pair of p- and n- type thermoelectric legs was sandwiched between three
copper conducting plates—two at the bottom and one at the top. The bottom two plates had the
same dimensions: 1.4 mm × 1.4 mm area and 0.25 mm thickness. In order to construct various leg
geometries with the same cross-section area, spacing, and volume, the area of the top conducting
plate was kept different in each case. The top conducting plates with square prism legs, cylindrical
legs, and trapezoidal legs with Alegs, hotside > Alegs, coldside and Alegs, coldside > Alegs, hotside had areas
of 2.8 mm × 1.0 mm [4], 3.06 mm × 1.0 mm, 3.2 mm × 1.0 mm and 2.8 mm × 1.0 mm, respectively.
However, the thickness of the top conducting plate was 0.25 mm in each case. The thermoelectric
legs in the single stage configuration were either made of SiGe or Bi2Te3 material in the two-stage
configurations; the thermoelectric legs of both the stages were made of SiGe or Bi2Te3 or a combination
of SiGe+Bi2Te3 materials. For the segmented configuration, the thermoelectric legs were made of a
combination of SiGe+Bi2Te3 materials. In the two-stage arrangement with combination of SiGe+Bi2Te3,
the upper stage was made of SiGe material and the bottom stage of Bi2Te3 material. Similarly, in the
segmented legs, the upper half was made of SiGe material and the lower half of Bi2Te3 material.
For a combination of SiGe+Bi2Te3 materials, the SiGe material was used near the hot side and the
Bi2Te3 material near the cold side due to their melting point temperatures. The configurations of the
thermoelectric module were modelled and compared without considering soldering layers. However,
in order to show the effect of soldering layers on the performance characteristics of the thermoelectric
module, the single stage and two-stage arrangements with square prism legs and Bi2Te3 material as
well as the two-stage arrangements with square prism legs and SiGe+Bi2Te3 material were modelled
separately with the soldering layers. Soldering layers were provided between the thermoelectric legs
and the hot plate as well as the thermoelectric legs and the cold plates with an area of 1.0 mm × 1.0 mm
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and thickness of 0.08 mm [4]. Hence, when soldering layers were provided in those cases, the height of
the legs reduced to 0.8 mm. The soldering layers were made up of 63Sn-37Pb material. The two-stage
configuration carried an intermediate plate between both the stages of the thermoelectric modules.
An intermediate plate in each case of the two-stage arrangement was made up of ceramic material
having an area of 3.6 mm× 1.0 mm and thickness of 0.25 mm. Figure 1 shows the various configurations
of the thermoelectric module with different combinations of arrangements and leg geometries. Table 1
shows the material specifications used in the numerical analysis.

Table 1. Material specifications used in the numerical analysis [1,4,26,27].

Material SiGe Bi2Te3 Copper 63Sn-37Pb Al2O3

TM (◦C) 1177 585 1083 183 2072

α (µV/K) 115 (p-type)
−115 (n-type)

227 (p-type)
−227 (n-type) - - -

Z (K−1) 2.38 × 10−4 1.53 × 10−3 - - -
ρ (Ω m) 1 × 10−5 1.95 × 10−5 1.84 × 10−8 1.45 × 10−7 1 × 1012

k (W/m K) 5.56 1.73 394.5 50 17.2–37.2
E (GPa) 155 49.7 100–119 12–36 366–380

v 0.3 0.28 0.31 0.40 0.26
αT (10−6/K) 4.2 16.8 16.7–17.6 24 4.89–6.68

2.2. Mesh Convergence

Mesh dependency of maximum power, maximum efficiency, and maximum stress for the single
stage thermoelectric module constructed with square prism legs and SiGe material is shown in
Figure 2a–c, respectively. Maximum power and maximum efficiency showed negligible variations
within ±0.00008% and ±0.00002%, respectively, for the selected mesh numbers; however, maximum
stress showed a variation within ±0.7% above mesh number of 115,401. Hence, the mesh with
115,401 nodes was selected for the single stage thermoelectric module with square prism legs and SiGe
material to evaluate maximum power, maximum efficiency, as well as maximum stress. Similarly,
mesh dependency was conducted for the thermoelectric module with combinations of leg geometries,
materials, and arrangements. The number of nodes for the same arrangement of thermoelectric module
with materials and leg geometries are the same, but the number of nodes for varying arrangements are
different. Therefore, the number of nodes for various combinations of leg geometries and materials
after mesh dependency was selected as 115,401 for the single stage arrangement, 540,706 for the
two-stage arrangement, and 242,138 for the single stage segmented arrangement. Maximum power,
maximum efficiency, and maximum stress were converged as ±1% above 115,401 (number of nodes)
for the single stage arrangement, 540,706 for the two-stage arrangement, and 242,138 for the single
stage segmented arrangement of the thermoelectric module with leg geometries and materials [28].
Meshing for the single stage, two-stage, and segmented arrangements of the thermoelectric module
with square prism leg geometry is shown in Figure 3a–c, respectively.
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2.3. Boundary Conditions

In order to predict temperature distribution, power, conversion efficiency, and thermal stress,
a thermoelectric module with various configurations was investigated under four boundary conditions,
temperatures of hot and cold junctions, and voltage conditions at high and low potential sides.
These boundary conditions were applied to the four different faces, as shown in Figure 1a–c.
Temperature of the cold junction was kept constant at 20 ◦C and voltage at the low potential
side was fixed at 0 V. Temperature of the hot junction and voltage at the high potential were not
constant for the various configurations of the thermoelectric module. The boundary conditions for the
hot junction temperature and the high potential voltage of leg geometries, materials, and arrangements
were shown in Table 2. The hot side temperature was varied with a step size of 50 ◦C and the high
potential voltage with a step size of 0.001 V. The maximum temperatures for the hot junction of various
configurations were decided based on the melting point temperature of the corresponding material
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of construction. The high potential voltages varied from 0 V to voltage value at which current and
power became zero. During variations in high potential voltages, there existed an optimum voltage,
which showed maximum power and maximum efficiency. Optimum voltage values were different with
different configurations of the thermoelectric module because the variation ranges of the voltage were
different for different configurations. In addition, the optimum voltage varied with the temperature
difference for each configuration of the thermoelectric module. Maximum power and maximum
efficiency were simulated at the optimum voltage for each configuration of the thermoelectric module at
different temperature difference conditions. Apart from these four boundary conditions, the convection
boundary condition with heat transfer coefficient of 1 × 10−6 W/mm2 ◦C was applied to all remaining
faces of each configuration of the thermoelectric module. The heat transfer from the surfaces with the
convection boundary condition to its surroundings was negligible.

Table 2. Boundary conditions used in the numerical analysis.

Material Arrangement Thermoelectric Legs Boundary Conditions

Temperature Conditions

SiGe Single stage, two-stage Square prism,
cylindrical, trapezoidal 50 ◦C–1000 ◦C

Bi2Te3 (without soldering layer) Single stage, two-stage Square prism,
cylindrical, trapezoidal 50 ◦C–500 ◦C

Bi2Te3 (with soldering layer) Single stage, two-stage Square prism 50 ◦C–150 ◦C

SiGe+Bi2Te3 (without soldering layer) Two-stage Square prism,
cylindrical, trapezoidal 50 ◦C–1000 ◦C

SiGe+Bi2Te3 (without soldering layer) Segmented Square prism,
cylindrical 50 ◦C–1000 ◦C

SiGe+Bi2Te3 (with soldering layer) Two-stage Square prism 50 ◦C–150 ◦C

Voltage Conditions

All configurations Single stage, two-stage,
segmented

Square prism,
cylindrical, trapezoidal

0 V to voltage value at which
current and power become

zero

2.4. Governing Equations

The thermoelectric module works on the conjugate physics of thermal and electrical effects; hence,
the coupled equations related to heat transfer (temperature), and the electric field has to be solved in
order to analyze the thermoelectrical characteristics of the thermoelectric modules [4,29].

The thermoelectric coupling equations are presented as:

∇·

(
p·
→

J
)
−∇·(k·∇T) =

→

J .
→

E (1)

∇·(σ·α·∇T) +∇·(σ·∇∅) = 0 (2)

The term
→

J .
→

E in Equation (1) represents volumetric joule heating.
For all configurations of the thermoelectric module, the thermoelectric coupling equations were

solved in the thermal electric solver of ANSYS 19.1 software using the Galerkin finite element
method and the corresponding boundary conditions in order to predict their thermoelectric behavior.
The dimensionless displacement-strain relation needed to be solved in order to deal with the coupled
thermal stress effect [7,30]:

εxx =
∂u
∂x

, εyy =
∂v
∂y

, εzz =
∂w
∂z

(3)

εxy = 0.5
(
∂u
∂y

+
∂v
∂x

)
, εyz = 0.5

(
∂w
∂y

+
∂v
∂z

)
, εzx = 0.5

(
∂w
∂x

+
∂u
∂z

)
(4)
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The exact dimensionless relationship between the stress and the strain is presented in terms of
the non-dimensional Jacobian matrix, which is deducted from Equations (3) and (4) using Newton’s
method [7,30].

σxx

σyy

σzz

σyz

σzx

σxy


=

E
(1 + v)(1− 2v)

×



1− v
v
v
0
0
0

v
1− v

v
0
0
0

v
v

1− v
0
0
0

0
0
0

1− 2v
0
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0
0
0
0

1− 2v
0

0
0
0
0
0

1− 2v





εxx

εyy

εzz

εyz

εzx

εxy


−



1
1
1
0
0
0


αTET
1− 2v

(5)

The non-symmetrical Jacobian matrix was solved in the static structure solver of ANSYS 19.1
software for all configurations of the thermoelectric module using the corresponding boundary
conditions in order to predict the stress and strain generated within them.

2.5. Data Reduction

2.5.1. Physical Assumptions

The heat transfer from the hot side to the cold side of the thermoelectric module was caused by
the conduction mode based on Fourier’s law using the inherent thermal properties of thermoelectric
materials [4]. In addition, the conduction heat transfer along the thermoelectric legs was assumed
to be one-dimensional. Heat transfer by the convection and the radiation modes was neglected [4].
The Seebeck and Peltier effects were taken into consideration in the present study. However, because
the properties of materials are independent of temperature, the Thomson effect was neglected [12].
The thermal resistance of the conducting plates was also neglected [17].

2.5.2. Theoretical Analysis

In order to confirm the validity of the numerically predicted values of all performance
characteristics of the thermoelectric module, the same performance characteristics were evaluated with
a theoretical approach. The voltage at maximum power indicates optimum voltage and is calculated
from Equation (6) [1,31,32]. Here, α is the Seebeck coefficient, which is measured as the amount of
thermoelectric voltage induced in any material due to temperature difference across that material.
Each thermoelectric material has its own unique value of Seebeck coefficient. The Seebeck coefficient is
also recognized as thermopower, thermoelectric power, and thermoelectric sensitivity:

Vtheoretical,opt = α (TH − TC) (6)

Current depends on voltage, external load resistance, and internal resistance—Equation (7) [10].
R = RL is the condition to obtain optimal current wherein power is maximum [4,31]:

Itheoretical,opt =
Vtheoretical,opt

R + RL
=
α (TH − TC)

2R
(7)

By manipulating the equations of I = α (TH−TC)
R+RL

and P = I2(R + RL), the power equation was

obtained. To obtain maximum power, constraint of ∂P
∂RL

= 0 was applied on the power equation,
which gave the maximum power condition of R = RL. When R = RL is used in the power equation,
Equation (8) is derived, which calculates the theoretical maximum power of the thermoelectric
module [4,33]:

Ptheoretical,max =
∝

2

4R
(TH − TC)

2 (8)
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The theoretical maximum efficiency was calculated using Equation (9) under the same condition
of R = RL in the theoretical efficiency equation of ηtheoretical =

∆T·RL

TH(R+RL)−
∆T·R

2 +
(R+RL)

2

ZR

[4].

ηtheoretical,max = ∆T

√
1 + ZT − 1

TH

√
1 + ZT + TC

(9)

Resistance for square prism and cylindrical legs was calculated with Equation (10) [1].

R =

(
ρp + ρn

)
L

A
(10)

Resistance of the trapezoidal legs cannot be calculated using Equation (10) because of the
non-uniform cross-sectional area, which varies along the height of the thermoelectric legs. In the
trapezoidal legs, an unevenly distributed area along the centerline of leg in height was converted to an
evenly distributed area along the same centerline of the leg such that volume of the leg was same in
both cases. Using the uniform area approach, the resistance for the trapezoidal legs was calculated
with Equation (11) [11].

R =
σp + σn

2σpσn
A0
L

( RA−1
RA+1

) ln(RA) (11)

where RA is the ratio of the top side area of the trapezoidal leg (AT) to the bottom side area of
the trapezoidal leg (AB) from Equation (12). A0 is the equivalent uniform cross-section area of the
trapezoidal leg:

RA =
AT

AB
(12)

In order to evaluate the maximum power and maximum efficiency of the thermoelectric module
with the two-stage arrangement, it is necessary to derive the intermediate temperature between the
two stages. This intermediate temperature can be obtained using voltage and temperature difference
correlation equation of V = α (TH − Ti) or α (Ti − TC). In the present study, the voltages applied
to both the stages were different; hence, the equations were modified to VTop = α (TH − Ti1) and
VBottom = α (Ti2 − TC). Ti1 is the cold side temperature for the first stage, whereas Ti2 is the hot side
temperature of the second stage. The difference of Ti1 − Ti2 shows the temperature loss due to the
thermal resistance of the intermediate plate. The voltage boundary conditions applied to the high
potential sides of both the stages were inserted in the corresponding voltage equations, obtaining
Ti1 and Ti2 temperatures. These temperatures are used in Equations (8) and (9) in order to calculate
the maximum power and maximum efficiency of the two-stage arrangement of the thermoelectric
module. The segmented thermoelectric module consists of a combination of two materials in a
single thermoelectric leg. Hence, the concept of equivalent Seebeck coefficient, equivalent resistivity,
equivalent thermal conductivity, and equivalent Figure of Merit was used. Using this equivalent
parameter concept, maximum power and maximum efficiency of the segmented thermoelectric module
were calculated theoretically from the following equations [22,34]:

Ptheoretical,max =
αequivalent

2

Requivalent
(TH − TC)

2 (13)

αequivalent =
α2k1 + α1k2

k1 + k2
(14)

ηtheoretical,max = ∆T

√
1 + ZequivalentT − 1

TH

√
1 + ZequivalentT + TC

(15)
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Zequivalent =
αequivalent

2

(ρ1 + ρ2) ∗
( k1k2

k1+k2

) (16)

Thermal stress induced in the thermoelectric modules due to various temperature conditions,
as well as due to mismatch in thermal properties of different materials, were calculated in the form
of von Mises stress. This is the equivalent of the second deviatory stresses and computed using the
following equation [1,3]:

σv =

√
(σ11 − σ22)

2 + (σ22 − σ33)
2 + (σ33 − σ11)

2 + 6(σ12
2 + σ232 + σ31

2)

2
(17)

Normal stress in the longitudinal direction can be calculated using the following equation. In this
equation, normal strain εn = 0 and curvature K = 0 for the present study [3] are:

σxx =
E

1− v2
(εn + ZcK) −

EαT

1− v
(TH − TC)= −

EαT

1− v
(TH − TC) (18)

Thermal stress in the direction of temperature gradient can be calculated using the following
equations, which are based on temperature difference and thermal properties.

σT = αTE(TH − TC) (19)

σT = αTE∆T (20)

Thermal strain is the ratio of thermal stress to the Young modulus, which is represented by
Equation (21).

ε =
σT

E
(21)

2.5.3. Numerical Analysis

Optimum voltage at maximum power and efficiency exists for the given temperature difference
condition. The current corresponding to the optimum voltage is called optimum current. Using the
simulated optimum current value corresponding to the employed optimum voltage value, the maximum
power based on the numerical approach was calculated using Equation (22) [13].

Pnumerical,max = Vnumerical,optInumerical,opt. (22)

The maximum efficiency was calculated using the numerical maximum power and heat
absorbed [13]. The heat absorbed by the thermoelectric module from the hot side was simulated:

nnumerical,max =
Pnumerical,opt

Ha
(23)

Similarly, thermal stress in terms of the equivalent stress or von-Mises stress was simulated from
the numerical analysis with the static structure solver of ANSYS under various temperature conditions.

The maximum power and maximum efficiency were taken into consideration with the
thermal-electric solver under various boundary conditions for the hot side and cold side temperatures,
as well as voltage loads of the low and high potential sides. The thermal stress analysis of various
configurations of the thermoelectric module was carried out in the static structure solver using the
same temperature boundary conditions as the thermal-electric solver.
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3. Results and Discussion

The results and discussion of this study includes the validation of numerically predicted values of
maximum power, maximum efficiency, and maximum stress with data published by Ma et al. [4] and
Al-Merbati et al. [11], as well as the values calculated using the theoretical approach. The comparison of
different configurations of the thermoelectric module based on maximum power, maximum efficiency,
and maximum stress is considered and the effect of soldering layers on the performance of the
thermoelectric module is discussed.

3.1. Validation

The maximum power and maximum stress predicted in this study using ANSYS codes were
validated with the corresponding data published by Ma et al. [4] and Al-Merbati et al. [11]. The validation
of codes for maximum power and stress are presented and the comparison between the numerical and
theoretical values of the various performance parameters are discussed.

3.1.1. Code Validation

The maximum power values evaluated in the present study using the thermal electric solver were
found to be ±2% of the corresponding maximum power values reported by Ma et al. [4]. Similarly,
the maximum stress and centerline stress values evaluated numerically in the present study using the
static structure solver were validated at ±5% with the corresponding maximum stress and centerline
stress values reported by Al-Merbati et al. [11]. The maximum power and maximum stress evaluated
using ANSYS codes in the present study were found to be in the error range of ±5% with the
corresponding data of Ma et al. [4] and Al-Merbati et al. [11]. Hence, the application of numerical
approach using the validated ANSYS codes is justified for the further analysis. Figure 4a,b show the
maximum power and stress validation with the corresponding previous studies of Ma et al. [4] and
Al-Merbati et al. [11].
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3.1.2. Validation of Numerical Results with Theoretical Results

The theoretical maximum power for the thermoelectric module with leg geometries, materials,
and arrangements were calculated using correlations with Table 3. The maximum power for various
configurations of the thermoelectric module were calculated using Equations (8) and (13). Similarly,
the maximum efficiency for various configurations of the thermoelectric module was calculated
theoretically using Equations (9) and (15). The simulated values of maximum power as well as
maximum efficiency were calculated using Equations (22) and (23), respectively, which were compared
with the corresponding theoretical values of maximum power and maximum efficiency. Figure 5a,b
show the comparison between the numerical and theoretical results of maximum power and maximum
efficiency, respectively, for the various configurations of the thermoelectric module. The numerical
values of maximum power as well as maximum efficiency were validated with the corresponding
theoretical values at ±5% with the entire temperature difference range for all configurations of the
thermoelectric module.

The maximum stress values were calculated theoretically using Equations (18)–(20). The calculated
theoretical values of the maximum stress were compared with the corresponding predicted values.
The comparison of theoretical and numerical results of maximum stress for the single stage arrangement
of the thermoelectric module with three leg geometries and two materials is shown in Figure 5c.
The equations show that the theoretical values of stress are not dependent on leg geometry; hence,
the stress values are same for all leg geometries. However, different materials have different theoretical
values of maximum stress. For the same material, the numerical stress values for cylindrical legs show
closer agreement, whereas square prism legs as well as trapezoidal legs with two-area configurations
show almost equal error with the corresponding theoretical stress values. For the same material,
the numerically predicted maximum stress for all the leg geometries was found at ±7% with the
corresponding theoretical stress with the entire temperature difference range.
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Table 3. Maximum power correlations derived for various leg geometries, materials, and arrangements.

Arrangements Material Leg Geometry Maximum Power (W)

Single stage SiGe Square Cylindrical 6.89× 10−7
× (∆T)2

Single stage SiGe Trapezoidal (Aleg,hotside > Aleg,coldside) 6.80× 10−7
× (∆T)2

Single stage SiGe Trapezoidal (Aleg,coldside > Aleg,hotside) 6.80× 10−7
× (∆T)2

Single stage Bi2Te3 Square Cylindrical 1.38× 10−6
× (∆T)2

Single stage Bi2Te3 Trapezoidal 1.36× 10−6
× (∆T)2

Single stage (SL) Bi2Te3 Square 1.65× 10−6
× (∆T)2

Two-stage—1st stage SiGe Square Cylindrical 6.89× 10−7
× (∆T)2

Two-stage—2nd stage SiGe Square Cylindrical 6.89× 10−7
× (∆T)2

Two-stage—1st stage SiGe Trapezoidal 6.80× 10−7
× (∆T)2

Two-stage—2nd stage SiGe Trapezoidal 6.80× 10−7
× (∆T)2

Two-stage—1st stage Bi2Te3 Square Cylindrical 1.38× 10−6
× (∆T)2

Two-stage—2nd stage Bi2Te3 Square Cylindrical 1.38× 10−6
× (∆T)2

Two-stage—1st stage Bi2Te3 Trapezoidal 1.36× 10−6
× (∆T)2

Two-stage—2nd stage Bi2Te3 Trapezoidal 1.36× 10−6
× (∆T)2

Two-stage—1st stage SiGe Square Cylindrical 6.89× 10−7
× (∆T)2

Two-stage—2nd stage Bi2Te3 Square Cylindrical 1.38× 10−6
× (∆T)2

Two-stage—1st stage SiGe Trapezoidal 6.80× 10−7
× (∆T)2

Two-stage—2nd stage Bi2Te3 Trapezoidal 1.36× 10−6
× (∆T)2

Two-stage—1st stage (SL) Bi2Te3 Square 1.65× 10−6
× (∆T)2

Two-stage—2nd stage (SL) Bi2Te3 Square 1.65× 10−6
× (∆T)2

Two-stage—1st stage SiGe Square 6.89× 10−7
× (∆T)2

Two-stage—2nd stage (SL) Bi2Te3 Square 1.65× 10−6
× (∆T)2

Segmented SiGe+Bi2Te3 Square Cylindrical 1.41× 10−6
× (∆T)2

SL means soldering layer.
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Two-stage—1st stage Bi2Te3 Trapezoidal 1.36 × 10ି × (∆𝑇)ଶ 
Two-stage—2nd stage Bi2Te3 Trapezoidal 1.36 × 10ି × (∆𝑇)ଶ 
Two-stage—1st stage SiGe Square Cylindrical 6.89 × 10ି × (∆𝑇)ଶ 
Two-stage—2nd stage Bi2Te3 Square Cylindrical 1.38 × 10ି × (∆𝑇)ଶ 
Two-stage—1st stage SiGe Trapezoidal 6.80 × 10ି × (∆𝑇)ଶ 
Two-stage—2nd stage Bi2Te3 Trapezoidal 1.36 × 10ି × (∆𝑇)ଶ 

Two-stage—1st stage (SL) Bi2Te3 Square 1.65 × 10ି × (∆𝑇)ଶ 
Two-stage—2nd stage (SL) Bi2Te3 Square 1.65 × 10ି × (∆𝑇)ଶ 

Two-stage—1st stage SiGe Square 6.89 × 10ି × (∆𝑇)ଶ 
Two-stage—2nd stage (SL) Bi2Te3 Square 1.65 × 10ି × (∆𝑇)ଶ 

Segmented SiGe+Bi2Te3 Square Cylindrical 1.41 × 10ି × (∆𝑇)ଶ 

SL means soldering layer. 
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3.2. Optimum Temperature

The single stage as well as two-stage arrangements with either SiGe or Bi2Te3 material were
operated at maximum temperature differences of 980 ◦C and 480 ◦C, respectively, lower than the
melting point temperature of SiGe or Bi2Te3 material. If the two-stage and segmented arrangements
of the thermoelectric module with SiGe+Bi2Te3 material are operated at the maximum temperature
difference of 980 ◦C, the operating temperature of SiGe material is below its melting point temperature,
but the operating temperature of Bi2Te3 material is higher than its melting point temperature limit.
Therefore, optimum temperature was introduced for the two-stage and segmented arrangements of
the thermoelectric module with SiGe+Bi2Te3 material in order to operate them below the melting point
temperature limit without failure. The optimum temperature is the hot junction temperature of the
second stage for the two-stage arrangement of the thermoelectric module with SiGe+Bi2Te3 material and
the interface temperature between two segments for the segmented arrangement of the thermoelectric
module with SiGe+Bi2Te3 material [4,17]. The maximum value of the optimum temperature is the
melting point temperature of Bi2Te3 material, which is around 585 ◦C. Figure 6 shows the optimum
temperature values of the two-stage and segmented arrangements of the thermoelectric module
with SiGe+Bi2Te3 material at various temperature difference conditions. The optimum temperature
increases linearly with the temperature difference, as shown in the figure. As presented in the figure,
in order to maintain optimum temperature of 585 ◦C or below, the two-stage arrangement with square
prism legs are operated at the maximum temperature difference of 880 ◦C or lower, the two-stage
arrangement with cylindrical and trapezoidal legs are operated at the maximum temperature difference
of 830 ◦C or lower, and the segmented arrangement with square prism and cylindrical legs are operated
at the maximum temperature difference of 730 ◦C or lower.

For the single stage arrangement of the thermoelectric module with SiGe material, trapezoidal
legs with Alegs, hotside > Alegs, coldside showed higher average stress compared to trapezoidal legs with
Alegs, coldside > Alegs, hotside [11], which is discussed in detail in Section 3.5.1. Therefore, out of the two
configurations of trapezoidal legs, only trapezoidal legs with Alegs, coldside > Alegs, hotside were considered
for maximum power, maximum efficiency, and maximum stress analyses for single stage arrangement
with Bi2Te3 material and two-stage arrangement with SiGe, Bi2Te3, and SiGe+Bi2Te3 materials.
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3.3. Maximum Power

The comparison of maximum power for the single stage, two-stage, and single stage segmented
arrangements of the thermoelectric module with various leg geometries and materials are presented in
this section.

3.3.1. Single Stage Arrangement

The comparison of maximum power with temperature difference for the single stage arrangement
of the thermoelectric module with three leg geometries and two semiconductor materials is shown in
Figure 7a. For the same material, leg geometry had no significant effect on maximum power because
of the same internal resistance as well as the same optimum voltage values [1,6,10]. At the same
temperature difference, the optimum voltage of the thermoelectric module was the same and leg
geometry had the same volume and base area with equal internal resistance for all the legs. However,
materials with high ZT showed higher maximum power than those with lower ZT [4,17]. Hence, for the
same leg geometry, the Bi2Te3 material showed higher maximum power than the SiGe material at the
same temperature difference. This behavior was observed up to a temperature difference of 480 ◦C
as the Bi2Te3 material could not be operated at a higher temperature difference because operation
above that temperature difference increased the hot side temperature above its melting point. Hence,
beyond the temperature difference of 480 ◦C, the SiGe material showed an increase in maximum power
with the highest value at the temperature difference of 980 ◦C. For all the materials and leg geometries
with the single stage arrangement of the thermoelectric module, the maximum power increased with
the temperature difference. All the leg geometries with the SiGe material showed maximum power
of 0.65 W at a temperature difference of 980 ◦C, while all the leg geometries with the Bi2Te3 material
showed maximum power of 0.31 W at a temperature difference of 480 ◦C.
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3.3.2. Two-Stage Arrangement

The variation of maximum power with the temperature difference for the two-stage thermoelectric
module with various leg geometries and materials is shown in Figure 7b. In the two-stage arrangement
of the thermoelectric module with the same leg geometry, a combination of materials in the first
stage made up of SiGe material and the second stage made up of Bi2Te3 material showed significant
enhancement in maximum power, compared to both stages either made of SiGe or Bi2Te3 alone [17,18].
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In the case of SiGe, Bi2Te3, and SiGe+Bi2Te3 material, the square prism and trapezoidal legs with
Alegs, coldside > Alegs, hotside showed similar maximum power with the temperature difference but the
cylindrical legs showed enhancement in maximum power at the corresponding same temperature
difference, although the degree of increase was less [1,6,10]. In the case of the SiGe+Bi2Te3 material,
maximum power of 0.46 W was obtained for square prism legs at a temperature difference of 880 ◦C,
whereas the cylindrical legs showed 0.43 W and trapezoidal legs showed 0.41 W maximum power
at a temperature difference of 830 ◦C. For the SiGe material and temperature difference of 980 ◦C,
the square prism and trapezoidal legs showed maximum power of 0.25 W and the cylindrical legs
showed maximum power of 0.27 W. For the Bi2Te3 material and temperature difference of 480 ◦C,
the square prism legs and trapezoidal legs showed maximum power of 0.12 W and the cylindrical legs
showed maximum power of 0.13 W. The maximum power increased with the temperature difference
in all the cases, as shown in Figure 7b.

3.3.3. Single Stage Segmented Arrangement

The maximum power variation with the temperature difference is shown in Figure 7c for the
segmented thermoelectric module constructed with two leg geometries and the SiGe+Bi2Te3 material.
Maximum power increased with the temperature difference for both the combinations. The leg
geometry had no effect on the maximum power [1,6,10], as shown in Figure 7c, due to same internal
resistance and same optimum voltage condition. The square prism as well as the cylindrical legs
showed maximum power of 0.73 W at a temperature difference of 730 ◦C.

3.4. Maximum Efficiency

The comparison of maximum efficiency for the single stage, two-stage, and single stage segmented
arrangements of the thermoelectric module with various leg geometries and materials are presented in
this section.

3.4.1. Single Stage Arrangement

The variation of maximum efficiency with the temperature difference for the single stage
thermoelectric module with three leg geometries and two materials is shown in Figure 8a.
Maximum efficiency is the ratio of maximum power to the heat absorbed [13]. Similar to that of
maximum power, the leg geometries had no effect on maximum efficiency for the same material [1,6,10].
For all the leg geometries and materials, as the temperature difference increased, the maximum
efficiency also increased. For the same leg geometry, the Bi2Te3 material showed superior increase in
maximum efficiency compared to the SiGe material over the entire temperature difference range due
to high ZT [4]. Although the Bi2Te3 material was operated up to a temperature difference of 480 ◦C
due to its low melting point temperature, it still showed the highest value of maximum efficiency at a
temperature difference of 480 ◦C, compared to the maximum efficiency value for the SiGe material
at a temperature difference of 980 ◦C. At temperature difference of 480 ◦C, the Bi2Te3 material had a
higher maximum power, thus showing higher maximum efficiency than SiGe. From a temperature
difference of 480 to 980 ◦C, the SiGe material showed increase in maximum power and the heat
absorbed also increased due to increase in temperature difference, which resulted in lower maximum
efficiency for the SiGe material than that of the Bi2Te3 material. Maximum efficiency of 12.2% was
observed at a temperature difference of 480 ◦C for all the leg geometries with the Bi2Te3 material.
However, maximum efficiency of 5.1% was obtained for all the leg geometries with the SiGe material
at a temperature difference of 980 ◦C.
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3.4.2. Two-Stage Arrangement

Figure 8b shows maximum efficiency variations with temperature difference for the two-stage
arrangement of the thermoelectric module with various leg geometries and materials. For the same leg
geometry, the Bi2Te3 material showed the highest values of maximum efficiency with temperature
difference, compared to the SiGe+Bi2Te3 and SiGe materials but up to a temperature difference of
480 ◦C. However, from temperature difference of 480 ◦C, the SiGe+Bi2Te3 material showed increase
in maximum efficiency up to the temperature difference corresponding to the optimum temperature
condition. The SiGe material showed the lowest values of maximum efficiency until the temperature
difference of 980 ◦C. Although Bi2Te3 as well as SiGe+Bi2Te3 materials are operated till a particular
temperature difference because of the limitation of their melting point temperatures, they still showed
comparatively higher values of maximum efficiencies than the SiGe material. For the same material,
leg geometry had very less effect on maximum efficiency because of the same optimum voltage
load and same internal resistance [1,6,10]. In the case of SiGe, Bi2Te3 and SiGe+Bi2Te3 materials,
square prism, cylindrical, and trapezoidal legs showed almost the same maximum efficiency variation
with temperature difference. At a temperature difference of 980 ◦C and for the SiGe material, the square
prism legs and cylindrical legs showed maximum efficiency of 4.6% and the cylindrical legs showed
maximum efficiency of 4.7%. For the Bi2Te3 material and temperature difference of 480 ◦C, the square
prism legs and cylindrical legs showed maximum efficiency of 10.8% and the cylindrical legs showed
maximum efficiency of 11.1%. In the case of the SiGe+Bi2Te3 material, the square prism legs showed
maximum efficiency of 15% at a temperature difference of 880 ◦C and the cylindrical as well as
trapezoidal legs showed maximum efficiencies of 14.6% and 14.4%, respectively, at a temperature
difference of 830 ◦C. The maximum efficiency of the two-stage arrangement of the thermoelectric
module with leg geometries and materials increased over the entire temperature difference range.
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3.4.3. Single Stage Segmented Arrangement

The maximum efficiency of the single stage segmented arrangement of the thermoelectric module
with two leg geometries and combination of SiGe+Bi2Te3 material increased with the temperature
difference. The maximum efficiency variation with the temperature difference is shown in Figure 8c.
Like maximum power, the leg geometries had no effect on the maximum efficiency of the single stage
segmented arrangement of the thermoelectric module with two leg geometries and combination of the
SiGe+Bi2Te3 material [1,6,10]. At a temperature difference of 730 ◦C, the square prism and cylindrical
legs showed maximum efficiency of 13.2%.

3.5. Maximum Stress

The comparison of maximum stress for the single stage, two-stage, and single stage segmented
arrangements of the thermoelectric module with various leg geometries and materials is presented in
this section. Stress variation along the height of various thermoelectric legs of different materials and
for various arrangements is also presented.

3.5.1. Single Stage Arrangement

The maximum stress variation with temperature difference for the single stage thermoelectric
module with various leg geometries and various materials is shown in Figure 9a. For the same leg
geometry, the Bi2Te3 material showed higher values of maximum stress compared to the SiGe material
till a temperature difference of 480 ◦C; above that, the SiGe material showed increase in maximum
stress with the highest value at a temperature difference of 980 ◦C due to the increase in temperatures.
The coefficient of the thermal expansion of the Bi2Te3 material was higher than that of the SiGe material.
Therefore, the thermal stress induced in the Bi2Te3 material was higher than that induced in the SiGe
material at the same temperature difference condition. Further, for the same material, the cylindrical
legs showed fewer maximum stress than the other two leg geometries [1,10] and square prism legs,
trapezoidal legs with Alegs, coldside > Alegs, hotside, and Alegs, hotside > Alegs, coldside showed almost equal
values of maximum stress due to the same geometrical structure with sharp corner edges. Square prism
and trapezoidal legs have sharp edges, which are absent in cylindrical legs; therefore, the latter
show lower thermal stress. Square prism legs, trapezoidal legs with Alegs, coldside > Alegs, hotside and
trapezoidal legs with Alegs, hotside > Alegs, coldside with the SiGe material showed average stress of
approximately 39 MPa, 38 MPa, and 41 MPa, respectively. The intensity of stress was high near
the hot junction plate [1,10,11] and in the case of trapezoidal legs with Alegs, coldside > Alegs, hotside,
the area of legs exposed to the hot side plate was less compared to the area of legs exposed to the hot
side plate by the square prism legs and trapezoidal legs with Alegs, hotside > Alegs, coldside. Therefore,
the average stress induces in the trapezoidal legs with Alegs, coldside > Alegs, hotside was lower than
that of the square prism and trapezoidal legs with Alegs, hotside > Alegs, coldside [11]. Based on the
area of legs exposed to the hot junction plate and the average stress values, the square prism legs
and trapezoidal legs with Alegs, coldside > Alegs, hotside was preferred over the trapezoidal legs with
Alegs, hotside > Alegs, coldside. For the SiGe material and at a temperature difference of 980 ◦C, the square
prism legs and trapezoidal legs with Alegs, coldside > Alegs, hotside and Alegs, hotside > Alegs, coldside showed
maximum stress of 0.96 GPa and the cylindrical legs showed maximum stress of 0.91 GPa. Similarly,
for the Bi2Te3 material and at a temperature difference of 480 ◦C, the square prism legs and trapezoidal
legs with Alegs, coldside > Alegs, hotside showed a maximum stress value of 0.61 GPa, whereas the
cylindrical legs showed maximum stress of 0.58 GPa. The maximum stress of the single stage
arrangement of the thermoelectric module with all leg geometries and materials increased linearly
with the temperature difference.
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Figure 9. Maximum stress for (a) single stage arrangement (b) two-stage arrangement, and (c) single
stage segmented arrangement.

3.5.2. Two-Stage Arrangement

The maximum stress shows linear variation with the temperature difference for the two-stage
thermoelectric module with various leg geometries and materials, as shown in Figure 9b. In the case of
SiGe, Bi2Te3 and SiGe+Bi2Te3 materials, the square prism and trapezoidal legs showed almost same
maximum stress variation with temperature difference, which were higher than the corresponding
maximum stress values for the cylindrical legs [1,10]. The cylindrical legs have a smooth geometrical
structure; hence, they presented lower maximum stress compared to the other two leg geometries.
For the same leg geometry, the SiGe+Bi2Te3 material showed higher maximum stress, followed by
the Bi2Te3 and SiGe materials. The Bi2Te3 material showed higher thermal stress than the SiGe
material due to its higher coefficient of thermal expansion. The SiGe+Bi2Te3 material showed higher
thermal stress than the Bi2Te3 material because when two different materials with different thermal
properties are connected at higher temperature conditions, it results in higher stress generation [1].
For the SiGe material and at temperature difference of 980 ◦C, the square prism and trapezoidal legs
showed maximum stress of 1.62 GPa and the cylindrical legs showed maximum stress of 1.38 GPa.
Similarly, for the Bi2Te3 material and at a temperature difference of 480 ◦C, the square prism and
trapezoidal legs showed maximum stress of 0.82 GPa and the cylindrical legs showed maximum stress
of 0.7 GPa. For the SiGe+Bi2Te3 material, the square prism legs showed maximum stress of 1.91 GPa at
a temperature difference of 880 ◦C and the cylindrical as well as trapezoidal legs showed maximum
stress of 1.56 GPa and 1.81 GPa, respectively, at a temperature difference of 830 ◦C.

3.5.3. Single Stage Segmented Arrangement

Maximum stress varies linearly with temperature difference for the single stage segmented
arrangement of the thermoelectric module with both the leg geometries and the SiGe+Bi2Te3 material,
as shown in Figure 9c. The cylindrical leg geometry showed the lowest values of maximum stress,
compared to the square prism legs [1,10] over the entire temperature difference range due to no
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sharp edges and a smooth geometrical structure. At a temperature difference of 730 ◦C and for the
SiGe+Bi2Te3 material, the square prism legs showed maximum stress of 0.72 GPa and the cylindrical
legs showed maximum stress of 0.69 GPa.

3.5.4. Stress Variation along Thermoelectric Leg Height

Stress variation along the selected locations of the thermoelectric module with various combinations
of leg geometries, materials, and arrangements are discussed here. The selected centerline locations in
the vertical direction for various arrangements of the thermoelectric module with square prism legs are
shown in Figure 10a–c. In Figure 10a–c, the dotted line of locations on the thermoelectric legs shows
the direction from the bottom of the thermoelectric legs to the top. Similar locations are selected in
the cylindrical and trapezoidal leg geometries. The variation of stress for the selected locations were
considered at the maximum operating temperature difference for each combination.
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Single Stage Arrangement

For the single stage arrangement of the thermoelectric module, the variation of stress along
the selected centerline locations of various thermoelectric legs with different materials is shown in
Figure 10d,e. Figure 10d shows the variations of stress in different p-type semiconductor materials of
various legs geometries and Figure 10e shows the variations of stress in different n-type semiconductor
materials of various legs geometries. For each geometry, same p-type and n-type semiconductor
material showed similar behavior with small variations in values due to same thermal properties [1].
However, the same p-type and n-type semiconductor material had different electrical properties.
The intensity of stress was high at the intersection of the thermoelectric legs and the hot plate (top of
the thermoelectric legs) for the single stage arrangement of the thermoelectric module with materials
and leg geometries, as shown in Figure 10d,e because the materials of the thermoelectric legs and hot
plate were different, and the top of the legs was exposed to a higher temperature. The stress reduced
from the hot side of the thermoelectric legs to the cold side of the thermoelectric legs with the minimum
value at the bottom of the leg near the cold junction plate because of reduction in temperature [1,10,11].
The materials of the thermoelectric legs and the cold side plate were also different, but the temperature
at this location was low to generate lower stress. For the SiGe material, the square and trapezoidal legs
showed higher stress compared to the cylindrical legs. Similarly, for the Bi2Te3 material, the cylindrical
legs presented lower stress than the other leg geometries. The higher temperature difference showed
higher thermal stress. Therefore, the Bi2Te3 material showed lower stress than the SiGe material
for all three leg geometries because stress variation along the selected locations was presented at a
temperature difference of 480 ◦C for the Bi2Te3 material and 980 ◦C for the SiGe material.

Two-Stage Arrangement

Figure 10f,g show the stress variation along the selected center line locations in the two-stage
arrangement with various thermoelectric leg geometries and various materials. The variation of
stress in various leg geometries with different p-type semiconductor materials is shown in Figure 10f.
Figure 10g shows the stress variation in different leg geometries with various n-type semiconductor
materials. In the two-stage arrangement of the thermoelectric module, the variation of stress was the
same for the same p-type and n-type semiconductor material with a small variation in their values due
to same thermal properties [1]. In the second stage of the two-stage arrangement, the variation trend
of stress was similar as of the single stage arrangement case, the minimum value of stress was at the
bottom of the leg near the cold junction, and increased towards the hot side of the legs. The intensity
of stress for the second stage of the two-stage arrangement with various materials and leg geometries
was high near the intersection of the thermoelectric legs of the second stage and the intermediate
plate. A height of 0.00096 m to 0.001210 m points to the intermediate plate, and stress variation in
the intermediate plate is not considered here, as this section deals only with stress variation in the
thermoelectric legs. The variation trend of stress in the first stage of the two-stage arrangement is
different compared to the second stage of the two-stage arrangement. In the first stage of the two-stage
arrangement, higher values of stress occurred at two locations—the first was at the interconnection of
the intermediate plate with the thermoelectric legs of the first stage, and the second one was at the
interconnection of the thermoelectric legs of the first stage and the hot side plate. When materials
with different properties are connected with each other at a higher temperature, it results in higher
stress [1]. However, the values of stress in the thermoelectric legs near the hot side plate were higher
than that near the intermediate plate because of a higher temperature of the hot side plate than that of
the intermediate plate. As shown in Figure 10f,g, the minimum values of stress for the first stage of
the two-stage arrangement occurred at the middle of the thermoelectric legs—at a location between
0.00154 m to 0.00176 m. For the same leg geometry, the SiGe+Bi2Te3 and SiGe materials showed
higher values of stress than the Bi2Te3 material because the stress variation of the latter for the selected
locations was at a temperature difference of 480 ◦C, which is lower than the temperature difference
at which stress variation were presented for the SiGe+Bi2Te3 and SiGe materials. In the case of the
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second stage of the two-stage arrangement, the square prism and trapezoidal legs showed higher
stress than the cylindrical legs for the same material, while in the case of the first stage of the two-stage
arrangement, the cylindrical legs showed higher stress than the square prism and trapezoidal legs for
the same material. Thus, for the selected centerline locations on the thermoelectric legs, the intensity
of stress was high in the cylindrical legs for the first stage of the two-stage arrangement, but it was
low in the cylindrical legs for the second stage of the two-stage arrangement. As the stress effect is
considered for the whole leg geometry of the two-stage arrangement, the cylindrical legs were found
to have lower stress than the other two leg geometries.

Single Stage Segmented Arrangement

For the single stage segmented arrangement of the thermoelectric module with two leg geometries
and the SiGe+Bi2Te3 material, the variation of stress along the selected center line locations in the p-type
and n-type semiconductors is presented in Figure 10h,i. For the same leg geometry, the same behavior
of the stress variation was observed for the p-type and n-type semiconductors [1] with the SiGe+Bi2Te3

material due to same thermal properties. The maximum values of stress occur at the interconnection of
both the materials (at the middle height) as well as at the interconnection of the thermoelectric legs
and the hot side plate [1] because of the interconnections of different materials at both the locations.
The hot side plate and thermoelectric legs with the different materials were interconnected at a higher
temperature with a higher stress at the interconnection. In addition, two different materials with
different thermal properties are interconnected at the middle height of the thermoelectric legs at a
higher temperature with higher stress at the middle height of the legs. The maximum stress at the
middle height and the hot side of the thermoelectric legs are almost equal. Minimum stress was
observed at the cold side of the thermoelectric legs, as shown in Figure 10h,i, because the temperature
in this location was low, resulting in lower stress. The square legs showed higher values of stress
compared to the cylindrical legs due to its sharp edges.

Figure 11 shows the stress distribution contours of the thermoelectric legs of different configurations
in the thermoelectric module. Figure 11 supports the graphical presentation and discussion of stress
described for various configurations of the thermoelectric module in Section 3.5. Figure 11 also describes
that the intensity of stress is high at the intersection of the hot side plate and the thermoelectric legs for
all configurations of the thermoelectric module. In addition, for various leg geometries and materials,
the intensity of stress was high at the interconnection and the intermediate plate of thermoelectric legs
for the two-stage arrangement and at the middle height of thermoelectric legs for the single stage
segmented arrangement. The strain generated in various configurations of the thermoelectric module,
as presented in Equation (21), is a replica of the stress. Namely, the behavior of the strain is same as the
stress for various configurations of the thermoelectric module. Therefore, detailed discussions on this
strain are not considered further in this study.
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Figure 11. Maximum thermal stress contours in (a) single stage square prism legs, (b) single
stage cylindrical legs, (c) single stage trapezoidal legs Alegs, hotside > Alegs, coldside, (d) single stage
trapezoidal legs Alegs, coldside > Alegs, hotside, (e) two-stage square prism legs, (f) two-stage cylindrical
legs, (g) two-stage trapezoidal legs Alegs, coldside > Alegs, hotside, (h) single stage segmented square prism
legs, and (i) single stage segmented cylindrical legs.

3.6. Selection of Optimum Configuration for the Thermoelectric Module

A comparison of the thermoelectric module with combinations of leg geometry, material,
segmentation, and two-stage arrangement based on maximum power, maximum efficiency,
and maximum stress at the corresponding maximum operating temperature difference is discussed
in this section. Optimum configurations of the thermoelectric module with the combinations of
leg geometry, material, segmentation, and two-stage arrangement were selected based on three
performance parameters of maximum power, maximum efficiency, and maximum stress. Therefore,
higher values of maximum power and maximum efficiency, and lower values of maximum stress of all
combinations for the thermoelectric module were suggested as optimum configuration.

A graphical presentation of the comparison of various configurations of the thermoelectric module
based on maximum temperature difference, maximum efficiency, maximum power, and maximum
stress is shown in Figure 12. In Figure 12 and Table 4, numbers 1 to 18 on the abscissa presents
various combinations of the thermoelectric module and the thermoelectric module constructed with
the segmented arrangement, cylindrical legs, and combination of the SiGe+Bi2Te3 material show the
optimum values of maximum power, maximum efficiency, and maximum stress. The single stage
segmented arrangement of the thermoelectric module with the cylindrical leg geometry and the
SiGe+Bi2Te3 material showed a combination of higher maximum power, higher maximum efficiency,
and lower maximum thermal stress [35]. Therefore, based on the overall effect of power, efficiency,
and stress, a thermoelectric module constructed with the segmented arrangement, cylindrical legs,
and combination of the SiGe+Bi2Te3 material is suggested as the optimum configuration of the
thermoelectric module.

The comparison of all 18 configurations of the thermoelectric module was carried out based on
computational time/single case of simulation, which is presented in Table 5. From the table, it can be
concluded that the two-stage arrangement has a higher computational time, followed by the segmented
arrangement and single stage arrangement, respectively. The computational time for the selected
optimum configuration of the thermoelectric module constructed with the segmented arrangement,
cylindrical legs, and combination of SiGe+Bi2Te3 materials is 2100 s.
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Table 5. Comparison of various combinations of thermoelectric module based on computational
time/single case of simulation.

Combination Arrangements Material Leg Geometry
Computational
Time (s)/Single

Case

1 Single stage SiGe Square 1200
2 Single stage SiGe Cylindrical 1560
3 Single stage SiGe Trapezoidal (Aleg,hotside> Aleg,coldside) 1500
4 Single stage SiGe Trapezoidal (Aleg,coldside> Aleg,hotside) 1440
5 Single stage Bi2Te3 Square 1260
6 Single stage Bi2Te3 Cylindrical 1380
7 Single stage Bi2Te3 Trapezoidal 1320
8 Two-stage SiGe Square 3300
9 Two-stage SiGe Cylindrical 6000

10 Two-stage SiGe Trapezoidal 4500
11 Two-stage Bi2Te3 Square 3540
12 Two-stage Bi2Te3 Cylindrical 5940
13 Two-stage Bi2Te3 Trapezoidal 8940
14 Two-stage SiGe+Bi2Te3 Square 3780
15 Two-stage SiGe+Bi2Te3 Cylindrical 6240
16 Two-stage SiGe+Bi2Te3 Trapezoidal 7140
17 Segmented SiGe+Bi2Te3 Square 1920
18 Segmented SiGe+Bi2Te3 Cylindrical 2100

3.7. Effect of Soldering Layers

Table 6 shows the effect of soldering layers on maximum power, maximum efficiency,
and maximum thermal stress of the thermoelectric module. For the same range of operating

209



Symmetry 2020, 12, 786

temperature difference, the Bi2Te3 material showed higher thermal stress compared to the SiGe
material. Hence, soldering layers were only provided on the thermoelectric legs constructed with
the Bi2Te3 material [4]. In order to investigate the effect of the soldering layers, the single stage
arrangement of the thermoelectric module with the square prism legs and the Bi2Te3 material as well
as the two-stage arrangement of the thermoelectric module with the square prism legs and the Bi2Te3

material are compared with and without soldering layers. In addition, the two-stage arrangement
with square prism legs with the SiGe+Bi2Te3 material is also compared with and without soldering
layers. In the case of the SiGe+Bi2Te3 material with the soldering layers, the second stage of the Bi2Te3

material is provided with soldering layers. Addition of the soldering layers reduces the thermal
stress compared to the corresponding same configuration without soldering layers. The soldering
layers experience most of the deformation compared to the other parts of the thermoelectric module
and sometimes undergo plastic deformation. Hence, excessive thermal stress on the thermoelectric
legs are reduced because the larger effect of the thermal stress is absorbed by the soldering layers.
The thickness of the soldering layers is very small; hence, the resistance offered is a small contribution
to the total effective resistance of the thermoelectric module. Therefore, the soldering layers have no
significant effect on maximum power or maximum efficiency. The melting point temperature of the
soldering layers is 185 ◦C; hence, various configurations of the thermoelectric module with soldering
layers are operated at a maximum hot junction temperature below 185 ◦C. Therefore, a comparison of
configurations of the thermoelectric module provided with and without soldering layers was done for
temperature difference of 150 ◦C. Maximum stress for the various configurations with the soldering
layers were considered only for the thermoelectric legs, not the entire thermoelectric module, as is
shown in Table 6.

Table 6. Effect of soldering layers on various performance parameters.

Arrangements Material
Maximum

Power-Theoretical
(W)

Maximum
Power-Numerical

(W)

Maximum
Efficiency-Numerical

(%)

Maximum
Stress-Numerical

(GPa)

Single stage Bi2Te3 0.0233 0.0230 3.7805 0.163
Single stage (SL) Bi2Te3 0.0279 0.0270 3.7486 0.022

Two-stage Bi2Te3 0.0091 0.0089 3.3790 0.212
Two-stage (SL) Bi2Te3 0.0104 0.0101 3.2696 0.024

Two-stage SiGe+Bi2Te3 0.0111 0.0109 2.7764 0.283
Two-stage (SL) SiGe+Bi2Te3 0.0120 0.0115 2.6337 0.151

SL means soldering layer.

4. Conclusions

The behavior of maximum power, maximum efficiency, and maximum thermal stress was
investigated numerically and theoretically for a thermoelectric module with various combinations of
leg geometry, material, segmentation, and two-stage arrangement. From the conducted numerical and
theoretical analysis, the following critical observations are summarized:

(a) For all configurations of the thermoelectric module, the numerically predicted values of maximum
power and maximum efficiency were validated at ±5% error and the numerically predicted values
of maximum stress were validated at ±7% error with their theoretical values, respectively.

(b) For the same arrangement and the same material, leg geometries with the same volume and
same base area have a negligible effect on maximum power and maximum efficiency. However,
the cylindrical legs showed lower values of maximum stress than that of the square prism and
trapezoidal legs.

(c) For the same arrangement and leg geometry, the SiGe+Bi2Te3 material for the thermoelectric
module showed higher maximum power and maximum efficiency than the other individual
materials. The thermal stress of the thermoelectric module with the SiGe+Bi2Te3 material was
higher than those of the thermoelectric module with the SiGe and Bi2Te3 materials. In addition,
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the intensity of stress in the thermoelectric module with the SiGe+Bi2Te3 material could be
reduced by using soldering layers without affecting maximum power and maximum efficiency.

(d) The segmented arrangement of the thermoelectric module showed a higher maximum power
and maximum efficiency and lower maximum stress in all combinations of the thermoelectric
module. Therefore, the segmented arrangement of the thermoelectric module with cylindrical leg
geometry and a combination of SiGe+Bi2Te3 materials was selected as the optimum configuration
for the thermoelectric module with maximum power of 0.73 W, maximum efficiency of 13.2%,
and maximum thermal stress of 0.69 GPa.
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Nomenclature

A Leg cross-sectional area (m2)
E Yong modulus (GPa)
→

E Electric field intensity (N/C or V/m)

Ha Heat absorbed (W)
Itheoretical,opt Theoretical optimum current (A)
Inumerical,opt Numerical optimum current (A)
→

J Electric current intensity (A/ m2)

K Curvature (m−1)
k1 Thermal conductivity of segment 1 (W/m ◦C)
k2 Thermal conductivity of segment 2 (W/m ◦C)
L Leg length (m)
Ptheoretical,max Theoretical maximum power (W)
Pnumerical,max Numerical maximum power (W)
p Peltier coefficient (V)
R Internal resistance (Ω)

Requivalent Equivalent resistance (Ω)

RL External load resistance (Ω)

TH Hot junction temperature (◦C)
TC Cold junction temperature (◦C)
T Average temperature (◦C)
∆T Temperature difference (◦C)
∇T Temperature gradient
Vtheoretical,opt Theoretical optimum voltage (V)
Vnumerical,opt Numerical optimum voltage (V)
ZT Figure of Merit
Zc Coordinate (m)
ZequivalentT Equivalent Figure of Merit
α Seebeck coefficient (V/K)
ηtheoretical,max Theoretical maximum efficiency
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ηnumerical,max Numerical maximum efficiency
ρp Electrical resistivity of p-type (Ω m)
ρn Electrical resistivity of n-type (Ω m)
σp Electrical conductivity of p-type (Ω−1 m−1)
σn Electrical conductivity of n-type (Ω−1 m−1)
αequivalent Equivalent Seebeck coefficient (V/K)
α1 Seebeck coefficient of segment 1 (V/K)
α2 Seebeck coefficient of segment 2 (V/K)
ρ1 Electrical resistivity of segment 1 (Ω m)
ρ2 Electrical resistivity of segment 2 (Ω m)
σv von-Mises stress (GPa)
σT and σi j Thermal stress (i, j = 1,2,3) (GPa)
σxx Normal stress in longitudinal direction (GPa)
αT Coefficient of thermal expansion (K−1)
ε Strain
εn Normal strain
v Poisson’s ratio
∇∅ Electrical potential gradient
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Abstract: The present study elaborates the suitability of the artificial neural network (ANN)
and adaptive neuro-fuzzy interface system (ANFIS) to predict the thermal performances of the
thermoelectric generator system for waste heat recovery. Six ANN models and seven ANFIS models
are formulated by considering hot gas temperatures and voltage load conditions as the inputs to
predict current, power, and thermal efficiency of the thermoelectric generator system for waste heat
recovery. The ANN model with the back-propagation algorithm, the Levenberg–Marquardt variant,
Tan-Sigmoidal transfer function and 25 number of hidden neurons is found to be an optimum model
to accurately predict current, power and thermal efficiency. For current, power and thermal efficiency,
the ANFIS model with pi-5 or gauss-5-membership function is recommended as the optimum model
when the prediction accuracy is important while the ANFIS model with gbell-3-membership function
is suggested as the optimum model when the prediction cost plays a crucial role along with the
prediction accuracy. The proposed optimal ANN and ANFIS models present higher prediction
accuracy than the coupled numerical approach.

Keywords: adaptive neuro-fuzzy interface system; artificial neural network; current; power; thermal
efficiency; thermoelectric generator system; waste heat recovery

1. Introduction

In the last two decades, the researches on waste heat recovery technologies have been increased
to diminish the global energy crisis [1]. The thermoelectric generators are the evolving technology
for the waste heat recovery due to its non-polluting and silent operational characteristics [2]. The
thermoelectric generators convert the thermal energy into the electricity using the Seebeck effect of
semiconductor materials [2]. The automobile vehicles are the heavy consumers of the fossil fuel and
approximately 30%–40% of heat is lost as the vehicle exhaust [3]. The significant research works have
been done on the applications of the thermoelectric generators in the automobile vehicle for waste
heat recovery. However, the low conversion efficiency of the thermoelectric generators restricts their
commercialization in the automobile field [3]. To improve the performance of the thermoelectric
generators in the waste heat recovery of the automobile vehicles, the hot heat exchanger is provided
with various internal structures in the form of fins, inserts and protrusions.

Wang et al. have proved that the dimpled surface hot heat exchanger enhances the power output
of the thermoelectric generator by 173.60% and reduces the pressure drop by 20.57% compared to
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inserted fins hot heat exchanger [3]. Niu et al. have recommended that the baffles should be installed
in front of the thermoelectric modules and the baffle angle should be increased in the flow direction
to enhance the performance of the thermoelectric generator and to reduce the pressure drop [4]. Liu
et al. and Quan et al. have proved that the chaos shaped internal structure in the heat exchanger
improves the power output and thermal performance of the automotive thermoelectric generators [5,6].
Luo et al. have improved the performance of the thermoelectric generators by proposing the heat
exchanger with hotter side converges towards the inward [7]. Nithyanandam et al. have proposed that
the metal foam-based heat exchanger shows 5.7 to 7.8 times higher power output than that without the
metal foam for automobile waste heat recovery [8]. Cao et al. have proved that the heat pipe with
insertion depth of 60 mm and gas flow direction of 15o enhances the open circuit voltage, maximum
power and maximum power density of the automotive thermoelectric generator system by 7.5, 10.17
and 15.49%, respectively [9]. He et al. have shown that the plate type heat exchanger shows the
maximum conversion efficiency of 5% for the louvered fins and 4.5% for the smooth and offset strip
fins, respectively [10]. Lu et al. have proved that the hot heat exchanger configurations with uniform
winglet vortex and non-uniform winglet vortex show higher power output of the thermoelectric
generator than the hot heat exchanger without fins [11]. Rana et al. have the generated maximum
power of 79.02 W by designing the heat exchanger with 0.08 m length, 1 m height, 4 mm gap size
and 50 thermoelectric modules [12]. Suter et al. have proposed 1 kW thermoelectric stack with the
counterflow parallel plate heat exchanger and 127 pairs of thermoelectric modules to convert the
geothermal reservoir heat to electricity using the optimized stack volume of 0.0021 m3 and optimized
the conversion efficiency of 4.2% [13]. Zhao et al. have showed that the application of intermediate
fluid improves the maximum power output and generation efficiency of the automotive thermoelectric
generator system [14,15]. Lu et al. have shown that 1-inlet 2-outlet heat exchanger has improved the
performance characteristics compared to 2-inlet 2-outlet and empty cavity heat exchangers [16].

The conducted literature review concludes that the numerous experimental and numerical
studies have been demonstrated on the thermoelectric generator system for waste heat recovery. The
experimental study on the thermoelectric generator system for waste heat recovery shows that the
energy imbalance results into the excessive loss within the system and improper insulation results
in heat loss from the system to the environment. In addition, the thermocouples embedded into the
thermoelectric generator system for waste heat recovery show measuring errors in the temperatures
of various parts of the system, and manufacturing complexity arises due to non-uniform material
properties. The numerical study on the thermoelectric generator system for waste heat recovery
requires the powerful computational devices which involve higher computational time and higher
computational cost. In the last few years, the artificial intelligence techniques have a secured position as
the effective prediction tools to predict and optimize the performances of the various physical system.
The artificial intelligence techniques are the most efficient tools to accurately predict the performance
of the thermoelectric generator system for waste heat recovery and diminish the limitations of the
corresponding experimental and numerical approaches. Dheenamma et al. have shown the artificial
neural network models to predict the overall heat transfer coefficient, friction factors of hot and cold
fluids, and effectiveness of the plate type heat exchanger by considering the Reynolds number of hot
and cold fluids, Prandtl numbers of hot and cold fluids and the concentration of the cold fluid as the
input conditions [17]. Angeline et al. have formulated the artificial neural network to predict the
performance parameters of open circuit voltage, maximum power and matched load resistance of the
thermoelectric generator for various hot side temperatures. The predicted results from the artificial
neural network are found within 3% error with the corresponding experimental results [18,19].

The application of the artificial neural network and adaptive neuro-fuzzy interface system for the
performance prediction of the thermoelectric generator system for waste heat recovery has not been
investigated. Therefore, six ANN models with various combinations of training variants, transfer functions
and the number of hidden neurons as well as seven ANFIS models with various combinations of types of
membership functions and the number of membership functions are formulated. The developed ANN
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and ANFIS models predict the current, power and thermal efficiency of the thermoelectric generator
system for waste heat recovery under the hot gas inlet temperatures and voltage load conditions.

2. Experimental Set-Up

The experimental set-up of the thermoelectric generator system for waste heat recovery is shown in
Figure 1. The thermoelectric generator system for waste heat recovery is designed with heat exchanger,
four cold fluid channels and 12 thermoelectric modules. The hot gas passes through the heat exchanger
and the cold-water flows through the cold fluid channels. The thermoelectric modules are arranged
between the heat exchanger body and the cold fluid channel to utilize the temperature difference
between the hot gas and cold water. The thermoelectric modules convert the temperature difference
of the hot gas and cold water into power using the Seebeck effect [20]. The heat exchanger and the
cold fluid channels are constructed with aluminum material, whereas the thermoelectric modules are
constructed with the skutterudite material. The heat exchanger is comprised of the frame with straight
fins and guide fins in the inlet and outlet diffuser sections to enable the uniform distribution of the hot
gas. The cold fluid channels are provided with the internal fins structure to enable the uniformity of
water. Four cold fluid channels with two at the top of the heat exchanger and two at the bottom of
the heat exchanger are arranged with three modules between each channel and heat exchanger. The
thermoelectric generator system for waste heat recovery is installed in the airtight chamber filled with
the argon gas at the pressure of 1 × 105 Pa. The electric heater supplies the hot gas at the required
temperature using the thermostat controller. The mass flow rate of the hot gas is measured by the
mass flow indicator with an accuracy of ±0.5% installed near the thermostat controller. The airtight
vacuum chamber provides the constant temperature and pressure controlled by the chamber pressure
regulator. In addition, the chamber pressure regulator indicates the inlet and outlet temperatures of
the hot gas. The constant temperature chiller supplies the cold water to the cold fluid channels at the
required temperature and pressure. The mass flow rate of the water is measured by the mass flow
indicator with an accuracy of ±0.5% installed on a tube which transfers the cold water from chiller to
the cold fluid channels. The temperatures of the hot gas at the inlet and outlet of the heat exchanger,
temperatures of the cold water at the inlet and outlet of the cold fluid channels, temperatures of
the thermoelectric modules and the chamber are measured using nine K-type thermocouples with
an accuracy ±0.1 ◦C. The thermocouples are connected to a KEYSIGHT 34970A data logger with an
accuracy of ±0.1% for monitoring the temperatures continuously. The thermoelectric modules are
connected to the KIKUSUI PLZ334L electronic loader to record the current, voltage and power data
with time. The accuracy of the electronic loader is ±0.1%, ±0.2% and ±0.6% for the current, voltage
and power measurements, respectively.
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The uncertainties of various measuring instruments and the measurement errors are considered in
the experimental data. The temperature, mass flow rate, voltage, current, power and thermal efficiency
are the experimentally predicted output data. Thus, uncertainties of the temperature, mass flow
rate, voltage and current as the independent parameters are calculated with errors of the measuring
instruments. The uncertainties of the power and thermal efficiency as the dependent parameters
are calculated based on the linearized fraction approximation as shown by Equation (1) [21]. The
uncertainties in the temperature, mass flow rate, voltage, current, power and thermal efficiency are
showed as ±0.24%, ±0.76%, ±1.27%, ±1.19%, ±1.74% and ±1.91%, respectively:

wr = [(
∂R
∂x1

w1)
2 + (

∂R
∂x2

w2)
2 + · · ·+ (

∂R
∂xn

wn)
2]

1
2 (1)

Here, R is the dependent parameter, wr is the uncertainty in the dependent parameter, x1, x2, . . . xn are
the independent parameters and w1, w2, . . . wn are the uncertainties in the independent parameters.

3. Numerical Method

The numerical analysis is conducted on the physical domain of the thermoelectric generator
system for waste heat recovery. The physical domain of the thermoelectric generator system for
waste heat recovery is comprised of the heat exchanger, cold fluid channels, thermoelectric modules
and fluid domains of the hot gas and water. The coupled numerical approach comprises the CFX
and the thermal electric solvers of ANSYS 19.1 commercial software is used to predict the current,
power and thermal efficiency of the thermoelectric generator system for waste heat recovery [4]. The
continuity, momentum, energy and thermoelectric coupling equations are solved using the coupled
numerical approach. The boundary conditions for solving governing equations are shown in Table 1.
The experimental voltage conditions with time are used as the high potential voltage conditions for
the numerical analysis. The low potential voltage is set to 0 V to ensure the flow of current from the
high potential to the low potential of the thermoelectric module. The tetrahedrons mesh structure
and fluid domains are used to solve the governing equations because of the complex geometrical
structures of the thermoelectric generator system for waste heat recovery with the presence of fins
and sharp corners. To verify the convergence of the predicted results, the grid dependency test is
carried out for five different grid element numbers. Figure 2 shows the grid dependency test for
the simulated power and thermal efficiency of the thermoelectric generator system for waste heat
recovery. As shown in Figure 2, the simulated power and thermal efficiency values are converged
within ±1% above a grid element number of 11,431,310. Therefore, considering the computational
time and the computational cost, the grid element number of 11,431,310 is selected as the final mesh
configuration for the thermoelectric generator system for waste heat recovery to predict its current,
power and thermal efficiency numerically. In numerical analysis, the density, specific heat, thermal
conductivity and dynamic viscosity of the hot gas are set as 1.19 kg/m3, 1005 J/k·◦C, 0.026 W/m·K and
1.8 × 10−4 kg/m·s, respectively. The density, specific heat, thermal conductivity and dynamic viscosity
of the water are set as 997 kg/m3, 4182 J/kg·◦C, 0.607 W/m·K and 8.9 × 10−4 kg/m·s, respectively. For
skutterudite, the density, specific heat and thermal conductivity are used as 7598 kg/m3, 350 J/kg·◦C
and 3.4 W/m·K, respectively. In addition, the Seebeck coefficient is set as 142.8 µV/K for p-leg and
−183.5 µV/K for n-leg [22]. The continuity, momentum and energy equations are expressed with
Equations (2) to (5) [23].

Continuity Equation
∂ρ

∂t
+∇·(ρU) = 0 (2)

Momentum Equation

∂(ρU)

∂t
+∇·(ρU ×U) = −∇p +∇τ+ SM (3)
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Stress tensor τ is expressed in terms of strain rate as follows:

τ = µ(∇U + (∇U)T
−

2
3
δ∇·U) (4)

Energy equation
∂(ρh)
∂t

+∇·(ρUh) = ∇·(λ∇T) + τ : ∇U + SE (5)

where ρ is the density (kg/m3), U is the average velocity (m/s), ∇ is the nabla operator, p is the static
pressure (Pa), τ is the stress tensor, SM is the momentum source, µ is the dynamic viscosity (Pa·s), h is
the enthalpy (J), λ is the thermal conductivity (W/m·K) and SE is the energy source.

To deal with the turbulence of the hot gas and cold water, the k-ε turbulence model [3] is used
with Equations (6) and (7):

∂(ρuik)
∂xi

=
∂
∂xi

[(
v +

vt

σk

)
∂k
∂xi

]
+ Pk − ρε (6)

∂(ρuiε)

∂xi
=

∂
∂xi

[(
v +

vt

σε

)
∂ε
∂xi

]
+ ρC1Sε− ρC2

ε2

k +
√

vε
(7)

where ui is the velocity component, k is the turbulence kinetic energy, xi is the cartesian co-ordinates, vt

is the turbulent eddy viscosity, σk is 1 based on reference [3], σε is 1.2 based on reference [3], Pk is the
shear production of the turbulent kinetic energy, ε is the dissipation rate of the turbulence energy and
S is the modulus of the mean rate of the strain tensor.

The thermoelectric coupling equations [24] of Equations (8) and (9) are calculated:

∇·(p·
→

J ) −∇·(k·∇T) =
→

J ·
→

E (8)

∇·(σ·α·∇T) +∇·(σ·∇∅) = 0 (9)

where p is the Peltier coefficient (V),
→

J is the electric current intensity (A/m2), k is the thermal

conductivity (W/m·K), ∇T is the temperature gradient,
→

E is the electric field intensity (V/m), σ is the
electrical conductivity (Ω−1

·m−1), α is the Seebeck coefficient (V/K), and∇∅ is the electric potential (J/C).
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Table 1. Boundary conditions.

Parameter Value

Hot gas (air) inlet temperature (◦C) 315.12, 419.26, 521.7, 621.61
Coolant (water) inlet temperature (◦C) 30

Hot gas (air) mass flow rate (kg/s) 0.018
Coolant (water) mass flow rate (kg/s) 0.075

High potential voltage (V) 0 to 10 V
Low potential voltage (V) 0

4. Artificial Intelligence Models

4.1. Artificial Neural Network (ANN) Modelling

The artificial neural network is the replica of the biological neural network which could be used
for the optimization, simulation, modeling, forecasting and performance prediction of various physical
systems [25]. The nonlinear relationship between the input and output variables with larger number
of data points could be mapped efficiently using the ANN technique [25]. The ANN consists of three
layers with the input layer, output layer and one or more than one hidden layer with a suitable number
of neurons in each layer [25,26]. The number of neurons in the input layer is equal to the number of
input parameters and number of neurons in the output layer is equal to number of output parameters.
The number of hidden layers and hidden neurons are decided based on the training error [27]. The
neurons of one layer are connected to the other layer using weights and the single weight value is
assigned between two neurons [28]. The ANN structure with three layers and various numbers of
neurons in each layer is trained using suitable training algorithm [29]. The training algorithm consists
of the back-propagation algorithm, training variants and transfer functions [26]. For the training, the
maximum training error and the maximum number of epochs are decided. During the training, the
weight values get adjusted to predict the desired values of output parameters. If the error between the
predicted output and the actual output is lower than the decided training error, the training is stopped;
otherwise, further training is done to achieve the desired output [30]. The neural network structure
with the desired prediction accuracy is selected as the optimum neural network structure.

In this study, six ANN models are developed to predict the performances of the thermoelectric
generator system for waste heat recovery. Figure 3 shows the formulated ANN structure to predict the
performance of thermoelectric generator system for waste heat recovery. The hot gas inlet temperature
and voltage load conditions are considered as the inputs to the ANN models for predicting the current,
power and thermal efficiency of the thermoelectric generator system for waste heat recovery. The
back-propagation training algorithm is used to train the six ANN models. The six models are the
combinations of three training variants of Levenberg–Marquardt (LM), Scaled Conjugate Gradient
(SCG) and Pola–Ribiere Conjugate Gradient (CGP), and two transfer functions of Tan-Sigmoidal and
Log-Sigmoidal and number of hidden neurons (N) of 10, 15, 20, and 25. The maximum number of
epochs is set to 1000 and the maximum training error is set to 10−6 for training to confirm the prediction
accuracy of the tested model for the thermoelectric generator system for waste heat recovery. The
experiments are conducted on the thermoelectric generator system for waste heat recovery at the hot
gas inlet temperatures and voltage load conditions to collect the data for training. A total of 931 data
points of the input and output parameters are used to train the six models. For each ANN model, the
training is done until the error becomes steady and the outputs predicted by that trained model are
recorded. The predicted output values of the current, power and thermal efficiency are compared
with the corresponding experimental values based on three statistical parameters of the coefficient
of determination (R2), root mean square error (RMSE), and coefficient of variance (COV). The ANN
model with the highest value of R2 and the lowest values of RMSE and COV, respectively, is selected
as the optimum ANN model to predict the current, power and thermal efficiency of the thermoelectric
generator system for waste heat recovery for the hot gas inlet temperatures range of 315.12 to 621.61 ◦C
and voltage load conditions range of 0 to 10 V.
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4.2. Adaptive Neuro-Fuzzy Interface System Modelling (ANFIS)

The ANFIS is one of the artificial intelligence techniques which is the combination of ANN and
fuzzy logic [30]. The nonlinear relationship between the input and output parameters with a larger
number of data points could be established accurately using ANFIS [30]. Like ANN, the ANFIS is also
used to predict and optimize the performances of the various physical systems [31]. The input and
output parameters needed to be related are imported in the ANFIS model in the form of neurons. The
data of each input and output parameter are shown in the form of various membership functions [31].
The type of membership function and number of membership functions are decided based on the
variation trend of the input and output data. The types of membership functions in the ANFIS model
are triangular, trapezoidal, gbell, gauss, gauss2, pi, dsig and psig [32]. In the ANFIS model, the input
and output data are connected by rules with the statements by showing the relationship between the
input and output data. The prediction of the output values for the various input conditions are decided
based on the rules. The ANFIS structure is trained using two algorithms of the back-propagation and
hybrid [33]. The maximum number of epochs and maximum error are set for the training of an ANFIS
model. During the training of ANFIS, the rules get adjusted to predict the desired output of the various
physical systems like solar systems. The training is continued until the desired accuracy is achieved.
The ANFIS model with the prediction value closest to the actual output is selected as the optimum
model [33]. The output variables are predicted from the optimum ANFIS model by importing the
input variables into the rule viewer [34].

Figure 4 shows the structure of formulated ANFIS model to predict the performance of the
thermoelectric generator system for waste heat recovery. The selected ANFIS model type is a
Takagi–Sugeno which has n number of inputs with only one output prediction [35]. Hence, in the
present ANFIS model, two input parameters of voltage and temperature are connected to one output
parameter of current, power and thermal efficiency. Seven ANFIS models are formulated to predict the
performances of the thermoelectric generator system for waste heat recovery and predict the current,
power and thermal efficiency of the thermoelectric generator system for waste heat recovery with
the hot gas temperatures and high potential voltage conditions. Seven membership functions of the
triangular, trapezoidal, gauss, gauss2, gbell, pi and dsig are used to formulate the ANFIS models, and
each ANFIS model is formulated with one type of the membership function. In each ANFIS model,
each type of membership function is used with the number of sets of 2, 3, 4 and 5. The ANFIS models
are trained for the same experimental data with sets of 931 data points used to train the ANN models.
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All ANFIS models are trained using the back-propagation algorithm for the maximum epochs of 1000
and maximum error of 10−6. The ANFIS models are trained until the training error becomes steady.
Once the training error converges, the output values are predicted in the rule viewer by importing the
input conditions of hot gas temperature and voltage conditions. The predicted values of the current,
power and thermal efficiency by each ANFIS model are compared with the corresponding experimental
values using three statistical parameters of R2, RMSE and COV. The ANFIS model with the optimum
values of three statistical parameters is considered as the best model to predict the current, power and
thermal efficiency of the thermoelectric generator system for waste heat recovery under the influence
of various hot gas inlet temperatures and voltage conditions.
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5. Data Reduction

The power generated by the thermoelectric modules [36] is expressed with Equation (10):

P = VI (10)

where P is the power (W) of the thermoelectric modules, V is the voltage (V) and I is the current (A).
The thermal efficiency of the thermoelectric generator system for waste heat recovery could be

calculated with Equation (11) as the ratio of the power generated by the thermoelectric modules (P) to
the heat transfer through the thermoelectric modules (

.
Q) [36]:

ηth =
P
.

Q
× 100% (11)

where ηth is the thermal efficiency (%) of the thermoelectric generator system for waste heat recovery
and

.
Q is the heat transfer (W) through the thermoelectric modules. The heat transfer through the

thermoelectric modules [37] is calculated using the Fourier’s law of heat conduction as shown by
Equation (12):

.
Q =

KA
t

∆T (12)

where K is the thermal conductivity (W/m·K), A is the surface area (m2), t is the module thickness (m)
and ∆T is the temperature difference (◦C) of the thermoelectric module.
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The coefficient of determination (R2), root mean square error (RMSE) and coefficient of variance
(COV) are calculated using Equations (13)–(15), respectively [38]:

R2 = 1−

∑n
m=1 (Xpre,m −Ymea,m)

2∑n
m=1 (Ymea,m)

2 (13)

RMSE =

√∑n
m=1 (Xpre,m −Ymea,m)

2

n
(14)

COV =
RMSE∣∣∣Ymea

∣∣∣ × 100 (15)

where R2 is the coefficient of determination, RMSE is the root mean square error, COV is the coefficient
of variance, n is the number of data points, Xpre,m is predicted the value of the output parameter at
data point m, Ymea,m is the experimental (actual) value of output parameter at data point m and Ymea is
the average value at all experimental data points.

6. Results and Discussion

6.1. Experimental Outputs of Current, Power and Thermal Efficiency

The current, power and thermal efficiency as the performance parameters of the thermoelectric
generator system for waste heat recovery are experimentally tested with the hot gas inlet temperatures
of 315.12 ◦C, 419.26 ◦C, 521.70 ◦C and 621.61 ◦C and the voltage load range of 0 to 10 V. During the
experiments, the voltage load is varied with time for each hot gas inlet temperature. Two experimental
data sets for the development of a numerical method, ANN models and ANFIS models are considered
as the training data set and testing data set of the thermoelectric generator system for waste heat
recovery. The training data set (first) with variations of the current, power and thermal efficiency of
thermoelectric generator system for waste heat recovery for hot gas inlet temperatures of 315.12 ◦C,
419.26 ◦C, 521.70 ◦C and 621.61 ◦C and voltage load range of 0 to 10 V is selected and the testing data
set (second) with the variation of current, power and thermal efficiency of thermoelectric generator
system for waste heat recovery for hot gas inlet temperature of 419.26 ◦C and voltage load range of 0 to
5.5 V is selected based on the experiments.

Figure 5 shows the variations of the current, power and thermal efficiency for the training and
testing data sets. For all hot gas inlet temperatures, the current of the thermoelectric generator system
for waste heat recovery is linearly decreased and the power and thermal efficiency of the thermoelectric
generator system for waste heat recovery show the parabolic variations with the voltage load of range
0 to 10 V for the training data set and 0 to 5.5 V for the testing data set, respectively. The current, power
and thermal efficiency of the thermoelectric generator system for waste heat recovery increase with the
increase of the hot gas inlet temperature from 315.12 ◦C to 621.61 ◦C. Therefore, the maximum and
average values of the current, power and thermal efficiency of the thermoelectric generator system for
waste heat recovery are increased with the increase of the hot gas inlet temperature. For the training
data set, the maximum current of 4.1, 7.13, 9.42 and 10.95 A and average current of 2.28, 3.90, 4.99 and
5.95 A, the maximum power of 3.40, 9.75, 17.55 and 24.8 W and average power of 1.94, 5.93, 11.10 and
15.22 W and the maximum efficiency of 1.28, 2.16, 2.87 and 3.39% and average efficiency of 0.72, 1.30,
1.81 and 2.07% are selected experimentally at the hot gas inlet temperatures of 315.12 ◦C, 419.26 ◦C,
521.70 ◦C and 621.61 ◦C, respectively. For the testing data set, the hot gas inlet temperature of 419.26 ◦C
is the same as the training data set, but the voltage load condition is different with time as shown in
Figure 5. Thus, for the testing data set at the hot gas inlet temperatures of 419.26 ◦C, the maximum
current is 8.1 A and the average current is 4.41 A. The maximum power is 11.4 W and the average
power is 6.95 W. The maximum efficiency is 2.35% and the average efficiency is 1.43%. As a result, the
current, power and thermal efficiency of the thermoelectric generator system for waste heat recovery
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at the hot gas inlet temperature of 419.26 ◦C are different for the training and testing data sets because
of the different voltage loads.Symmetry 2020, 12, x FOR PEER REVIEW 10 of 30 
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6.2. Prediction Results from the Numerical Method

The numerical simulation of the thermoelectric generator system for waste heat recovery at the
hot gas inlet temperatures of 419.26 ◦C, cold water temperature of 30 ◦C, hot gas mass flow rate of
0.018 kg/s and cold-water mass flow rate of 0.075 kg/s is performed. From the numerical simulation of
the thermoelectric generator system for waste heat recovery with various boundary conditions of the
hot gas and cold water, the hot and cold surfaces of the thermoelectric modules are simulated.

The temperature of the hot gas decreases with the direction from the inlet to the outlet of the
heat exchanger, but the temperature of the cold water increases as the cold water flows from the
inlet to the outlet of the cold-water channel. This is because the hot gas transfers the heat and the
cold water absorbs the heat from the thermoelectric modules. Therefore, the hot surface and cold
surface temperatures of the thermoelectric module are varied with locations because the temperature
distributions of the hot gas and cold water depend on the locations.

The temperature distributions of the hot and cold surfaces of the thermoelectric modules with
locations (x and y coordinates) at the hot gas inlet temperature of 419.26 ◦C are showed in Figure 6.
Figure 6 shows the temperature distributions of the hot and cold surfaces of the top six thermoelectric
modules and the corresponding bottom six thermoelectric modules. In addition, the hot surface
temperatures of the thermoelectric module near the inlet of the heat exchanger show higher than those
of the thermoelectric modules near the outlet of the heat exchanger. Thus, the current, power and
thermal efficiency results of the thermoelectric generator system for waste heat recovery are simulated
using the temperature distributions of the hot and cold surfaces of the thermoelectric modules and the
voltage load conditions of the testing data set.
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The comparisons of experimental and numerical results of the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery for the testing data set are
shown in Figure 7. The error between the experimental and numerical values for the current of the
thermoelectric generator system for waste heat recovery is validated within 2% except for the initial
and end voltage conditions. In addition, the error between the experimental and numerical results for
the power and thermal efficiency of the thermoelectric generator system for waste heat recovery is
validated within 4% except for the initial and end voltage conditions.

The accuracy of numerical method for the current, power and thermal efficiency of the
thermoelectric generator system for waste heat recovery is shown in Table 2. The numerical results
of the current, power and thermal efficiency of the thermoelectric generator system for waste heat
recovery show a good agreement with the corresponding experimental results [3]. The selection
of the accurate boundary condition, meshing configuration with conduction and inflation effects,
discretization method and suitable solver result in closer agreement between the numerical and
experimental results of the thermoelectric generator system for waste heat recovery. Therefore, the
experimental approach of the thermoelectric generator system for waste heat recovery with high
manufacturing and installation costs, higher complexity and higher level of efforts could be replaced
with a numerical approach of the thermoelectric generator system for waste heat recovery.
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Table 2. The accuracy of numerical method for the current, power and thermal efficiency.

Parameter R2 RMSE COV

Current 0.99865 0.18633 4.22614
Power 0.99992 0.07032 1.01243

Thermal efficiency 0.99992 0.01422 0.99102

6.3. Training and Testing Data Sets for ANN and ANFIS Models

Figure 5 shows the training and testing data sets used to develop the ANN and ANFIS models
of the thermoelectric generator system for waste heat recovery. Using these experimental data of
both the hot gas inlet temperature and voltage condition as the input parameters and the current,
power and thermal efficiency as the output parameters of the thermoelectric generator system for
waste heat recovery, six ANN models and seven ANFIS models are formulated. As the training data
set for training the ANN and ANFIS models of the thermoelectric generator system for waste heat
recovery, a total of 931 data points of the mixtures of 225 data points at the hot gas inlet temperature of
315.12 ◦C, 234 data points at the hot gas inlet temperature of 419.26 ◦C, 236 data points at the hot gas
inlet temperature of 521.70 ◦C and 236 data points at the hot gas inlet temperature of 621.61 ◦C are
deducted from the experimental study. The training for the considered ANN and ANFIS models is
stopped when the training error converges. The converged training errors for the considered ANN
and ANFIS models are shown in Figure 8. To check the reliability and accuracy of the trained ANN
and ANFIS models of the thermoelectric generator system for waste heat recovery, the additional
experiment for obtaining the testing data set of 100 data is conducted at the hot gas inlet temperature
of 419.26 ◦C with the different voltage loads.
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Figure 8. The converged training errors for (a) ANN and (b) ANFIS models of thermoelectric generator
system for waste heat recovery.

The current, power and thermal efficiency of the thermoelectric generator system for waste heat
recovery are predicted by ANN and ANFIS models for the hot gas inlet temperature of 419.26 ◦C
and voltage loads of the testing data set. The predicted current, power and thermal efficiency of the
thermoelectric generator system for waste heat recovery from the ANN and ANFIS models for the
testing data set are compared with the corresponding experimental data of the testing data set. Based
on the degree of closeness between the experimental and predicted results of the current, power and
thermal efficiency of the thermoelectric generator system for waste heat recovery with ANN and
ANFIS models, the optimum ANN and ANFIS models with higher prediction accuracy are decided.

6.4. Prediction Results from ANN Models

The comparison of experimental and ANN predicted results of the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using an LM-TanSig algorithm
with the various numbers of the hidden neurons is shown in Figure 9a. The increase of the hidden
neurons number from 10 to 25 increases the prediction accuracy of the ANN model with an LM-TanSig
algorithm. The values of R2, RMSE and COV of LM-TanSig algorithm with 25 hidden neurons are
0.99998, 0.02163 and 0.49061, respectively for the current, 0.99997, 0.04111 and 0.59192, respectively, for
the power and 0.99996, 0.01050 and 0.73183, respectively, for the thermal efficiency.
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The comparison of experimental and ANN predicted results of the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using an LM-LogSig algorithm
with the various numbers of the hidden neurons is shown in Figure 9b. The ANN model for the current
and thermal efficiency of the thermoelectric generator system for waste heat recovery with LM-LogSig
algorithm and 25 hidden neurons shows the peak prediction accuracy and this prediction accuracy
decreases in an order with LM-LogSig algorithm of 20, 15 and 10 hidden neurons, respectively. The
values of R2, RMSE and COV for LM-LogSig algorithm and 25 hidden neurons are 0.99998, 0.02370
and 0.53755, respectively for the current and 0.99994, 0.01225 and 0.85347, respectively for the thermal
efficiency. For the power of the thermoelectric generator system for waste heat recovery, LM-LogSig
algorithm with 20 hidden neurons shows higher prediction accuracy than that with 25, 15 and 10 hidden
neurons, respectively. The values of R2, RMSE and COV for LM-LogSig algorithm with 20 hidden
neurons are 0.99997, 0.04632 and 0.66686, respectively for the power.

The comparison of experimental and ANN predicted results of the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using SCG-TanSig algorithm
with the various numbers of the hidden neurons is shown in Figure 9c. The ANN model for the
current of the thermoelectric generator system for waste heat recovery with SCG-TanSig algorithm
and 25 hidden neurons shows the peak prediction accuracy and this prediction accuracy decreases
in an order with SCG-TanSig algorithm of 10, 25 and 15 hidden neurons, respectively. The values of
R2, RMSE and COV for SCG-TanSig algorithm with 25 hidden neurons are 0.99992, 0.04524, 1.02613,
respectively for the current of the thermoelectric generator system for waste heat recovery. The
power and thermal efficiency of the thermoelectric generator system for waste heat recovery using the
SCG-TanSig algorithm with 20 hidden neurons shows higher prediction accuracy than that with 10, 25
and 15 hidden neurons, respectively. The values of R2, RMSE and COV for SCG-TanSig algorithm with
20 hidden neurons are 0.99971, 0.13652 and 1.96554, respectively, for the power and 0.99929, 0.04377
and 3.05105, respectively, for the thermal efficiency.

The comparison of experimental and ANN predicted results of the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using an SCG-LogSig algorithm
with the various numbers of the hidden neurons is shown in Figure 9d. The prediction accuracy for the
current of the thermoelectric generator system for waste heat recovery with the SCG-LogSig algorithm
decreases with 25, 15, 20 and 10 hidden neurons. The values of R2, RMSE and COV for SCG-LogSig
algorithm with 25 hidden neurons are 0.99996, 0.03138 and 0.71178, respectively, for the current. The
prediction accuracy for the power of the thermoelectric generator system for waste heat recovery with
SCG-LogSig algorithm decreases with 15, 10, 25 and 20 hidden neurons but prediction accuracy for the
thermal efficiency of the thermoelectric generator system for waste heat recovery with SCG-LogSig
algorithm decreases with 15, 25, 10 and 20 hidden neurons. The values of SCG-LogSig with 15 hidden
neurons are 0.99980, 0.11376 and 1.63783, respectively, for the power and 0.99958, 0.03359 and 2.34133,
respectively, for the thermal efficiency.

The comparison of experimental and ANN predicted results of current, power and thermal efficiency
of the thermoelectric generator system for waste heat recovery using the CGP-TanSig algorithm with
various numbers of hidden neurons is shown in Figure 9e. The prediction accuracy of the thermoelectric
generator system for waste heat recovery with the CGP-TanSig algorithm decreases with 20, 25, 10, and
15 hidden neurons for the current but 20, 10, 15 and 25 hidden neurons for the power, respectively. The
values of R2, RMSE and COV for CGP-TanSig algorithm with 20 hidden neurons are 0.99989, 0.05377
and 1.21965, respectively, for the current and 0.99945, 0.18629 and 2.68213, respectively, for the power.
In addition, the prediction accuracy for the thermal efficiency of the thermoelectric generator system
for waste heat recovery using CGP-TanSig algorithm with 25 hidden neurons is the most accurate and
decreases with 15, 20 and 10 hidden neurons, respectively. The values of CGP-TanSig algorithm with 25
hidden neurons are 0.99875, 0.05805 and 4.04596, respectively, for the thermal efficiency.

The comparison of experimental and ANN predicted results of current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using the CGP-LogSig
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algorithm with various numbers of hidden neurons is shown in Figure 9f. The CGP-LogSig algorithm
with 25 hidden neurons predicts current values of the thermoelectric generator system for waste heat
recovery closer to the corresponding experimental current values of the thermoelectric generator
system for waste heat recovery with R2, RMSE and COV values of 0.99989, 0.05354 and 1.21437,
respectively. The CGP-LogSig algorithm with 20, 15, and 10 hidden neurons shows the decreasing
order of prediction accuracy for the current of the thermoelectric generator system for waste heat
recovery. The CGP-LogSig algorithm with 15, 20, 25 and 10 hidden neurons, respectively, shows
the decreasing order of prediction accuracy for the power of the thermoelectric generator system for
waste heat recovery and CGP-LogSig algorithm with 15, 25, 10 and 20 hidden neurons, respectively,
shows the decreasing order of prediction accuracy for the thermal efficiency of the thermoelectric
generator system for waste heat recovery. The R2, RMSE and COV values for CGP-LogSig algorithm
with 15 hidden neurons are 0.99953, 0.17188 and 2.47463, respectively, for power and 0.99848, 0.06391
and 4.45470, respectively, for the thermal efficiency.

The comparison of ANN models with various combinations of the training variants, transfer
functions and number of the hidden neurons is shown. The combination of LM training variant with
TanSig and LogSig transfer functions and all numbers of the hidden neurons show better accuracy than
that of SCG and CGP training variants with TanSig and LogSig transfer functions and all numbers of
hidden neurons to predict current, power and thermal efficiency of the thermoelectric generator system
for waste heat recovery. In particular, the ANN model with LM-TanSig training algorithm and 25 hidden
neurons shows the best prediction accuracy [29,39] and is suggested as the optimum model for predicting
the current, power and thermal efficiency of the thermoelectric generator system for waste heat recovery
for the hot gas temperature ranges of 315.12 to 621.61 ◦C and voltage load ranges of 0 to 10 V. The
accuracy of the current, power and thermal efficiency of the thermoelectric generator system for waste
heat recovery using the ANN model with the LM-TanSig algorithm and 25 hidden neurons are 0.99998,
0.99997 and 0.99996, respectively, as shown in Table 3. Table 3 shows the prediction accuracy of the
optimum ANN model with the LM-TanSig algorithm and various numbers of the hidden neurons for the
current, power and thermal efficiency of the thermoelectric generator system for waste heat recovery.
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Figure 9. The comparison of experimental and ANN predicted results of current, power and
thermal efficiency for (a) LM-TanSig algorithm, (b) LM-LogSig algorithm, (c) SCG-TanSig algorithm,
(d) SCG-LogSig algorithm, (e) CGP-TanSig algorithm, and (f) the CGP-LogSig algorithm with various
numbers of hidden neurons.

Table 3. The prediction accuracy of optimum ANN model with LM-TanSig algorithm and various
numbers of hidden neurons for current, power and thermal efficiency.

Parameter Number of Hidden Neurons R2 RMSE COV

Current 10 0.99986 0.06013 1.36373
15 0.99997 0.02578 0.58476
20 0.99998 0.02507 0.56860
25 0.99998 0.02163 0.49061

Power 10 0.99977 0.12180 1.75370
15 0.99993 0.06769 0.97459
20 0.99993 0.06609 0.95152
25 0.99997 0.04111 0.59192

Thermal efficiency 10 0.99809 0.07170 4.99773
15 0.99983 0.02126 1.48165
20 0.99981 0.02277 1.58688
25 0.99996 0.01050 0.73183

6.5. Prediction Results from ANFIS Models

The comparison of experimental and ANFIS predicted results of the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using the triangular
membership function is shown in Figure 10a. The triangular with 4-membership function shows
higher prediction accuracy with R2, RMSE and COV of 0.99998, 0.02209 and 0.50106, respectively
and the prediction accuracy decreases in order of triangular with 5-, 2- and 3-membership functions
for the current of the thermoelectric generator system for waste heat recovery. For the power of the
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thermoelectric generator system for waste heat recovery, the triangular with 4-membership function
shows a good agreement with the experimental results with R2, RMSE and COV of 0.99973, 0.13024 and
1.87522, respectively. The prediction accuracy of the triangular with 5- and 3-membership functions
shows a good agreement within ±5%, but the prediction accuracy of the triangular with 2-membership
function shows over ±15% from the corresponding experimental which are not a permissible limit.
In the case of the thermal efficiency of the thermoelectric generator system for waste heat recovery using
the triangular with 4-membership function shows the peak prediction accuracy and this prediction
accuracy decreases in an order with the triangular with 5- and 3-membership functions. The values
of R2, RMSE and COV for the thermal efficiency of the thermoelectric generator system for waste
heat recovery using the triangular with 4-membership function are 0.99968, 0.02955 and 2.05980,
respectively. The thermal efficiency of the thermoelectric generator system for waste heat recovery
using the triangular with a 2-membership function shows the errors over ±15% from the corresponding
experimental thermal efficiency as shown in Figure 10a.

The comparison of experimental and ANFIS predicted results of the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using trapezoidal membership
function is shown in Figure 10b. The prediction accuracy for the current and power of the thermoelectric
generator system for waste heat recovery using the trapezoidal with 5-membership function shows the
best. The values of R2, RMSE and COV for the trapezoidal with 5-membership function are 0.99998,
0.02333 and 0.52922, respectively, for the current and 0.99982, 0.10528 and 1.51577, respectively, for
the power. In the case of the thermal efficiency of the thermoelectric generator system for waste heat
recovery, the trapezoidal with a 4-membership function shows higher prediction accuracy than the
trapezoidal with 5-membership function and the values of R2, RMSE and COV for the trapezoidal with
4-membership function are 0.99978, 0.02424 and 1.68948, respectively, for thermal efficiency. However,
the current, power and thermal efficiency predicted by the trapezoidal with 2- and 3-membership
functions show the errors above ±15% from the experimental which are not within permissible limit.

The comparison of experimental and ANFIS predicted results of the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using a gbell membership
function is shown in Figure 10c. The prediction accuracy of the gbell with a 4-membership function
for the current of the thermoelectric generator system for waste heat recovery shows the best and
decreases with 5-, 3- and 2-membership functions. The values of R2, RMSE and COV for gbell with
4-membership function are 0.99998, 0.02266 and 0.51393, respectively, for the current. For the power
and thermal efficiency of the thermoelectric generator system for waste heat recovery, the gbell with
3-membership function shows a better agreement than gbell with 5- and 4-membership functions. The
values of R2, RMSE and COV for gbell with 3-membership function are 0.99996, 0.04812 and 0.69281,
respectively, for the power but 0.99994, 0.01241 and 0.86506, respectively for the thermal efficiency.
However, the prediction accuracy of the power and thermal efficiency of the thermoelectric generator
system for waste heat recovery using gbell with a 2-membership function show the errors above ±15%
from the corresponding experimental which are not the permissible limit.

The comparison of experimental and ANFIS predicted results of the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using a gauss membership
function is shown in Figure 10d. For the current, power and thermal efficiency of the thermoelectric
generator system for waste heat recovery, the prediction accuracy of the gauss with a 5-membership
function shows the best and decreases with 4-, 3- and 2-membership functions. The values of R2, RMSE
and COV for the gauss with 5-membership function are 0.99998, 0.02165 and 0.49110, respectively for
the current, 0.99997, 0.04429 and 0.63770, respectively, for the power and 0.99997, 0.00911 and 0.63516,
respectively, for the thermal efficiency. However, the current, power and thermal efficiency of the
thermoelectric generator system for waste heat recovery using gauss with 2-membership function
show the errors above ±15% from the corresponding experimental which are not a permissible limit.

The comparison of experimental and ANFIS predicted results of the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using a gauss 2-membership
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function is shown in Figure 10e. For the current and thermal efficiency of the thermoelectric generator
system for waste heat recovery, the gauss2 with 4-membership function shows higher prediction
accuracy than gauss2 with a 5-membership function, but the gauss2 with 5-membership function
shows higher prediction accuracy than gauss2 with 4-membership function for the power. The
values of R2, RMSE and COV for the gauss2 with 4-membership function are 0.99998, 0.02377 and
0.53902, respectively, for the current and 0.99992, 0.01437 and 1.0012, respectively, for the thermal
efficiency. In addition, the values of R2, RMSE and COV for gauss2 with a 5-membership function are
0.99992, 0.06965 and 1.00285, respectively, for the power. However, the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using gauss2 with 2- and
3-membership function show the errors above ±15% from the corresponding experimental which are
not the permissible limit.

The comparison of experimental and ANFIS predicted results of current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using a pi membership
function is shown in Figure 10f. For the current, power and thermal efficiency of the thermoelectric
generator system for waste heat recovery, the pi with 5-membership function shows higher prediction
accuracy than pi with a 4-membership function. The values of R2, RMSE and COV for pi with a
5-membership function are 0.99998, 0.02469 and 0.55991, respectively, for the current, 0.99997, 0.04029,
and 0.58006, respectively, for the power and 0.99997, 0.00931, and 0.64890, respectively, for the thermal
efficiency. However, the current, power and thermal efficiency of the thermoelectric generator system
for waste heat recovery using pi with 2 and 3-membership functions show the errors above ±15% from
the corresponding experimental which are not a permissible limit.

The comparison of experimental and ANFIS predicted results of current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery using a dsig membership
function is shown in Figure 10g. For the current of the thermoelectric generator system for waste
heat recovery, dsig with a 4-membership function shows higher prediction accuracy than dsig with
a 5-membership function. In addition, for the power and thermal efficiency of the thermoelectric
generator system for waste heat recovery, dsig with a 5-membership function shows higher prediction
accuracy than dsig with 4-membership function. The values of R2, RMSE and COV for dsig with a
4-membership function are 0.99998, 0.02360 and 0.53534, respectively, for the current. In addition, the
values of R2, RMSE and COV for dsig with a 5-membership function are 0.99990, 0.07853 and 1.13067,
respectively, for the power and 0.99989, 0.01704 and 1.18732, respectively, for the thermal efficiency.
However, the current, power and thermal efficiency of the thermoelectric generator system for waste
heat recovery using dsig with 2 and 3-membership functions show the errors above ±15% from the
corresponding experimental, which are not a permissible limit.

The same number of the membership functions results in almost the same prediction cost. As the
number of the membership functions increases, it results in a higher prediction cost. When the
prediction accuracy plays a crucial role, the ANFIS model with a pi-5-membership function or a
gauss-5-membership function could be recommended to predict the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery [40]. The prediction accuracy
of the ANFIS model for the current, power and thermal efficiency is shown in Table 4a for pi membership
function and Table 4b for gauss membership function, respectively. When the prediction cost plays a
crucial role, the ANFIS model with gbell-3-membership function could be suggested to predict the
current, power and thermal efficiency of the thermoelectric generator system for waste heat recovery as
shown in Table 4c. Table 4c shows the prediction accuracy of an ANFIS model with a gbell membership
function for the current, power and thermal efficiency of the thermoelectric generator system for waste
heat recovery. The proposed ANFIS model with pi-5 or gauss-5 and gbell-3 show better prediction
accuracy than the coupled numerical approach for the current, power and thermal efficiency of the
thermoelectric generator system for waste heat recovery [41].
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 5 0.99998 0.02469 0.55991 
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 3 0.71781 4.22023 60.7620 
 4 0.99994 0.05948 0.85635 
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Figure 10. The comparison of experimental and ANFIS predicted results of current, power and
thermal efficiency for (a) triangular membership function, (b) trapezoidal membership function,
(c) gbell membership function, (d) gauss membership function, (e) gauss2-membership function, (f) pi
membership function, and (g) dsig membership function.

Table 4. (a) The prediction accuracy of ANFIS model with pi membership function for current, power
and thermal efficiency; (b) The prediction accuracy of ANFIS model with a gauss membership function
for current, power and thermal efficiency; (c) The prediction accuracy of ANFIS model with a gbell
membership function for current, power and thermal efficiency.

(a)

Parameter Number of Membership Functions R2 RMSE COV

Current 2 0.94053 1.23658 28.0468
3 0.96078 1.00416 22.7752
4 0.99997 0.02852 0.64682
5 0.99998 0.02469 0.55991

Power 2 0.83830 3.19468 45.9964
3 0.71781 4.22023 60.7620
4 0.99994 0.05948 0.85635
5 0.99997 0.04029 0.58006

Thermal efficiency 2 0.87063 0.58791 41.1021
3 0.96815 0.29262 20.3952
4 0.99994 0.01257 0.87619
5 0.99997 0.00931 0.64890
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Table 4. Cont.

(b)

Parameter Number of Membership Functions R2 RMSE COV

Current 2 0.99250 0.43925 9.96247
3 0.99998 0.02366 0.53671
4 0.99998 0.02254 0.51116
5 0.99998 0.02165 0.49110

Power 2 0.88660 2.67538 38.5195
3 0.99957 0.16457 2.36942
4 0.99988 0.08667 1.24784
5 0.99997 0.04429 0.63770

Thermal efficiency 2 0.88430 0.55769 38.8710
3 0.99967 0.03002 2.09204
4 0.99996 0.01056 0.73603
5 0.99997 0.00911 0.63516

(c)

Parameter Number of Membership Functions R2 RMSE COV

Current 2 0.99997 0.02820 0.63965
3 0.99998 0.02432 0.55166
4 0.99998 0.02266 0.51393
5 0.99998 0.02325 0.52728

Power 2 0.88847 2.65317 38.1999
3 0.99996 0.04812 0.69281
4 0.99990 0.08003 1.15220
5 0.99996 0.04865 0.70043

Thermal efficiency 2 0.90510 0.50507 35.2033
3 0.99994 0.01241 0.86506
4 0.99984 0.02086 1.45405
5 0.99987 0.01848 1.28804

Additionally, the developed ANN and ANFIS models could accurately predict the performances
like the current, power and thermal efficiency of the thermoelectric generator system for waste heat
recovery with less computational time and cost because the experimental and coupled numerical
approaches could be expensive and time consuming. Therefore, the proposed methodology to develop
the ANN and ANFIS models could be applicable to accurately predict the performances of the various
physical systems like solar based systems, refrigeration systems, heat exchanger systems, thermoelectric
coolers, etc.

7. Conclusions

The coupled numerical approach is investigated to predict the current, power and thermal
efficiency of the thermoelectric generator system for waste heat recovery. Six ANN and seven
ANFIS models are developed to predict the current, power and thermal efficiency of the thermoelectric
generator system for waste heat recovery using the hot gas inlet temperatures and the voltage conditions
as the inputs. Six ANN models with combinations of three training variants of Levenberg–Marquardt
(LM), Scaled Conjugate Gradient (SCG) and Pola–Ribiere Conjugate Gradient (CGP), two transfer
functions of Tan-Sigmodal and Log-Sigmoidal and the number of hidden neurons of 10, 15, 20 and 25
are compared. Seven ANFIS models are compared with seven types of the membership functions of
triangular, trapezoidal, gauss, gauss2, gbell, pi and dsig, and the number of the membership functions
of 2, 3, 4 and 5. The optimum ANN and ANFIS models are proposed from the comparison with
experimental data using three statistical parameters of the coefficient of determination (R2), root
mean square error (RMSE) and coefficient of variance (COV). The ANN model with back-propagation
algorithm, Levenberg–Marquardt training variant, Tan-Sigmoidal transfer function, and 25 hidden
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neurons is suggested as the optimum model based on optimum values of statistical parameters for the
prediction of the current, power and thermal efficiency of the thermoelectric generator system for waste
heat recovery. The ANFIS model with gbell membership function in a number of sets of 3 is suggested
as the optimum model based on optimum values of statistical parameters to predict the current,
power and thermal efficiency of the thermoelectric generator system for waste heat recovery with low
prediction cost and acceptable prediction accuracy. The ANFIS model with pi or gauss membership
function in the number of sets of 5 is suggested as the optimum model based on optimum values
of statistical parameters to predict the current, power and thermal efficiency of the thermoelectric
generator system for waste heat recovery with higher prediction accuracy. The optimum ANN and
ANFIS models show better prediction of the current, power and thermal efficiency of the thermoelectric
generator system for waste heat recovery with low computational time and cost than the coupled
numerical approach.
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Abstract: Internal short circuit in lithium-ion battery by penetrating element leads to exothermic
behavior due to accumulated heat. In the present study, investigations are conducted on the thermal
behavior of the LIR2450 micro coin cell haivng capacity of 120 mAh, with internal short circuit by
penetrating element. The experimental coin cell discharge study was conducted and validated with
numerical study within ±5.0%. The effect of penetrating element size, location of penetrating element,
state of charge, discharge rate, short-circuit resistance, and heat transfer co-efficient on maximum coin
cell temperature and heat generation rate are analyzed. The penetrating element diameters of 0.5, 1.0,
1.5, 2.0, 2.5, 3.0, and 3.5 mm are considered. The effect of initial state of charge (SOC) is considered
with 100%, 80%, 60%, and 40%. Three locations for penetrating element are considered with the
center, the middle of the radius, and on the edge of the coin cell radius. The different discharge rates
of 1C, 2C, 3C, and 4C are considered. The higher-penetrating element size of 3.5 mm with location
at the center of the coin cell with 100% SOC showed maximum heat generation rate and maximum
temperature of the coin cell. In addition, the optimum value of the dimensionless heat generation
rate is obtained at dimensionless short-circuit resistance. The study provides comprehensive insights
on the thermal behavior of the lithium-ion cell during thermal abuse condition with internal short
circuit by penetrating element.

Keywords: heat generation; internal short; lithium-ion; nail penetration; temperature; thermal abuse

1. Introduction

Lithium-ion batteries (LIBs) are extensively used in various applications, including from small-scale
portable electronics to large-scale application in electric vehicles, along with other applications in
the field of drones, airplanes, and robots [1]. LIBs have shown efficient and practical applications in
domestic as well as hand-held devices [2]. The LIBs are preferred over other chemistries owing to their
strong advantages of high-energy density, low self-discharge, fast charging ability, enhanced cycle life,
among many other advantages [3].

However, LIBs are likely to fail in case of over-charging and over-discharging with the possibility
of a severe accident in case of overheating or internal-external short circuit [4]. The thermal abuse
of LIBs can be caused by penetration, external-short, overheating, or over-charge [5]. In the case
of a thermal abuse incident, the available chemical energy in LIBs rapidly converts to heat energy,
generating a large amount of heat with the possibility of thermal runaway—fire accompanied by the
occasional explosion [6]. Owing to high-energy density and flammable components, LIBs are prone to
safety issues. Physical abuse of LIBs could lead to a temperature rise to the levels of 100 to 150 ◦C,
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which could trigger cascading exothermic electrochemical reactions along with chemical disintegration,
resulting in the rise of temperature to the levels of 500 ◦C in a few seconds. Although many safety
methods, including effective cooling, have been installed, several cases of hazards have been reported
over the years [7,8]. The recent events of LIB failure events leading to fire and explosion accidents
have focused research attention on LIB safety [9]. For example: iPod caught fire due to overheated
LIB [10] and three fire accidents of Boeing 747 at different locations [11]. Although, recently, LIB safety
issues have received attention due to increased instances of hazards in electrical vehicle application,
the safety concerns were admitted for many years [12,13].

In the case of continuous increase of temperature, rapid reactions start to occur. At around 110 ◦C,
the graphite anode reacts with the electrolyte solvent. At around 165 ◦C, cathode material decomposes
and releases oxygen. At around 180 ◦C, electrolyte solvent decomposes, and flammable components
undergo combustion leading to thermal runaway [14]. The mechanical abuse in terms of penetration,
or crush leading to thermal abuse, is an important safety concern and has received increased attention
in recent years [15]. In many applications, the overheating and overcharge is controlled as a safe
temperature and cut-off voltage are maintained. However, mechanical abuse leading to a short circuit
is a challenging threat, as LIB can be subjected to crushing or metal penetration in unpredictable
situations, such as accidents. The penetration provides a low-resistance path, drawing extremely high
levels of currents with a rapid discharge of available chemical energy and simultaneously converting it
into thermal energy. In the absence of resistive load, with the short circuit providing a low-resistance
path, the energy is dissipated as joule heat, resulting in a rapid temperature increase [16].

Chen et al. developed an electro-thermal model to investigate the thermal performance during
normal discharge and internal short circuit. The authors investigated the effect of an internal short
circuit at the center of the battery on the temperature rise of the battery, and suggested that the increasing
thermal conductivity of a separator can be an effective method to reduce the heat accumulation at the
location of the internal short circuit [17]. Shi et al. conducted an experimental study on the exothermic
behavior of LIB under mechanical abuse and suggested that dibenzylamine (DBA) could be used to
prevent thermal runaway. The authors suggested that under normal conditions DBA does not affect
the battery performance, and during mechanical abuse, DBA is released, which increases electrolyte
resistivity preventing thermal runaway [18]. Vyroubal et al. presented a finite element model of
nail penetration into the lithium-ion battery and showed that shorting resistance has a significant
influence on the cell electrochemical-thermal process of batteries [19]. Noelle investigated internal short
circuit on LIB by conducting direct current internal resistance, extremal shorting, and nail penetration
experiment, and presented an electrolyte resistance model with experimental validation [20]. Fang et
al. developed a 3D electrochemical-thermal model for internal short in Li-ion cell, and predicted that
discharge rate was higher in Anode-Aluminum short as compared to Anode-Cathode owing to lower
short resistance [21]. Mao et al. investigated the failure mechanism of the lithium-ion battery during
nail penetration tests and presented the influence of penetration position and depth on temperature of
the jelly-roll-type cylindrical cell. The authors pointed out that maximum temperature was observed
when the nail was penetrated at the center of the cylindrical cell with the region of thermal runaway
covering the entire cell. According to the micro short-circuit cell model presented by authors, if the
temperature reaches between 90–120 ◦C, heat can spread to whole battery. However, reactions cannot
lead to thermal runaway due to the unavailability of oxygen. But if the temperature reaches up to more
than 233 ◦C, then the separator shrinks, thus leading to a larger short-circuit area, with the start of a
reaction between cathode and electrolyte releasing a large amount heat and combustion byproducts
in terms of gases [22]. Zao et al. conducted external and internal short circuit tests on batteries with
different capacities. The authors showed that for external short test, with lower internal resistance,
heat was accumulated between clamps and battery tabs, whereas, in case of nail penetration, heat
accumulation increases with battery capacity and may catch fire. The authors suggested hydrogel-based
thermal management to prevent thermal runaway [23]. There are few studies on how to mitigate the
effect of internal short circuit and prevent thermal runaway. For example, Wang et al. suggested a
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modified current collector with surface-notch, instead of a flat current collector, leading to a negligible
temperature increase associated with internal sorting [24]. However, safety concerns still remain for
the accumulation of large amounts of heat leading to thermal runaway in LIB during internal short
circuit, and more understanding is still needed of the thermal behavior of LIB during internal shorting.

The goal of the present study is to investigate the thermal abuse behavior of the LIR2450 coin
cell with internal short circuit by penetrating element. The experimental coin cell discharge study is
conducted and validated with numerical study within ±5.0%. The effect of penetrating element size,
location of penetrating element, state of charge (SOC), discharge rate, short-circuit resistance, and
heat transfer coefficient on maximum temperature and heat generation rate are presented. The study
provides comprehensive insights on the thermal behavior of LIBs during thermal abuse condition with
internal short circuit by penetrating element.

2. Experimental Study

Figure 1 shows the schematic for the experimental study. The LIB under consideration is the
LIR2450 coin cell with 120 mAh capacity, and the specifications of the coin cell are presented in Table 1.
The coin cell was connected to KIKUSUI electronic load PLU-150 for evaluating and maintaining
current, voltage, and power. The discharge test of the coin cell was conducted under constant current
condition. The coin cell was fully charged to 4.2 V and discharge tests were conducted with a cut-off

voltage of 2.75 V. The thermocouple was attached to a coin cell positive tab for measuring the surface
temperature. The second thermocouple was attached to measure the ambient temperature. All the
experiments were conducted in a room set at a constant temperature. The temperature of the room
was controlled and kept constant at 25 ◦C. The details of the equipment used in the experimental study
are presented in Table 2.
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Table 1. The thermal and electrical properties of the 120 mAh LIR2450 coin cell.

Specifications Values

Cathode material LiCoO2
Anode material Graphite

Nominal capacity (mAh) 120
Mass (g) 5

Specific heat capacity (J/kg·K) 1000
Internal resistance (mΩ) ≤400

Density (kg/m3) 1940
Thermal conductivity (W/m-K) 18.2

Geometry specifications
Diameter (mm) 24.5

Height (mm) 5

Table 2. Equipment details.

Equipment Parameter Specifications

KIKUSUI electronic load PLU-150 Operating voltage 1.5 to 150 V

Current range 300 mA to 30 A

Maximum power 150 W

GL820 Data logger Operating range −200 ◦C leq TS leq 400 ◦C

Constant temperature and humidity control room Temperature range − 30 TO 60 ◦C

Humidity range 30% to 95% RH

The measured parameter uncertainty is presented based on the accuracy of the instrument.
The measured parameters were voltage, current, and temperature. The accuracy for current
measurement was calculated based on Equation (1). The maximum uncertainty in measuring
current was 0.45%. The accuracy of the voltage measurement was calculated based on Equation
(2). The maximum uncertainty in voltage measurement was 0.08%. The accuracy in temperature
measurement was calculated based on Equation (3). The maximum uncertainty in temperature
measurement was 1.25%.

IU = ±(0.2% of set + 0.2% of full scale) + Vin/500kΩ (1)

VU = ±(0.2% of set + 0.2% of full scale) (2)

TU = ±(0.1% of reading + 0.5◦C) (3)

3. Numerical Model

The numerical model was developed using the MSMD (multi-scale multi-dimensional) model of
Ansys Fluent [25]. The LIR2450 coin cell was modeled with radius of 24.5 mm and height of 5 mm.
The mesh was generated with 107,478 nodes and 99,552 elements. The geometry and meshing images
are provided in Figure 2. The current density, jEch, was calculated from Equation (4), proposed by
Newman, Tiedemann, Gu, and Kim (NTGK) [26] as follows:

jEch =
Qnominal
Qre f Vol

Y(U −V) (4)

where V is battery cell voltage; Qnominal is the battery capacity in Ampere hours; Qref is the battery
capacity used in the experiments to obtain Y and U. Y and U are LIB depth of discharge functions.
In the present study, discharge tests were conducted at different constant currents to obtain Y and
U functions. The obtained Y and U are fitting parameters with functions of depth of discharge in
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Equations (5) and (6), as initially suggested by Gu et al. [27]. The values obtained by curve fitting for
the 120 mAh LIR2450 coin cell battery are presented in Table 3.

U = a0 + a1(DOD)1 + a2(DOD)2 + a3(DOD)3 + a4(DOD)4 + a5(DOD)5 (5)

Y = b0 + b1(DOD)1 + b2(DOD)2 + b3(DOD)3 + b4(DOD)4 + b5(DOD)5 (6)
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Table 3. Experimental values for co-efficient of U and Y functions.

Co-Efficient of U Values Co-Efficient of Y Values

a0 4.167186 b0 0.923942
a1 −1.12224 b1 −7.07927
a2 1.522472 b2 37.43602
a3 −3.46622 b3 −87.1731
a4 5.954965 b4 90.32512
a5 −3.55203 b5 −34.5455

The thermal- and electrical-coupled field equation for battery operation were solved using
Equations (7)–(9) [25], where σ+ and σ− are electrical conductivities of the positive and negative
electrode, respectively; φ+ andφ− phase potentials for the positive and negative electrodes, respectively;
jECh and

.
qshort represent volumetric current transfer rate and heat due to electrochemical reaction,

respectively; jshort and
.
qshort represent current transfer rate and heat generation during internal short

circuit, respectively. ρ, k, and T represent density, thermal conductivity, and temperature, respectively.

∂ρCpT
∂t

= −∇ · (k∇T) = σ+
∣∣∣∇φ+

∣∣∣2 + σ−
∣∣∣∇φ−∣∣∣2 + .

qECh +
.
qshort (7)

∇ · (σ+∇φ+) = −( jECh − jshort) (8)

∇ · (σ−∇φ−) = jECh − jshort (9)

In Equation (10), Qnominal and Qref are the same as the reference battery parameters and are
estimated through experimentation. The electrochemical reaction heat was calculated as given in
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Equation (11). The first term (U−V) in Equation (11) [25] represents heat generated due to overpotential,
and the second term is related to heat generated due to entropic heating.

jECh =
Qnominal
Qre f Vol

Y[U −V] (10)

.
qECh = jEch

[
U −V − T

dU
dT

]
(11)

During the normal operation of LIB battery, the cathode and anode are separated by separators,
which is generally thin polymer material. The separator prevents the direct contact of positive and
negative electrodes. In the event of short circuiting, as a result of penetration or crash, the separator
gets damaged, which results in a secondary current along with regular current flowing through tabs.
The transfer short current density is computed from Equation (12). The heat generated by internal
short circuit is computed by volumetric contact resistance (rc/a), where rc is contact resistance and a is
the specific area of the electrode, as shown in Equation (13) [23].

jshort = a(φ+ −φ−)/rc (12)

.
qshort = a(φ+ −φ−)

2/rc (13)

4. Results and Discussion

The results present the effect of various parameters on the thermal behavior of the coin cell with
internal short circuit caused by penetrating element. The numerical model is used to simulate the
thermal behavior of the penetrating element before the coin cell reaches 150 ◦C [17]. Thermal runaway
behavior, including material decomposition, is not included in the present study. The focus of the
present study is to analyze the thermal abuse behavior due to internal short circuit before the coin cell
temperature reaches thermal runaway [17]. The experimental study was conducted at a 1C discharge
rate, with a fully-charged coin cell, at a controlled ambient temperature of 25 ◦C. A battery specific
model was developed with U and Y as functions of depth of discharge, using experimental voltage,
current, and temperature data with the parameter estimation tool. For all numerical simulations in the
present study, the developed model parameters were treated as reference model parameters.

4.1. Validation

The Y and U functions were developed as a function of depth of discharge and these functions were
curve fitted using the experimental study. The experimental study was conducted at a 1C discharge
rate, with a fully-charged coin cell at 4.2 V, with a discharge cut-off voltage of 2.75 V. The results of
voltage and temperature from the developed numerical model were compared with the experimental
study, as shown in Figure 3. Similar trends were observed for the experimental and numerical studies
for voltage and temperature profiles. The maximum deviation for the voltage and temperature results
of numerical models, as compared to the experimental study, were within±5%, as shown in the Figure 3.
Thus, the developed numerical model is considered valid for conducting numerical simulations.
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4.2. Effect of Discharge Rate

The discharge rate of 1C discharges a fully-charged 100% SOC LIB in approximately 1 h. For the
safety and longevity of the battery life, the LIBs are advised to charge less than 100% and not to discharge
fully to 0% SOC. In simple terms, the continuous discharge rate indicates rate of energy extraction from
battery, whereby the higher the discharge rate, the higher the energy extraction rate will be. However,
during high-discharge output, LIBs suffer enhanced heat generation, which must be dissipated to
safely operate LIBs. Moreover, the batteries suffer performance degradation at extreme temperatures,
resulting in lower performance or sometimes malfunctioning. In this section, the effect of different
discharge rates during normal operation is compared to coin cell behavior with penetrating element.
Figure 4a shows the temperature profiles for different discharge rates and with penetrating element.
The trend is similar to the one observed by Vyroubal et al. [19]. As expected for normal discharge
tests, the temperature increases as the discharge rate of the coin cell is increased. For safety reasons,
the LIR2450 coin cell temperature must not exceed 60 ◦C during normal operation. Therefore, either the
discharge rate should be maintained low, or a high heat transfer co-efficient cooling system needs to be
provided. As the discharge rate increases from 1C to 4C, the maximum coin cell temperature increases
by 26.2 ◦C, and with the penetrating element the temperature increases by 84.0 ◦C. The temperature of
the coin cell with penetrating element increases sharply due to development of a secondary current at
the short-circuit site. Interestingly, the maximum temperature is observed at the center of the coin cell
in both cases—without penetrating element and with penetrating element at center.

The discharge of LIBs at different C-rates is associated with exothermic reactions. Moreover, the
heat generation rate is also dependent on the material of construction of electrodes and electrolyte.
In the present study, the LiCoO2 chemistry-based LIR2450 coin cell is considered. The in-depth heat
generation rate during normal charging–discharging has been previously studied [28]. Figure 4b shows
the heat generation rate variation with various discharge rates and penetrating element. For discharge
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rates of 1C and 2C, the total heat generation rate increases steadily, whereas for higher discharge
rates the heat generation rate spikes slightly. During the normal operation of LIBs, the major part of
heat is generated due to electrochemical reaction. Moreover, this heat generation is dependent on
operating temperature, as electrochemical reactions are very sensitive to temperature. The complexity
of electrochemical modeling arises as the continuous increase in temperature of the cell affects the
electrochemical reaction. In addition, for the cases involving thermal abuse caused by nail penetration
or crash, more complexity is added as LIB may behave abruptly, leading to fire or explosion, if thermal
runaway temperature is reached. As shown in Figure 4b, in the case of penetrating element, the heat
generation rate increases abruptly initially and then increases steadily. The abrupt increase in the heat
generation rate is attributed to the formation of a high-current density area at the site of penetrating
element, with very low resistance compared to battery internal resistance. In addition, the small
sub-peaks for heat generation observed during the discharge process are related to the phase change
influence of electrodes [28].

Figure 4c shows the voltage response of a coin cell when different discharge rates are employed
and compared with voltage response, with penetrating element of diameter 3 mm at 1C discharge rate.
For the normal operation of the coin cell, the voltage response shows a general trend. With penetrating
element, a discharge cut-off voltage of 2.75 V is reached at around 1200 s with 1C discharge. The rapid
attainment of a discharge cut-off voltage attributes to the flow of a secondary high-density current due
to an internal short circuit at the site of penetrating element. The results of maximum temperature, heat
generation rate, and voltage profiles of the coin cell at different discharge rates and with penetrating
element show that the discharge rate as well as penetration have a substantial effect on the thermal
behavior of the coin cell.
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4.3. Effect of Penetarting Element Size

In LIBs, the electrodes are separated by a thin separator. The separator prevents the direct contact
of electrodes. The electrodes and electrolytes are tightly packed, as in the case of the LIR2450 coin cell,
by positive and negative caps. The generally-used polymer separator has safety issues when combined
with high-density and high-capacity LIBs, because, during internal short circuit by penetration or
crash, the separator shrinks in volume due to heat, making the direct contact of electrodes possible,
which is a dangerous scenario [29]. The effect of different shapes of penetrating element on thermal
behavior have been studied previously with ellipsoid, flat, cone, and sphere shapes [6]. In the current
study, a cylindrical penetrating element in the battery active material (electrodes and electrolytes)
with different sizes were considered. The penetrating element with diameters of 0.5, 1.0, 1.5, 2.0, 2.5,
3.0, and 3.5 mm were considered. During the operation of battery with penetrating element, the
electrodes come into contact due to deformation and, subsequently, joule heat is produced at a very
high rate. The heat is transferred from the point of penetration to the whole battery by conduction,
and then to the outside by convection and radiation. In some cases, the high temperature activates
the chemical reactions leading to exothermic behavior, and the cell components, including electrolyte
and electrode, explode either from penetrating location or safety valve with flames [5]. The nail
penetration tests are characterized by a localized hotspot and the propagation of heat to the whole
battery through conduction [30]. Figure 5a shows the effect of the penetrating element size on the
maximum coin cell temperature. It is evident from Figure 5a that a large penetrating element produces
higher temperatures, and temperature continues increasing as the penetrating element size increases.
The maximum temperature of the coin cell increases by 103 ◦C as the penetrating element diameter
was increases from 0.5 to 3.5 mm. This thermal behavior, of a large increase in temperature for higher
penetrating element size, is associated with a large short-circuit area occurring during internal short
circuit, leading to a large cross-sectional area available for the flow of secondary current that developed
due to the short circuit (i.e., the short-circuit current is proportional to the square of the penetrating
element radius) [6]. In addition, a large penetrating element leads to a considerable reaction force and
a high-buckling displacement [6]. The thermal behavior due to accumulated heat with penetrating
element is closely related to battery internal resistance and contact resistance, which is a direct function
of penetrating element size (i.e., diameter) [31].

The heat generation rate increases rapidly at the start due to the internal short circuit for all the
cases of different diameters of penetrating element. The total heat generation rate is comprised of
heat due to ohmic source, heat due to electrochemical reaction source, and heat due to short-circuit
source. As the diameter of the penetrating element decreases, the heat due to the short circuit decreases,
as shown in Figure 5b. As the diameter of the penetrating element increases, the contribution of heat
due to the short circuit increases. The maximum total volumetric heat generation rate of 636,744.6 W/m3

is recorded for the penetrating element with diameter of 3.5 mm, whereas the maximum total heat
generation rate of 57,784.6 W/m3 is recorded for diameter of 0.5 mm. Figure 5c shows the voltage
response of a coin cell with different penetrating element sizes. It is seen from Figure 5c that as the
penetrating diameter increases, from 0.5 to 3.5 mm, the time to attain the discharge cutoff voltage of
2.75 V reduces. The coin cell with the penetrating element of 0.5 mm diameter attained a discharge
cut-off voltage of 2.75 V in 3270 s, whereas, for the penetrating element diameter of 3.5 mm only 780 s
was needed. The results of maximum temperature, heat generation rate, and voltage profiles of the coin
cell for different penetrating element diameters show that penetrating element size has a substantial
effect on the thermal behavior of a coin cell.
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4.4. Effect of Initial State of Charge

The state of charge is an indicator of usable energy available compared to maximum rated usable
energy. Figure 6a shows the effect of initial state of charge (SOC) on the maximum temperature of
the coin cell. The maximum temperature of the coin cell increased with the increase in the initial
SOC of the coin cell. Although temperature increased continuously for all SOC levels, the cases with
high initial SOC levels showed high temperatures owing to stable high currents for sufficiently long
periods [6]. Moreover, the rate of increase of temperature is slightly higher for low SOC level, because
the available energy depleted quickly in the case of low SOC levels. The maximum and minimum
temperatures of 113.5 and 67.7 ◦C are observed for 100% and 40% SOC levels, respectively. Similarly,
the continuous heat generation rate is maintained for long periods with higher SOCs leading to higher
temperatures, as shown in Figure 6b. The characteristic rapid rise of the heat generation rate at the start
is observed for all cases of SOCs. The maximum and minimum total heat generation rates of 472,707.2
and 340,656.4 W/m3 are observed for 100% and 40% SOC levels, respectively. The results of various
SOCs show that the thermal runaway temperature attainment is strongly dependent on the SOC level.
The results support the findings of Cai et al., which showed that chances of partially-charged LIBs (at
50% SOC or lower) to attain thermal runaway temperatures are rare during mechanical abuse [32].
The maximum temperature decreases as the SOC decreases. On the other hand, more energy is
produced for higher SOC levels, as visible for the area below the heat generation curve shown in
Figure 6a [31]. The thermal stability of LIB components is strongly dependent on SOC levels [33]. LIBs
operate based on the intercalation–deintercalation phenomenon, in which lithium-ion occupies porous
structures of cathodes or anodes during charging–discharging. As the level of lithiation in negative
electrodes increases, more lithium-ions are available for reactions that are exothermic in nature [34].
The exothermic reactions involving cathodes and electrolytes increase heat generation linearly with
the increase in the SOC level, which indicates that SOC levels can play an important role in the event
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of thermal runaway. This is experimentally shown by Mao et al., where batteries with 100% SOC were
burnt owing to thermal runaway, and low SOC level batteries with 0% and 50% were not burnt [22].

Besides this, other parameters, including battery type, battery design, components of active battery
material, battery shape, and size of battery, are key important factors that can affect the thermal behavior
of LIBs. Therefore, the SOC level effect with penetrating element on the thermal behavior of LIBs is
very specific, and may have different results (with above suggested parameters) for different batteries.
In addition, the temperature non-uniformity is dependent on the size of the battery under consideration.
In the present study, due to the compact size of the coin cell, the temperature non-uniformity study is
not considerably relevant. The initial rise of the heat generation rate is maximum for 100% SOC and
decreases as the SOC level decreases. Zao et al. discussed practical ways to prevent thermal runaway,
and ruled out the decrease of SOC as a practical option to prevent thermal runaway in the case of
nail penetration [31]. However, this strategy can be used for aircraft “cargo-only” transportation of
batteries, where SOC should be kept at less than 30% to prevent thermal runaway [35]. Figure 6c shows
the voltage response of the coin cell for different SOC levels. For different SOC levels, the initial voltage
is different [9]. For low SOC, the capacity depletes soon after the stable current is established, with the
attainment of a discharge cut-off voltage of 2.75 V. This results in a relatively less heat generation rate,
leading to a comparatively low temperature. The voltage curve trends are the same for all the cases of
SOC, as all other parameters are kept constant except SOC. The present model did not consider the
discussions on thermal runaway behavior for temperatures exceeding 128 ◦C, as thermal runaway
behavior including material decomposition is not included in the present study [6,36]. The results
of maximum temperature, heat generation rate, and voltage profile of the coin cell for different SOC
levels show that the initial SOC level has a substantial effect on the thermal behavior of the coin cell.

Symmetry 2020, 12, x FOR PEER REVIEW 13 of 23 

 

important role in the event of thermal runaway. This is experimentally shown by Mao et al., where 

batteries with 100% SOC were burnt owing to thermal runaway, and low SOC level batteries with 

0% and 50% were not burnt [22]. 

Besides this, other parameters, including battery type, battery design, components of active 

battery material, battery shape, and size of battery, are key important factors that can affect the 

thermal behavior of LIBs. Therefore, the SOC level effect with penetrating element on the thermal 

behavior of LIBs is very specific, and may have different results (with above suggested parameters) 

for different batteries. In addition, the temperature non-uniformity is dependent on the size of the 

battery under consideration. In the present study, due to the compact size of the coin cell, the 

temperature non-uniformity study is not considerably relevant. The initial rise of the heat generation 

rate is maximum for 100% SOC and decreases as the SOC level decreases. Zao et al. discussed 

practical ways to prevent thermal runaway, and ruled out the decrease of SOC as a practical option 

to prevent thermal runaway in the case of nail penetration [31]. However, this strategy can be used 

for aircraft “cargo-only” transportation of batteries, where SOC should be kept at less than 30% to 

prevent thermal runaway [35]. Figure 6c shows the voltage response of the coin cell for different SOC 

levels. For different SOC levels, the initial voltage is different [9]. For low SOC, the capacity depletes 

soon after the stable current is established, with the attainment of a discharge cut-off voltage of 2.75 

V. This results in a relatively less heat generation rate, leading to a comparatively low temperature. 

The voltage curve trends are the same for all the cases of SOC, as all other parameters are kept 

constant except SOC. The present model did not consider the discussions on thermal runaway 

behavior for temperatures exceeding 128 °C, as thermal runaway behavior including material 

decomposition is not included in the present study [6,36]. The results of maximum temperature, heat 

generation rate, and voltage profile of the coin cell for different SOC levels show that the initial SOC 

level has a substantial effect on the thermal behavior of the coin cell. 

 
(a) 

Figure 6. Cont.

257



Symmetry 2020, 12, 246

Symmetry 2020, 12, x FOR PEER REVIEW 14 of 23 

 

 
(b) 

 
(c) 

Figure 6. (a) Temperature profiles of the coin cell for different levels of initial state of charge. (b) Heat 

generation rate profiles of the coin cell for different levels of initial state of charge. (c) Voltage profiles 

of the coin cell for different levels of initial state of charge. 

4.5. Effect of the Location of the Penetrating Element 

The location of the penetrating element can have different effects on different types of batteries. 

In case of accidents, it is unpredictable as to how and where the battery will be impacted in terms of 

Figure 6. (a) Temperature profiles of the coin cell for different levels of initial state of charge. (b) Heat
generation rate profiles of the coin cell for different levels of initial state of charge. (c) Voltage profiles
of the coin cell for different levels of initial state of charge.

258



Symmetry 2020, 12, 246

4.5. Effect of the Location of the Penetrating Element

The location of the penetrating element can have different effects on different types of batteries.
In case of accidents, it is unpredictable as to how and where the battery will be impacted in terms
of penetration or crash. As the battery design is different for cylindrical, pouch, or coin cells with
different capacities, the penetration or crash during any accident will have varying effects. In the
present study, three different locations of the coin cell with penetrating element were considered.
These three locations were: Center of the coin cell, middle of the radius, and edge of the coin cell.
Figure 7a shows the effect of penetrating element location on the temperature profile of the coin cell.
As evident, the temperature increases continuously regardless of penetrating element position. The
penetrating element at the center of the coin cell showes slightly higher temperatures than on the
middle of the radius and on edge of the coin cell. The results indicate that the penetrating location at
the center of the coin cell is the most dangerous, because, with abrupt high heat generation, heat is
accumulated at the nail penetration location due to the inability to dissipate heat quickly be means of
conduction, convection, or radiation. The location of penetrating element can have varying effects
on different types of commercially available LIBs. For example, for the 18650-type cylindrical cell,
the penetrating position at the center of the cylinder along the height is the most dangerous case,
as thermal runaway can spread to the entire cell. The penetrating element at other locations, than
center, may not cover thermal runaway over the entire cell [22]. However, this is dependent on the
size, shape, and design of the LIB. For the pouch-type LIB, which has a generally high ampere-hour
capacity, the penetrating element at the center of the pouch cell on the flat side is very dangerous
as a large amount of heat is accumulated. Additionally, if the penetrating element is near the tabs,
that could lead to a large wraparound current source [16]. As in case of the coin cell, due to smaller
size and capacity, the position of the penetrating element does not have much differentiating effect,
indicating the batteries are prone to thermal runaway or fire hazards, irrespective of the location of the
penetrating element. The maximum temperatures of 113.5, 108.7, and 107.5 ◦C are observed at the
center of the coin cell, middle of the radius, and on edge of the coin cell, respectively. Figure 7b shows
the voltage response of a coin cell with different penetrating element locations. The penetrating effect
has minimal effect on voltage profile. The discharge cut-off voltage for all three cases reached 2.75 V at
almost the same time of battery operation.

Figure 8 presents the magnitude of current density and temperature of the coin cell on the middle
of the height plane and details of three different cases are presented. The vectors of current density at
the central plane of the coin cell for three different cases are presented in Figure 8a,c,e. The maximum
current density reaches as high as 8200 A/m2, which is an extremely high level of current concentrated
at the site of penetrating element for a coin cell. The high level of flow of current occurs owing to the
low resistance of the penetrating element. The arrow indicates the direction and the color indicates the
magnitude of the current density vector at the central plane of the coin cell. The magnitude of the
current density decreases with the distance from the penetrating element. Evidently, the temperature
also decreases with the distance from the penetrating element. From Figure 8b, it can be seen that
the lowest temperature is observed at the edges and this can be attributed to the availability of heat
dissipation surface near the edges. The temperature contours for three different cases are presented in
Figure 8b,d,f. In addition, the difference between maximum and minimum temperatures for all three
cases with penetrating element are below 3.5 ◦C, owing to the compact size of the coin cell and heat
spreading to the entire coin cell. Radial symmetry is observed, as shown in Figure 8a,b, for current
density pattern and temperature distribution pattern, owing to the uniform temperature gradient
between the center of the coin cell and the edge of the coin cell. The highest temperature is observed at
the center due to the penetrating element, and the lowest temperature is observed at the edges with
uniform convective heat transfer. The results of the maximum temperature profile, voltage profile, and
current density profile for the coin cell with different penetrating locations show minimal variation
considering the thermal behavior of the coin cell.
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Figure 8. Magnitude of current density (a,c,e) and temperature distribution (b,d,f) of the coin cell, with
penetrating element diameter of 3 mm and heat transfer coefficient of 10 W/(m3K), at a discharge rate
of 1C, with initial state of charge (SOC) of 100% at the center of the cell, middle of the radius, and edge
of the coin cell.

4.6. Effect of the Heat Transfer Coefficient

Figure 9 shows the effect of the heat transfer co-efficient on the maximum temperature of the coin
cell during the internal short circuit. As expected, the heat transfer co-efficient has a consequential
effect on the maximum temperature of the coin cell. A cooling convective heat transfer coefficient of
1 W/(m2K) or less represents a condition similar to a battery packed with insulating materials, whereas
200 W/(m2K) or more indicates an effective liquid cooling situation [31]. For the case of the coin cell,
the heat transfer coefficients ranging from 5 to 25 W/(m2K) are considered, which are reasonable
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assumptions for partially-insulated to forced air cooling convection. The heat transfer coefficient of
10 W/(m2K) can be considered as a natural convection case. The heat dissipation term presented in
Equation (7) is dependent on temperature variations of LIBs. The maximum temperature of 165.3 ◦C is
observed in the case of a heat transfer coefficient of 5 W/(m2K), whereas the lowest temperature of
59.5 ◦C is observed for a heat transfer coefficient of 25 W/(m2K). The thickness of the battery plays an
important role in transferring heat to the surface. For thicker batteries, the heat transfer coefficient is
insignificant [31]; however, for thinner batteries, such as LIR2450 coin cells, the heat transfer coefficient
has a substantial effect on the maximum temperature of the coin cell. Providing efficient cooling is
useful, especially for cases of thermal abuse, as this is an effective tool to prevent thermal runaway or to
reduce the effect of propagation of thermal runaway in LIBs, as previously discussed [23]. The results
show that the heat transfer coefficient has a substantial effect on the thermal behavior of coin cells.
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4.7. Effect of Short-Circuit Resistance

Figure 10 shows the variation of dimensionless short-circuit heat generation rates with
dimensionless internal short-circuit resistance. The dimensionless short-circuit heat generation
rate is represented by Equation (14) and the dimensionless internal short resistance is represented
by Equation (15). The internal resistance of the coin cell is 400 mΩ. During the internal short circuit,
heat is generated due to a short circuit along with heat generation due to electrochemical reaction
source and ohmic source. The total heat generation is the sum of the electrochemical heat source,
ohmic heat source, and short-circuit heat source. The results from Figure 10 indicate that there is an
optimum point at which the heat generation contribution from the short circuit is maximum. A similar
trend was presented with the 1 Ah capacity pouch cell by Fang et al., although the values differ as the
battery under consideration is different from previously studied [21]. There are few researches which
focus on the increase in charge transfer resistance by using thermal runaway retardant (TRR) such as
dibenzylamine [18], by using flexible separators, or by using high-viscosity protection films [31]. With
decrease of internal resistance, the contribution of heat source from the short circuit increased due to a
higher short-circuit current with constant contact resistance (constant size of penetrating element) [31].

Dimensionless short circuit heat generation rate =
qshort

qECh + qOhmic + qshort
(14)
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Dimensionless short circuit resistance =
Rshort
Rcell

(15)
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Figure 10. Dimensionless short-circuit heat generation rate variation with dimensionless internal
short-circuit resistance.

The short-circuit resistance during the penetration can play an important role, as it can affect
the extent of damage to the coin cell in the case of thermal abuse leading to thermal runaway.
The short-circuit resistance varies from 0.001 to 0.0000005 Ω and effects on the thermal behavior of coin
cell is reported. A high value of short-circuit resistance can contain thermal runaway, whereas a very
low-resistance value could facilitate the exothermic reactions leading to thermal runaway. Figure 11a
shows the effect of various short-circuit resistances on the maximum coin cell temperature. It is evident
from Figure 11a that a lower short-circuit resistance produces a high temperature, and the temperature
continues increasing as the short-circuit resistance decreases. The maximum temperature of the coin
cell increases to 82.9 ◦C as the short-circuit resistance decreases from 0.001 to 0.0000005 Ω. This thermal
behavior of a large increase in temperature for lower short-circuit resistance is associated with the
large flow of a short-circuit current with a low-resistance path. The variation in heat generation rates
is considerably large for different short-circuit resistances, as shown in Figure 11b. The low heat
generation for higher short-circuit resistance is reported, as the contribution from the short-circuit
heat source is very low. In such cases, the electrochemical heat source is a dominating heat source.
However, as the short-circuit resistance decreases, the short-circuit heat source dominates over the
electrochemical heat source. This is also supported from the results of Figure 10, which shows that
the contribution from the short-circuit heat source to the total heat source is relatively large for
low short-circuit resistances. Figure 11c shows the voltage response of a coin cell with penetrating
element diameter of 3 mm and different short-circuit resistances. It is seen from the Figure 11c that
as the short-circuit resistance decreases, the time to attain the discharge cutoff voltage of 2.75 V
reduces. The coin cell with a short-circuit resistance of 0.001 Ω attained a discharge cut-off voltage
of 2.75 V in 3420 s, whereas the coin cell with a short-circuit resistance of 0.0000005 Ω only needed
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1200 s. The results of maximum temperature, heat generation rate, and voltage profiles of the coin
cell for different short-circuit resistances show that short-circuit resistance has a substantial effect on
the thermal behavior of the coin cell. In addition, the findings from the present studies are useful,
especially focusing on the thermal-runaway retardant (TRR) of lithium-ion batteries, as heat generation,
temperature distribution, and effect of resistance could be used to evaluate the effect of TRR.
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5. Conclusions

This study presents the thermal behavior of the LIR2450 micro coin cell battery, with capacity of
120 mAh, with internal short circuit by penetrating element. The numerical model is developed using
voltage, temperature, and current characteristics from experimental study and validated within ±5.0%.
The effect of the penetrating element size, the location of the penetrating element, initial state of charge,
discharge rate, short-circuit resistance, and heat transfer coefficient on the maximum temperature
and the heat generation rate of the coin cell are investigated. The maximum temperature and heat
generation rate increased with the increase of the penetrating element size and initial state of charge,
whereas it decreased with the increase of the heat transfer coefficient. The penetrating element at
the center of the coin cell reached the highest temperature and heat generation rate, as compared
to the penetrating element at middle of the radius or on the edge of the coin cell. The variation of
dimensionless short-circuit heat generation rates with dimensionless short-circuit resistances showed
an optimum point. The study provides comprehensive insights on the thermal behavior of lithium-ion
cells during thermal abuse condition, with internal short circuit by penetrating element, and can be
used for enhancing the design of safe lithium-ion batteries.
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