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Preface

What we now call Artificial Intelligence did not yet exist in Kant’s time, or at least
only in an extremely rudimentary form. However, this does not preclude the
question of what Kant would have thought about Artificial Intelligence or, more
generally, how one can judge the claims and limits of Artificial Intelligence on
the basis of Kantian philosophy. And it certainly does not preclude pursuing the
question, conversely, of how one can evaluate the claims of Kant and Kantian
philosophy from the perspective of Artificial Intelligence.

The contributions in this volume deal with both questions. We thank the
authors and Walter de Gruyter publisher, and we are grateful to the HK + Artifi-
cial Intelligence Humanities Project team at the Humanities Research Institute,
Chung-Ang University, for their support as well as to Ji Hyun Choi, Kwang Young
Park, and Seon Ah Jung for their help with compiling the index.
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Theoretical Philosophy





Tobias Schlicht

1 Minds, Brains, and Deep Learning:
The Development of Cognitive Science
Through the Lens of Kant’s Approach
to Cognition

Abstract: This paper reviews several ways in which Kant’s approach to cognition
has been influential and relevant for the development of various paradigms in cog-
nitive science, such as functionalism, enactivism, and the predictive processing
model of the mind. In the second part, it discusses philosophical issues arising
from recent developments in artificial intelligence in relation to Kant’s conception
of cognition and understanding. More precisely, it investigates questions about
perception, cognition, learning, understanding, and about the age-old debate be-
tween empiricists and rationalists in the context of so-called deep neural network
architectures as well as the relevance of Kant’s conception of cognition and under-
standing for these issues.

1 Introduction

If you follow the headlines, you can easily get the impression that much of con-
temporary cognitive science is heavily influenced by Kant’s philosophy. Philos-
opher Andrew Brook (1994) called him the “intellectual godfather” of cognitive
science, since Kant allegedly already defended a functionalist theory of mind,
arguably the philosophical foundation of artificial intelligence. Neuroscientist
Georg Northoff (2018, viii) reports that rereading Kant’s Critique of Pure Reason
has awakened him from his dogmatic slumbers, just like reading Hume had
awakened Kant. Impressed by empirical evidence about self-generated brain
activity, Northoff and others speak of the “Kantian brain” and associate this ac-
tivity with Kant’s notion of spontaneity (Fazelpour/Thompson 2015). Francisco
Varela (Weber/Varela 2002) acknowledged Kant’s enormous influence on his
own autopoietic approach to life and cognition, and more recently Link Swanson
(2016) has traced the popular predictive processing paradigm back to Kant’s
general project. This is striking, given that Kant’s project was not primarily con-
cerned with issues in the philosophy of mind but driven rather by epistemological
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concerns. But although Kant may not have subscribed to all these views attributed
to him, such writings present various ideas from his theoretical philosophy as hav-
ing had or still having an enormous influence on contemporary philosophy of
mind and cognitive science.

In this review paper, I will first sketch several ways in which Kant’s ap-
proach to cognition has been influential and relevant for the development of
cognitive science. Kant’s relevance goes well beyond some vapid and superfi-
cial similarity of certain concepts; many philosophers claim that Kant already
anticipated several tenets of classical cognitivism, enactivism, and the predic-
tive processing model of the mind. In the second part, I will add one more piece
to this story by discussing philosophical issues arising from recent develop-
ments in artificial intelligence. More precisely, I want to sketch some of the
philosophical issues associated with so-called deep neural network architec-
tures and the relevance of Kant’s conception of cognition and understanding
for these issues. As will become clear, the performance of deep neural networks
(DNNs) raises important questions about perception, cognition, learning, un-
derstanding, and about the age-old debate between empiricists and rational-
ists; this has led some researchers in machine learning to revive some of Kant’s
core ideas regarding cognition, developing a Kantian cognitive architecture to
overcome the shortcomings of existing deep learning architectures.

2 Cognitive Science Through the Lens of Kant’s
Theoretical Philosophy

Kant’s general influence on contemporary thinking is unquestioned and famil-
iar. Gomes (2017) lists an impressive number of mental phenomena for which
Kant’s philosophy has been and still is very influential, e.g., the connection be-
tween consciousness and self-consciousness (Schlicht 2016/2017) or the debate
about conceptual and non-conceptual perceptual content (McDowell 1994,
Hanna 2008).1 Brook (1994) already considered several of Kant’s central claims

1 Moreover, Gomes (2017) emphasizes the strong influence on specific philosophers in the 20th

century, like Strawson and Sellars, who have then shaped the development of analytic philoso-
phy. Most recently, a special issue of Synthese (198, Suppl. 13, 2021) brings together several authors
discussing the relevance of various Kantian ideas, most notably his method of transcendental
argument, for issues in the metaphysics of grounding, the use of the imagination and modal
knowledge, virtue epistemology, ethics, and others.
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about the mind as having fueled cognitive science more directly; most notably
the claim that “most representations require concepts as well as percepts”, and
Kant’s method of transcendental argument, understood as the attempt to “re-
veal the conditions necessary for some phenomenon to occur” (Brook 1994,
p. 12). Based on this initial familiarity of Kant’s stance on issues in the philoso-
phy of mind, cognitive science and contemporary debates, one can reconstruct
the historical changes that cognitive science underwent through the lens of var-
ious aspects of Kant’s theoretical philosophy and find traces of some specific
ideas of his thinking in the works of cognitive scientists.

2.1 Kant and Functionalism

When John McCarthy coined the term ‘artificial intelligence’ (AI) in the context of
the famous Dartmouth conference in 1956, he described the goal of this project as
“that of making a machine behave in ways that would be called intelligent if a
human were so behaving” (McCarthy et al. 1955). In a similar vein, Margaret Boden
describes the overarching goal of research in AI as “to make computers do the
sorts of things that minds can do” (Boden 2016, p. 1). The focus in the first research
phase that followed was already set by McCarthy et al. They intended to “attempt
[. . .] to find how to make machines use language, form abstractions and con-
cepts, solve kinds of problems now reserved for humans, and improve themselves”
(McCarthy et al. 1955, p. 12). While this has been achieved in some areas like
speech production and chess computers, in which AI systems sometimes even out-
perform humans in very specialized problem-solving tasks, the “holy grail” (Boden
2016, p. 18) of AI research has always been the development of an AI system that
exhibits “general intelligence”, understood “as the ability to perform tasks and at-
tain goals in a wide variety of environments” (Shanahan 2019, p. 91, cf. Legg/Hut-
ter 2007). This broad-stroke characterization of intelligence bypasses the apparent
vagueness of the notion which may otherwise yield “terminological quibbles”
(Walmsley 2012, p. 3). Walmsley does not regard the terminological choice of “in-
telligence” as significant but thinks that – echoing McCarthy’s goal – “the central
issue of AI [. . .] is a comparative one: whatever we (humans) have, whether we
call it intelligence’, ‘thinking’, ‘cognition’, ‘mind’, or something else, can ma-
chines have it too?” (Walmsley 2012, p. 3).2

2 The notion of intelligence is of course vague and difficult to operationalize, let alone compare
across very different kinds of philosophical systems. Kant’s notion of (an) intelligence is not very
helpful for the present project, since calling a creature “intelligent”, in his view, amounts to
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Boden’s and Walmsley’s characterizations put computers and machines
into focus. But, as Boden observes, computers or machines themselves aren’t
what matters. AI is not about hardware, but about what artificial hardware can
do. Therefore, the focus is not on machines, but on virtual machines (Boden
2016, p. 3), which are nothing but information-processing systems that can be
implemented in a variety of hardware. Consequently, the favored philosophical
background theory supporting the possibility of AI has been functionalism, ac-
cording to which mental states in general are conceived in terms of their func-
tions (or causal roles). Every mental state is identified by its set of causal
relations to system inputs and outputs as well as other system states (Putnam
1965). The realization of this causal network of functions is taken to be contin-
gent because the functions are considered to be multiply realizable (Polger/
Shapiro 2016). Thus, Classical Cognitivism, the first paradigm in cognitive sci-
ence, conceived of cognition as information processing along the lines of that
present in digital computers. In particular, cognition was understood as consti-
tuted by syntactically driven manipulations of symbolic representational struc-
tures in the brain that are “sandwiched” (Hurley 1998) between sensory inputs
and motor outputs (Fodor 1975, Pylyshyn 1984). For example, when I look at the
coffee mug in front of me, sensory information hitting my retina is processed in
specialized modules that eventually produce a detailed three-dimensional image
of the mug that can guide actions like grasping it. Marr (1982) has provided an
exemplary theory of perception in this regard.

One claim relevant for thinking about artificial intelligence is that Kant al-
legedly defended a functionalist conception of the mind. In Kant and the Mind,
Andrew Brook (1994) interprets Kant’s agnosticism about the underlying sub-
strate of the mind in this way. Despite Kant’s “implacably hostile” attitude to-
wards materialism, Brook argues that “materialism fits remarkably easily into
his overall theory” (Brook 1994, p. 15). Impressed by Kant’s position that “so far
as the real nature of the mind is concerned, strict neutrality has to be the order
of the day”, Brook takes this agnosticism to be an instance of the contemporary
functionalist idea of the “multiple realizability” of mental functions; as do Sell-
ars (1974) and Meerbote (1989).

However, this functionalist interpretation of Kant’s philosophy of mind
faces some problems: Firstly, it ignores Kant’s peculiar conception of matter as
mere appearance, which leads Ameriks (2000) to interpret Kant’s position as a

considering it free and capable of self-determination, i.e., as belonging to the world of noumena
rather than phenomena (GMS, p. 452, p. 458). Therefore, I suggest moving from intelligent to cog-
nitive capacities for the purposes of this paper.
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form of “mere immaterialism”. He arrives at this interpretation by allowing for a
minimal knowledge about substrates of appearances, i.e., that they are not mate-
rial. But this presupposition of knowledge of things in themselves, strictly rejected
by Kant, makes Ameriks’ interpretation itself problematic. Secondly and relatedly,
the functionalist interpretation of Kant’s philosophy of mind collides with the fact
that contemporary functionalism is typically formulated as entirely ontologically
neutral, but rather put forward as a stepping stone to materialist reductionism,
since the analysis of mental phenomena in terms of their causal roles is usually
complemented by an additional claim about (possibly multiple) physical realiza-
tions of these mental functions (Chalmers 1996/Kim 1998/Levine 2001/Block
2015). Interpreted this way, Kant would clearly oppose functionalism. Thirdly, it
is questionable whether Kant would have taken all “functions” of the mind (KrV:
A78f/B103f) to be ‘functionalizable’ in the sense required for being “realized” by a
physical mechanism. For example, what Kant calls the “spontaneity” of mind,
properly understood and characteristic of the understanding, seems incompatible
with materialism.3 Allison, for example, is less optimistic than Brook and argues
that Brook’s functionalist-materialist interpretation of Kant’s theory of mind
cannot be right, since, in Kant’s view (or, rather Allison’s interpretation of it),
“cognition must be conceived as more than an elaborate information process-
ing procedure, one which begins with raw sensible input and ends with the
relatively reliable products of the understanding (cognitions). [. . .] What is
missing in such a picture of cognition (at least from the Kantian perspective)
is precisely its self-conscious, apperceptive character” (Allison 1996, p. 63).

Whether there is a way of incorporating the notion of spontaneity (with or
without its alleged intrinsic self-conscious aspect) and the unity of appercep-
tion within a broadly naturalist framework, is an interesting further question
that I cannot pursue in depth here. Hanna and Thompson (2003), Northoff
(2012), and Fazelpour and Thompson (2015) consider the brain’s self-generated
activity as a candidate for a neural correlate of the function that Kant calls
spontaneity, but this interpretation has not been justified in any detail (for a
critical discussion see Schlicht & Newen 2015, cf. Northoff 2013/2014 for further
connections to neuroscience).4

3 Indeed, ‘spontaneity’ is characteristic of ‘freedom’, which is typically contrasted to ‘nature’
and ‘mechanism’ in Kant’s works. Regarding the nature of the understanding, there is a debate
about its absolute or merely relative spontaneity which raises the issue of whether cognition
in general or acts of understanding in particular can be conceived as being caused by prior
events. Grüne (2013) discusses these issues further.
4 Given such problems with a genuinely functionalist interpretation of Kant’s stance on men-
tal phenomena, it is not surprising that a number of alternative interpretations of Kant’s view
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2.2 Kant and the Cartesian Theatre in the Brain

Whether functionalism provides us with an accurate portrayal of the mind de-
pends partly on the features of the biological implementation of mental func-
tions in human (and animal) brains. Can cognition be conceived of as a set of
causal functions in abstraction of the biological features of its realization, such
that this set of functions could in principle be realized by a machine using a
non-biological realization? Or is cognition a biological phenomenon whose reali-
zation depends on the presence of a complex dynamical biological system,
namely, an organism (with a brain and nervous system), exhibiting crucially
biochemical means of information processing? For example, might mental
representational states be “aspects” of neural computations, i.e., biological,
rather than being abstract functions enjoying some independence from their
realizers (Piccinini 2020)?5

In the 1980s, new imaging techniques in neuroscience initiated a research
focus on the brain, resulting in connectionist neural network models of cognitive
phenomena. They still remained computational and representational, but infor-
mation (about the coffee mug in front of me, say) was now supposed to be proc-
essed subsymbolically; representations were proposed to have a non-linguistic
structure (Smolensky 1988, Clark 1991, Sejnowski 1992, Churchland 1997). This
turn was accompanied by new developments in robotics and artificial intelli-
gence, since some researchers now rejected the need for full-fledged models of
the world in favor of much sparser “subsumption architectures” that do not
rely on a detailed representation of the world (Brooks 1991). As we will see in
the second part of the paper, this turn towards brain architecture also inspired
the more recent machine-learning techniques, with deep learning being the
most prominent one.

Against the background of this controversy over functionalist and biological
approaches to cognition, it is striking that on the one hand, Kant anticipated cer-
tain problems with the precursor to functionalism, namely the identity theory of
mind and brain (Place 1956/Smart 1959), which later resurfaced as Dennett’s

of the mind-body problem have been put forward in addition to Ameriks’ (2000) mere immate-
rialism, e.g., dual-aspect theory (Sturma 1985), and epistemological dualism (Schlicht 2007),
each of them highlighting different aspects of Kant’s epistemology. Whichever way we evalu-
ate these interpretations, we should keep in mind Kant’s more fundamental transcendental
idealism, which he himself calls “a dualism” (Kant 1781/1998, A370).
5 Block’s (2002) paper on The Harder Problem of Consciousness contains a relevant and inter-
esting discussion of the relation between functionalism and physicalism as metaphysical
views on the mind.

8 Tobias Schlicht



‘Cartesian Theatre’ objection against materialism about consciousness, while on
the other hand Kant was also impressed by the brain’s features that might ex-
plain certain cognitive phenomena. This tension can be brought to light by hav-
ing a look at his exchange with the physician Samuel Thomas von Sömmerring.

In 1796, Samuel Sömmerring published a short book, On the Organ of the
Soul, in which he speculated about the possible function of the liquid contained
in the brain’s ventricles with respect to the unification and separation (synthe-
sis and analysis) of sensory data. Prior to publication, he had an exchange with
Kant about his ideas, specifically that of a sensory organ or seat of the soul in
the brain. In one of his letters, Kant respects Sömmerring’s position but ex-
presses his explicit doubts about the general approach, since “it is the concept
of a seat of the soul that occasions the disagreement of the faculties concerning
the common sensory organ and this concept therefore had better be left entirely
out of the picture, which is all the more justified since the concept of a seat of
the soul requires local presence” (AA 12, 31–32). In contrast to this approach,
Kant suggests taking seriously the idea of a mere “virtual presence” of the
mind in the brain, which makes the whole question of what could serve as a
‘seat of the soul’ disappear, or so he claims. Sadly, he does not clarify what he
means by virtual presence here. A further striking passage in this regard can be
found in his Lectures on Metaphysics (V-Met) where he stresses that “the loca-
tion of the soul in the body [. . .] cannot be determined [his emphasis] [. . .] I can-
not feel the place in the body where the soul resides.” (AA 28, 281) Yet, despite
this epistemological restriction, Kant puts forward an argument that sounds
like he is alluding to the contemporary idea of supervenience, which posits the
ground of all sensations in the brain. It is worth quoting this passage in full
(Kant’s emphases):

But the cause of all sensations is the nervous system. Without nerves we cannot sense
anything outer. But the root of all nerves is the brain; the brain is accordingly aroused
with each sensation because all nerves concentrate themselves in the brain; accordingly,
all sensations concentrate themselves in the brain. Thus the soul must put the seat of its
sensations in the brain, as the location of all conditions of the sensations. But that is not
the location of the soul itself, but rather the location from which all nerves, consequently
all sensations as well, arise. [. . .] When, e.g., I hold a finger to the fire, then I experience
pain in it; but in the end all sensations from every particular part of the body are concen-
trated in the brain, the stem of all nerves; for if the nerves from one part of the body are
cut, then of course we feel nothing from that part. Accordingly, the principle of all sensa-
tions must be in the brain. [. . .] When we imagine a position in the brain which is the
first principle of the stem of the nerves where all nerves run together and end in one
point, which is called the seat of the senses <sensorium commune>, but which no physi-
cian <medicus> has seen, then the question arises, does the soul reside in this seat of the
senses <sensorio communi>? Has it taken up a little spot there from which it directs the
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whole body, somewhat like an organist can direct the whole organ from one location; or
does it have no location at all in the body, so that the body itself is its location? Granted,
if the soul took up a little spot in the brain where it plays on our nerves as on an organ,
then we could believe that if we had gone through all the parts of the body we ultimately
would have to come upon this little spot where the soul resides. Now, if one took away
this little spot, the whole human being might still be there, but the location would be
lacking where the organist is supposed to play, as though on an organ: but this is thought
very materialistically. (V-Met, AA 28, 281–282)

I want to highlight two impressive features of this passage and of Kant’s engage-
ment with Sömmerring’s proposal in the present context. Firstly, these passages
in effect anticipate Dennett’s (1991) objection against what he calls ‘Cartesian ma-
terialism’, a position allegedly shared by many contemporary neuroscientists
who try to identify certain brain areas or processes as being causally responsible
for (or identical with) consciousness.6 The terminological contrast between a
local and a merely virtual presence of the mind in the brain has a very modern
ring to it, considering Dennett’s characterization of the mind as a “virtual ma-
chine implemented in the parallel architecture of a brain” (Dennett 1991, p. 210),
indeed anticipating the functionalist view of the mind. It is difficult to determine,
though, whether Kant’s use of “virtual” in his discussion of Sömmerring’s pro-
posal is akin to Dennett’s.

Secondly, Kant even engages with Sömmerring’s specific proposal concerning
the liquid contained in the brain’s ventricles, expressing his “great scruple” that
this candidate substrate is not organized. Only something having some sort of or-
ganization or “purposive disposition of its parts” could serve to locate the mind.
This is reminiscent of Kant’s own groundbreaking and very influential discussion
of organisms as natural purposes, i.e., self-producing and self-organizing beings
in his Critique of the Power of Judgment. In contrast to a mere mechanical organi-
zation, Kant considers what he calls a “dynamical organization” to be crucial for
the mind. Again, what he means by this is not specified any further in the pas-
sage quoted, but it can be illuminated by his discussion of the contrast between
mechanistic and teleological explanation in the third Critique. This discussion of
the immanent purposiveness of living organisms has inspired generations of phi-
losophers, leading up to the present-day development of so-called “enactive” ap-
proaches to the mind (Varela et al. 1991, Weber/Varela 2002, Thompson 2007).

6 For a recent installment of this controversy see the exchange between neuroscientists Alan
Hobson and Karl Friston on the one hand and philosophers Krzysztof Dolega and Joe Dewhurst
on the other (Hobson/Friston 2014, Dolega/Dewhurst 2015, Hobson/Friston 2016). Schlicht/Do-
lega (2021) discuss the prospects of the predictive processing framework as a guide of this
search for neural correlates.
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2.3 Kant and Enactivism

In one of his last texts, Francisco Varela acknowledges his debt to Kant’s ground-
breaking discussion of organisms for the development of the ‘autopoietic’ or ‘en-
active’ conception of cognition in the early 1990s (Weber/Varela 2002). Together
with Brooks’ (1991) work in robotics, the enactive-embodied approach to cogni-
tion challenged both the representationalist paradigm and its explicit separation
of perception from action in the traditional ‘sandwich conception’ (Hurley 1998)
of cognition in favor of a dynamic view. In contrast to a traditional linear progres-
sion from sensory input via cognitive computation to action, enactivism con-
ceives of perception and cognition not simply as functional brain states but as
entangled and intertwined embodied activities of whole organisms (agents,
systems) that can be explained without appeal to mental representations
(e.g., Varela et al. 1991, Noë 2004, Chemero 2009, Hutto/Myin 2013, Gallagher
2017). Indeed, in this framework, the equivalence of intentionality and mental
representation is no longer taken for granted (Schlicht 2018). Applied to our
example used above, perceiving a coffee mug not only requires multiple ac-
tions like eye-, head- and body-movements (gaze turning etc.); perceiving is
in the service of detecting action possibilities (like grasping) from the start
(Gibson 1979).

All enactivists subscribe to what Thompson (2007, p. 128) calls the “deep
continuity of life and mind”, i.e., the claim that the organizational features of
mind are an enriched version of those of life (Noë 2009, p. 41; Colombetti 2013,
p. xvi; Gallagher 2017, p. 102; Di Paolo et al. 2017, p. 3, 178). In an evaluation of
Kant’s influence on current cognitive science, this is the crucial aspect of enac-
tivism. At the heart of this conception is the notion of autopoiesis (Maturana/
Varela 1980). An autopoietic system – the minimal living organization – is one
that continuously produces the components that specify it, while at the same
time realizing it (the system) as a concrete unity in space and time, which
makes the network of component production possible (Weber/Varela 2002,
115). In his second Critique, Kant conceives of organisms as ‘self-organized’ and
‘self-producing’, i.e., autopoietic, systems that cannot be explained in purely
mechanistic terms, but which we have to ‘make intelligible’ to us by relying on
teleological principles that are not part of natural science but borrowed from
practical contexts. Impressed by certain animals’ (e.g., zebra fish, salamanders)
ability to regrow damaged or even severed body-parts (Simon 2012), Kant dis-
cusses examples to demonstrate that animals exhibit a certain form or organiza-
tion that, if conceived merely as the result of blind mechanistic causal processes,
appears completely contingent. Yet, “since reason must be able to cognize the
necessity in every form of a natural product if it would understand the conditions
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connected with its generation”, our understanding must borrow the concept of
final cause to make sense of this organization.

This leads Kant to his conception of organisms as “natural ends”, i.e., as
natural products and as ends at the same time. This looks like a contradiction,
since the notion of an ‘end’ or ‘purpose’ – being a “stranger” (KU, AA 05: A390)
in natural science – must be projected into nature for the sake of an under-
standing of (some of) its products. Unlike a watch, the parts of an organism, its
organs, must be taken to produce themselves rather than being produced by an
external power, and they arrange themselves in relation and mutual depen-
dence to each other. Analogously, unlike a watchmaker, in the case of organ-
isms the guiding idea is not to be found outside the product (the watch), but
within it (the organism itself). “An organized being is thus not a mere machine,
for that has only a motive power, while the organized being possesses in itself a
formative power, and indeed one that it communicates to the matter, which
does not have it (it organizes the latter)” (KU, AA 05: A374). Thompson (2007,
p. 62) refers to this formative power as “circular causality”, i.e., a causal de-
pendence which goes two ways: on the one hand, the features of the whole
(organism) are determined by its parts (organs); on the other hand, the local
interactions of the parts (organs) are determined by the whole (organism). But
as Kant makes explicit in the third Critique, this assumption is to be taken
only in an epistemological sense, i.e., we only regard it as if organisms were
possible only through reason, since as natural products they must come
about through purely mechanistic causes, and thus be amenable to a mecha-
nistic explanation. We cannot prove that organisms indeed exhibit this forma-
tive power, since we cannot acquire an intuition of it.7

Francisco Varela regarded Kant’s position as important, because he took
Kant to have “developed the possibility of a third way between a strong teleol-
ogy and a brute materialism” (Weber/Varela 2002, p. 99). Varela acknowledges
Kant’s insight but considers his position “unstable” and in need of revision “on
the basis of modern developments of biological research and thinking”. Accord-
ing to Weber and Varela, Kant’s conception of an organism as a self-organized
and self-producing being is closely analogous to the definition of an organism
in Varela’s own theory of “autopoiesis”. In this view, biological autonomy and
individuality warrant the assumption of an “intrinsic teleology”, to the effect
that “organisms are subjects having purposes according to values encountered in

7 At this point it is important to emphasize that Kant, unlike some of the idealist philosophers
after him, does not regard humans to be capable of an intellectual intuition in contrast or in
addition to a merely sensory intuition. See Grüne (2009) for more detailed discussion on
Kant’s theory of intuition.
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the making of their living” (Weber/Varela, p. 102). The theory of autopoiesis as a
theory of living systems is supposed to help naturalize Kant’s original theory of
organisms. The question of whether Kant’s epistemic and critical position on this
issue of teleology or Varela’s naturalistic theory of autopoiesis is warranted, is
beyond the scope of this review.8 But this illustrates how Kant’s philosophy of
biology left a footprint with wide-ranging implications in the historical develop-
ment of cognitive science.

One particular implication of the autopoietic approach to cognition and the
mind-life continuity thesis is that all organisms may exhibit at least some basic
form of cognition, whereas such views have a problem allowing for genuine
cognition in artificial systems. In contrast to more traditional cognitivist ap-
proaches, the possibility of cognition in ‘simple’ biological systems has recently
been taken seriously with respect to organisms such as bacteria (Ben Jacob
et al. 2006), plants (Calvo/Keijzer 2011, Calvo et al. 2020, Mancuso 2018, Sims
2019), and slime molds (Vallverdú et al. 2018), for example. Whether Kant
would have regarded the life-mind continuity thesis as credible must be left
open here, although Nunez (forthcoming), drawing on the Critique of the Power
of Judgement (§65), argues that Kant would have had to at least ascribe desires
to plants on the basis of how they move and on how Kant himself treated the
notion of being alive.

Developmental biologist Michael Levin somehow takes this story full circle
by arguing that we should apply the computational approach not only to ani-
mals with brains and nervous systems, but also to simple organisms without a
brain. Rather than continuing to contrast the brain with the rest of the body
(even in the so-called embodied cognition research program, see Shapiro 2011),
Levin invites us to consider the body as performing calculations as well, so as
to overcome the traditional life vs. machine dichotomy and according to an up-
dated notion of ‘machine’ (Bongard/Levin 2021). Puzzled by an organism’s for-
mative power, Levin speculates that cells and tissue may exhibit some basic
forms of memory and action, using bioelectricity to communicate and decide or
plan development (Levin et al. 2021, Pezzulo et al. 2021). For example, he suc-
ceeded in ‘reprogramming’ a planarian worm to grow a second head in place of
its tail which he had cut off. What he’d done was to change the bioelectrical
signals or ‘code’ which would normally have led to the growth of a new tail.
Levin’s work suggests a convergence between biology and computer science
and is thus highly relevant for the future of artificial intelligence.

8 For further details and discussion see Thompson (2007); cf. Schlicht (2011) for a critical evalua-
tion of Thompson’s account.
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2.4 Kant and Predictive Processing

Major developments in machine learning also heavily inspired recently popular
predictive processing models of the brain which are taken to provide “the first
truly unifying account of perception, cognition and action” (Clark 2016, p. 2) by
conceiving of the brain as a prediction machine. This view implicates a delicate
balance between bottom-up and top-down processing, in contrast to traditional
serial bottom-up processing accounts: Perception and cognition are defined in
terms of the brain testing hypotheses about the (sources or causes of) incoming
sensory stimulation; hypotheses are generated by a hierarchical generative
model of the world and constantly updated in response to prediction error sig-
nals (Friston 2010, Hohwy 2013, Clark 2016, Metzinger/Wiese 2017). To return to
our example, perceiving the coffee mug is a process already informed by underly-
ing brain processes that constitute a set of more or less likely expectations about
sensory input and its causes. These expectations are constantly compared to the
actual incoming sensory information, resulting in prediction errors (deviations)
that are processed in the brain. The traditional picture of the brain using incom-
ing sensory information to build up a representation of the world is thus turned
upside down, since the new picture holds that “the rich representation of worldly
states of affairs is signaled in the top-down predictions of sensory input, main-
tained by the perceptual hierarchy in the brain” (Hohwy 2013, p. 47).

Link Swanson (2016) argues that this most recent paradigm in cognitive sci-
ence also has roots in Kant’s philosophy and tells a convincing story tracing back
this influence via Helmholtz’s thesis of perception as unconscious inference,
which in turn was a primary source for Friston’s (2005; 2010) original proposal
regarding predictive processing as a unified brain theory. The radical reversal of
processing (top-down hypothesis-testing rather than bottom-up model-building)
characteristic of predictive processing finds an analogue in Kant’s so-called Co-
pernican revolution with its combination of intuition (providing the material) and
concepts (generating an understanding of what’s perceived), presenting “us with
a view of perception as a Kantian in spirit, ‘spontaneous’ interpretative activity,
and not a process of passively building up percepts from inputs” (Gładziejewski
2016, p. 574). But Swanson also links more specific concepts from the predictive
processing story to specific analogues in Kant’s theory – e.g., generative models
and schemata, which are both heavily informed by intuitions as well as concepts
in the process of object recognition. Indeed, it’s striking that both Clark and
Hohwy choose a starting point that sounds very familiar to Kantians, only formu-
lated from the perspective of the brain whose task, “when viewed from a certain
distance, can seem impossible: it must discover information about the likely
causes of impinging signals without any form of direct access to their source”
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(Clark 2013, p. 183). Put this way, the central issue is understanding causation,
i.e., understanding relations between worldly causes and sensory inputs. Assum-
ing a Humean framework, this is impossible according to Kant, who posits an in-
nate conceptual machinery (the categories) that must be applied to sensory input
in order to enable such understanding.

But only Hohwy’s interpretation of the predictive processing framework is
internalist like Kant’s. Indeed, Hohwy argues that the prediction error minimi-
zation theory “reveals the mind to be inferentially secluded from the world”,
showing that strong embodied views of cognition and mind should be rejected
in favor of “a more old-fashioned, skepticism-prone view of the mind-world-
relation” (Hohwy 2014, pp. 259–260). Thus, Beni (2018) complains that Swanson’s
reconstruction only holds true for Hohwy’s version of predictive processing, while
it ignores the dominant embodied and action-oriented versions put forward by
Clark (2016) and Bruineberg and Rietveld (2014) or Bruineberg, Kiverstein and
Rietveld (2016), which are much more inspired by Gibson’s (1979) ecological psy-
chology than by Kant’s transcendental idealism. Whether the embodied variety of
predictive processing is tenable and coherent, given the epistemic starting point it
shares with Hohwy’s version, cannot be pursued further in this paper. In any case,
the view that predictive processing is rooted in Kant’s view of the mind must thus
be taken with a grain of salt, just like the idea that assimilates Kant’s view of the
mind to functionalism.9

With respect to the alleged roots of functionalism, enactivism, and predic-
tive processing in Kant’s philosophy, it is important to keep in mind that these
different paradigmatic backgrounds take different stances towards the relation
between cognition, intentionality, and representation, and propose different
explanatory strategies in cognitive science. It seems unlikely that Kant would
have subscribed to all of these views at once, given the opposition (and genuine
incompatibility) of some of the contemporary stances.10 While classical cogniti-
vism alludes to mental representations, embodied enactivism eschews them
(Gallagher 2017, p. 7). While the former is based on functionalism and explicitly
allows for the possibility of cognition in artificial systems, the latter is based on
a strong continuity of life and mind, making this possibility problematic.

9 Anderson & Chemero (2019) indeed criticize Clark for trying to embrace both an embodied-
enactive view of the mind and the predictive processing architecture, simply because it seems to
be somewhat rooted in Kant’s framework, which they take to have been overcome by an embod-
ied perspective on the mind.
10 See Di Paolo, Thompson, and Beer (2021) for a statement on the incompatibilities between
the free-energy approach (underlying the predictive processing framework developed by
Hohwy and Clark) and enactivism.
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2.5 Interlude: Aspects of Kant’s Account
of Cognition

As we saw, at the heart of the predictive processing approach is the project of
understanding causal relations. This is also the recurrent theme linking Hume’s
empiricism with Kant’s transcendental idealism and his ‘Copernican Revolu-
tion’. Hume recognized that an understanding of a causal relation between A
and B cannot be grounded in sensory input alone, since this does not provide
us with a connection between events A and B but only with their temporal suc-
cession, yielding his skepticism about an understanding of causation. Kant fol-
lowed Hume in his assessment of the inadequacy of sensory experience in
accounting for an understanding of causal relations; at the same time, he was
willing to borrow a priori concepts from the rationalists and claim that it is the
faculty of understanding itself which is the source of a system of concepts that
provide the necessary unification. It is now worth reminding the reader of the
core of Kant’s theory of cognition, prior to the discussion presented in the second
part of the paper.

In two very instructive papers, Marcus Willaschek and Eric Watkins
(Watkins/Willaschek 2017, Willaschek/Watkins 2020) outline the complex usage
of the notion of cognition in Kant’s works. The most prominent usage is what
they call cognition in the narrow sense, which requires a unification of intuition
and concept, i.e., the combination of sensory receptivity and spontaneity of the
understanding. Cognition in the broad sense, by contrast, allows for several “de-
grees of cognition”, sketched in different, yet not necessarily incompatible, ways
in the so-called Jäsche Logik (AA 16: 64–65) and in the Critique of Pure Reason
(KrV: A320/B376). In the latter, they are presented as more or less demanding
cases of “representing something”, be it unconsciously, consciously, through
perception, understanding or reason, with or without concepts or intuition being
involved. The most basic degree of cognition is “to represent something”, with-
out any further conditions; the highest or most complex degree is to “compre-
hend something” through reason and a priori. Importantly, in Kant’s taxonomy,
cognition does not imply truth or assent, and is therefore to be distinguished
from the notion of knowledge (Willaschek/Watkins 2020). Taken in the broad
sense, any conscious representation that represents an object counts as a
case of cognition, even if the object does not exist (or if it cannot be given in
experience).

But despite the variety of dimensions of the concept of cognition, as used by
Kant, cognition in the narrow sense is singled out as “cognition in the proper
sense” (KrV: A78/B103) and this is the notion that will concern us here. Cognition
in this sense can be described as a “conscious representation of a given object
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and of (at least some of) its general features” (Watkins/Willaschek 2017, p. 86).
For cognition of an object to obtain, this must be given and a concept must be
applied to it. The former is the task of sensibility, the latter is performed by the
understanding. And such cognition is actively achieved rather than simply hap-
pening by chance, since it is a product – “the mere effect” – of the synthesis per-
formed by the imagination, “without which we would have no cognition at all”,
at least not in this crucial narrow sense. This passage places great emphasis on
the function of synthesis, which is conceived as “the action of putting different
representations together with each other and comprehending their manifoldness
in one cognition” (Watkins/Willaschek 2017, p. 86). An act of synthesis, as such
the beginning of an answer to the problem posed by Hume, “collects the ele-
ments for cognitions and unifies them into a certain content”. Without such a
unificatory process of concept application to a given object, intuitions remain
“blind” and thoughts “empty” (KrV: A51/B75-76). Kant therefore stresses that
if we are interested in “the first origin of our cognition”, we have to focus on
synthesis.

What the conception of degrees of cognition in the Jäsche Logik and the
“progression” passage in the Critique of Pure Reason have in common is the
idea that cognition in the narrow sense presupposes consciousness. In the Jä-
sche Logik, where Kant outlines a gradual concept of cognition, this idea is
found in the fourth degree, defined as “to be acquainted with something with
consciousness, i.e., to cognize it” (AA 16: 65), whereas in the “progression” Kant
develops it as follows: “The genus is representation in general (repraesentatio).
Under it stands the representation with consciousness (perceptio). A perception
that refers to the subject as a modification of its state is a sensation (sensatio);
an objective perception is a cognition (cognitio)” (KrV: A320/B376). Taking the
progression seriously, Tolley (2020) argues that Kant classifies sensing, intuit-
ing, perceiving and mere thinking as “lying earlier” than, and providing condi-
tions for, cognition, while still considering cognition as being placed on a
“psychologically elementary level” compared to knowledge, understanding,
and explaining. In contrast to Watkins and Willaschek, Tolley argues that
Kant’s concept of cognition is unified rather than equivocal.

Without intending to settle this dispute with respect to Kant’s use of “cog-
nition”, all sides agree that he emphasized cognition in the narrow sense,
where the other candidates fall under the umbrella of the concept of cognition
as it is used in contemporary cognitive science. And since cognition in the narrow
sense, in Kant’s view, is a “distinctive form of consciousness of a real object by
way of a specific kind of combination of representations” (Tolley 2020, p. 3217),
consciousness is a condition of cognition in this proper sense (I will return to this
point in the last section of this paper). By Kant’s lights then, for an artificial system
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to be capable of cognition in the narrow sense, it would have to be capable of con-
sciousness as well. This is certainly not a view of cognition that is widespread
among contemporary cognitive scientists. Proponents of the predictive processing
approach to perception and cognition also do not hold that these processes require
consciousness, although they often claim that the framework can also be applied
to explain consciousness (Hohwy/Seth 2020, Clark 2019). But even if an artificial
system may not be conscious in the relevant sense, it may still be capable of cogni-
tion in the broad sense. That is, it may be said – minimally – to have representa-
tions of something or other.

With these reminders of Kant’s view of cognition, we can now turn, in
the second part of this paper, to more recent developments in artificial intelli-
gence, namely, the ascent and success story of deep learning architectures that
led to the recent AI spring. As I will try to show, this fascinating development
raises interesting philosophical issues about the nature of perception, learning
and understanding and about the more general question of empiricist vs. ratio-
nalist approaches.

3 The Potential and Limitations of Deep Learning

After a series of dark winters, AI research has made considerable progress,
pushed forward by the advent of so-called “deep learning architectures”
(LeCun/Bengio/Hinton 2015; Buckner 2018/2019, Sejnowski 2018). This has
been – so far – the result of a development in which the connectionist ap-
proach to AI superseded the “Good Old-fashioned AI” (or GOFAI-) approach.
Current discussions of AI often focus on software that does not only process
fixed programmed algorithms, but can be trained using algorithms, such that
part of the process can be developed by the software itself. This machine-
learning approach to AI is one among many and includes supervised, unsu-
pervised and reinforcement learning. Deep Learning on the basis of artificial
neural networks is currently the most promising and most widely discussed
(and used) approach, which is why we will focus on it here.

The crucial difference compared to traditional GOFAI-approaches is that
these neural networks are inspired by the organization of the human brain –
more specifically, the layered architecture of the visual cortex – while the main
difference compared to their historical precursors, the connectionist networks
from the 1980s and 1990s, is the number of layers of simulated neurons. Whereas
classical networks only consisted of an input layer, one hidden layer and an out-
put layer, deep neural networks are deep in the sense that there are many more
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than one hidden layer, indeed there are numbers reaching hundreds of layers.
This increases their computational power exponentially, enables them to repre-
sent even abstract features of the environment and is taken to be largely respon-
sible for their recent success in many applications. Thus, although this new
phase already started in the 1980s, researchers only developed computers with
the necessary computational power in the late 2000s. The nodes of the network
are connected – just as real neurons are connected via dendrites – and the
connections between them have different weights. The larger the weight between
A and B, the greater the influence of A on B, and vice versa (since weights are
symmetric).

Using cats, neuroscientists and Nobel laureates David Hubel and Torsten
Wiesel (1962) discovered that light of different wavelengths activates cells in
the back of the eye and that this activation is then processed via the optic
nerves into the brain, ending up in the hierarchically organized series of layers
of neurons in the visual cortex. Neurons in different layers have specific prefer-
ences (or receptive fields) and thus detect increasingly complex features, from
edges via simple and complex shapes to whole objects, like faces.11 The nodes
of the network are like simplified, formal neurons. The input layer provides the
data for the network – images, spoken words, hand-written digits, games –,
whereas the output layer produces the desired results, e.g., a classification of
an image or object, a number or word. In between, multiple hidden layers per-
form calculations that produce this result:

An image, for example, comes in the form of an array of pixel values, and the learned
features in the first layer of representation typically represent the presence or absence of
edges at particular orientations and locations in the image. The second layer typically de-
tects motifs by spotting particular arrangements of edges, regardless of small variations
in the edge positions. The third layer may assemble motifs into larger combinations that
correspond to parts of familiar objects, and subsequent layers would detect objects as
combinations of these parts. The key aspect of deep learning is that these layers of fea-
tures are not designed by human engineers: they are learned from data using a general-
purpose learning procedure. (LeCun/Bengio/Hinton 2015, p. 436)

Several major factors are important for their performance:
(1) First, as the name suggests, these networks are able to learn and can therefore
be trained on the input data; they are not pre-programmed (although the pro-
grammer chooses the input data). Learning takes place by adjusting the weights

11 Hubel and Wiesel dubbed them “simple” and “complex” cell types respectively. This in-
spired Fukushima (1980) to develop a new kind of network, the “Neocognitron” which was
supposed to demonstrate this stronger computational power.
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according to sensory feedback. These networks start with arbitrary weights
and adjust them in the course of a training phase in which they are bom-
barded with data. If the goal is to learn recognizing objects, the inputs will
be images; if the goal is to learn playing games, the input will be games of
this sort. And so on.

(2) This is the second important factor: Using internet databases such as image-net,
the training set for a given network can consist of millions of examples, e.g., millions
of images of dogs and cats, or millions of games of Go – many more dogs and cats
and games than any human being could encounter or play in their lifetime. Note
well: the point is not that since DNNs can rely on so much data, they have a signifi-
cant computational advantage when compared with humans; the point is that they
must rely on so much data to achieve this significant level of performance. Children,
by contrast, can learn very quickly from just a few examples (Carey 2009). That’s an
important difference. Since the real world does not come as neatly labeled as sug-
gested by a supervised learning training set for networks, this cannot be the route to
mimic human learning or understanding. It is different from the very start. But that
does not preclude us from considering the procedure “intelligent” or as an instance
of “cognition”, since these phenomena may allow for multiple realizations.12

Yet, if the images come already labeled (this is a dog, this is a cat) – which is
the most common method of machine learning – the network will eventually
learn to produce confident results (outputs) in recognizing dogs and cats. In gen-
eral, the output does not consist of a single answer, but comes as a “vector of
scores, one for each category” where the goal is to get the machine to give the
desired category the highest score (LeCun et al. 2015, p. 436). For example, if the
input is an image of a dog, the network might spit out 70% dog, 20% fox, 10%
cat, i.e., outputs with different confidence ratings. Eventually, after initially mak-
ing many errors, performance increases because these errors are processed using
so-called ‘backpropagation’: it calculates the difference between the intended
and the actual output and sends this error signal (this is not a dog) back through
the hidden layers of the network. By adjusting the weights along the way, the
network can perform better the next time it encounters this image.

Although it isn’t clear whether there is a biological analogue to this process
of backpropagation, it works well for these networks. Since what a network can
‘recognize’ on each layer is not pre-programmed, it must find out about the
most salient and characteristic features that are central for the task (of recogniz-
ing dogs, say). This is important for the test phase in which the network is

12 See Buckner (2020) for rebuttals to similar criticisms against deep learning networks.
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supposed to classify and recognize with high confidence new objects (more
cats and dogs) which weren’t in the training set. So far, DNNs do not make it
intelligible to us how they reach a decision when they recognize an object with
high confidence, for example, 60% dog, 30% cat, 10% fox. The most prominent
artificial neural networks today – convolutional neural networks, or ConvNets
(Mitchell 2020, pp. 73–88) are named after the operation leading the DNN to
yield a certain output: convolution.13 Convolution is a mathematical procedure
that works like a filter that slides across an image and creates a layer of features
across this image (Sejnowski 2018, p. 130–131). It thereby determines whether a
certain portion of an image, say, a set of pixels in a grid, contains or signifies a
certain feature and then assigns a certain numeral to that part of the grid. Re-
peating this procedure for several layers covers ever increasing portions of the
image and detects ever more abstract features, thus corresponding to Hubel
and Wiesel’s ‘simple cells.’

The network is still relying on human expertise in the form of feedback
(labels) about its results. That makes the learning process “supervised”. The
inputs are fixed and the results are determined; the network must learn to get
from A to B using only its own resources, simulated neurons in multiple layers
connected by different weights. After having received the input image, the
network performs its layer-by-layer calculations and finally produces an out-
put. This can be formulated as a certain degree of confidence (between 0 and
100%) regarding every image and category. Some networks have already
achieved more than 90% accuracy in the image-net competition (Mitchell
2020, p. 101). Nevertheless, their performance is limited, since they can only
succeed or fail in categorizing an input-picture (or word) correctly but they
cannot produce any new insights. This seems possible in unsupervised learn-
ing when the result (the label “dog”, say) is not given but found by the net-
work by associating and clustering certain patterns with each other. For
example, the network might be able to detect words in social media feeds
which are used more frequently than others or might recognize that customers
who bought product A also often bought product B, which can then be recom-
mended to new customers who bought A.

(3) A third and peculiar aspect of DNNs concerns the kinds of errors they make
and how different these errors are from the kinds of errors humans make.

13 According to LeCun, Bengio and Hinton (2015, p. 439), ConvNets (or DCNNs) proved to be eas-
ier to train and “generalized much better” than other networks, cf. LeCun et al. (1990). ‘Pooling’ is
a procedure that is seen as corresponding to convolution and similar to Hubel and Wiesel’s ‘com-
plex cells’, since it aggregates each feature over a region and guarantees for invariance.
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Since humans also make mistakes – being subject to visual illusions, for exam-
ple –, such networks need not be perfect in their performance. But it is instruc-
tive how easily they can be fooled:

While they also get confused by images containing multiple objects, unlike humans they
tend to miss objects that are small in the image, objects that have been distorted by color
or contrast filters the photographer applied to the image, and “abstract representations”
of objects, such as a painting or statue of a dog, or a stuffed toy dog.

(Mitchell 2020, p. 105)

Moreover, and most disconcertingly, DNNs are easily duped and fooled, both by in-
tentional manipulation of the input data and by new situations in the real world that
the network is not sufficiently prepared for. Thus, a self-driving car’s autopilot mode
got confused by salt lines which had been laid out on a road in anticipation of a
storm, since they looked just like lane markings – an unlikely yet possible situation.
Mitchell (2020, p. 120) reports results from her colleague Will Landecker who had
trained a network in classifying images into “contains an animal” and “does not
contain an animal”. But the test phase revealed that the network had classified all
photos with a blurry background as containing an animal since there was a high
correlation between a macroscopic picture taken of an animal and the photo having
an otherwise blurry background. That is, the network ‘overfitted’ to its training set
and thus failed to accurately predict future data that are slightly dissimilar but never-
theless belong to the same relevant category. Another, rather embarrassing and inex-
cusable because discriminatory, mistake happened to the Google Photos App when
it labeled a selfie taken by an African-American couple as “Gorillas” (Vincent 2018).

DNNs can be fooled more systematically using so-called “adversarial exam-
ples”. These are images which have been intentionally distorted by making very
small changes that the human eye cannot detect but lead a DNN to classify the
object depicted on it in an arbitrary manner, even though it had correctly classi-
fied the original image before. For example, a lion was now classified as a library,
both times with high confidence (Szegedy et al. 2015). Subsequently, Nguyen, Yo-
sinski and Clune (2015) showed that it is possible to produce copies of images
showing an object A where the copy contains differences which are unrecogniz-
able to the human eye and yet allegedly recognized as showing another object B
with 99% confidence by a DNN. This seems to show that not only do DNNs learn
very differently than humans – “at the most specific grain of detail, DCNNs [Deep
Convolutional Neural Networks, T.S.] and human perceptual cortex do not produce
exactly the same phenomena” (Buckner 2018, p. 28)14 – they also cannot be

14 Generative Adversarial Networks (GANs) can be seen as a reaction to this problem. Here,
one network’s task is to recognize and classify images correctly, while another one generates
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trusted. Thus, it remains obscure why ConvNets work as well as they do.15 This
opacity of the learning and decision-making process makes it difficult to under-
stand what and how such networks learn. Mitchell (2020, p. 132) concludes that
“something very different from human perception is going on”.

3.1 Philosophical Interpretations of Deep
Neural Networks

As we saw in the first part, one crucial aspect of Kant’s theory of cognition is
that he posits a balanced interaction between bottom-up and top-down process-
ing, in his terminology between intuition and concept. A second, yet different,
aspect of his approach is the positing of a priori contributions to cognition, i.e.,
contributions that are independent and systematically prior to experience or
learning. With respect to our understanding of causal relations, for example,
Kant shared the same starting point with Hume, stressing that it cannot be con-
ceived as a “direct consequence of data-driven learning” (Butterfill 2020, p. 93).
However, contrary to Hume’s skepticism, Kant concluded that there must be a
contribution to understanding that is not learned which is often identified with
being “innate”.16

Considering the preceding paragraphs, DNNs also raise a number of inter-
esting issues concerning perception, classification, abstraction, conceptual
learning, and understanding, and also concerning the debate about innate vs.
learned against the background of the controversy between empiricists and
rationalists. Buckner argues that in today’s debates, the question is no longer
whether the mind starts out as an unstructured ‘blank slate’ but whether cate-
gorical representations “are due mostly to domain-specific or domain-general
cognitive mechanisms” (Buckner 2018, p. 3). A typical example for a domain-
specific cognitive mechanism is Chomsky’s universal grammar, which constitutes
a language acquisition device underlying our learning of all natural languages; it
is domain-specific since it only pertains to language. By contrast, one may posit
only one domain-general all-purpose learning device allowing one to acquire
knowledge across domains (as done, for example, in Skinner 1957, the book criti-
cized by Chomsky 1959). Crucially, opponents in the debate would not count the

data like those in the training set. In this competitive way, the two networks can improve on
their performance.
15 This feature of DNNs gives rise to the research program of “explainable AI” which aims at
making such networks intelligible (see also Sejnowski 2020).
16 Samuels (2004, p. 139) criticizes this characterization for being uninformative.
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latter as evidence for a nativist position, since, as Long (ms., p. 3) argues, every-
one agrees that learning requires that something be innate. He proposes, follow-
ing Margolis and Laurence (2013), to frame the controversy in terms of this
contrast, with nativism holding that cognition (in a given domain) requires do-
main-specific mechanisms, and empiricism holding that (for any domain) do-
main-general mechanisms are sufficient. The questions we are facing then are
the following: Given that DNNs do not start from scratch, do they require do-
main-specific mechanisms or can they make do with domain-general ones in
order to achieve general intelligence? (2) Does Kant’s system of categories consti-
tute a domain-general or a domain-specific cognitive mechanism?

Regarding question (1), Long (ms.) has usefully framed the development of
artificial intelligence in terms of this opposition and formulated more fine-
grained theoretical options. To keep things as simple as possible, we will focus
on only two of them: “Necessity Nativism is the claim that necessarily, a human-
level AI system will be a nativist system” (Long, ms., p. 6). That is, in this
view general intelligence requires nativist (domain-specific) mechanisms. By
contrast, Possibility Empiricism “is the claim that it is possible for a human-
level AI system to be an empiricist system” (Long ms., p. 6); i.e., general in-
telligence, in this view, does not require domain-specific mechanisms but
can be acquired by relying on domain-general mechanisms alone. Long ar-
gues that “empiricist human-level AI is at the very least possible” (Long, ms., p. 1).
That is, Long belongs to a group which we may dub “optimists”. Optimists claim
that developers may overcome the obstacles that current AI systems face compared
to human-level understanding without having to rely on domain-specific mecha-
nisms. Pessimists, by contrast, claim that developers will not succeed in building
AI systems that can achieve human-level understanding solely by relying on do-
main-general mechanisms. Domain-specific, i.e., innate mechanisms are necessary
for this feat.

(a) Optimists

In a seminal article, LeCun, Bengio and Hinton (2015, p. 436) claim that DNNs
are able to “learn representations of data with multiple levels of abstraction”. If
that were so, this would be fantastic, since – according to Mitchell (2020, p. 319) –
“abstraction, in some form, underlies all of our concepts, even from earliest in-
fancy” and it would therefore open the door for the possibility that DCNNs may
acquire concepts and understanding simply from being exposed to data. That is,
LeCun, Bengio and Hinton are optimists. So is Buckner (2018), who is impressed
by the success of ConvNets and discusses them in the context of an empiricist
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philosophy of mind, claiming that they “model a distinctive kind of abstraction
from experience”, and thereby “one crucially important component of intelligence –
a form of categorial abstraction”, among other components necessary for general
intelligence (Buckner 2018, p. 3). He also highlights several core features of DNNs –
multiple layers, convolutional filters, and pooling – and argues that “they jointly
implement a form of hierarchical abstraction that reduces the complexity of a prob-
lems feature space [. . .] by iteratively transforming it into a simplified representa-
tional format that preserves and accentuates task-relevant features while
controlling for nuisance variation”, i.e., variations that are irrelevant for cate-
gorization (size, location etc.). He calls this process “transformational abstrac-
tion” (Buckner 2018, p. 18). In his rich and densely argued paper, Buckner
nicely presents both Locke’s as well as Berkeley’s and Hume’s somewhat mysteri-
ous and unsatisfactory accounts of abstraction, culminating in the puzzle of how
the mind can get from specific exemplars to abstract categories (Locke) or from
abstract categories to exemplars (Hume). Where does the knowledge come from
which details should be left out (Locke) or added (Berkeley, Hume) along the
way? While at one point he acknowledges that what he is developing “begins to
look more like the theory of abstraction provided by Kant (and contemporary
Kantians like Barsalou [. . .] who emphasized the need for rules of synthesis to
generate a range of specific possible exemplars corresponding to an abstract cat-
egory” (Buckner 2018, p. 12), he nevertheless argues, along the lines of possibility
empiricism, that this challenge may be met by an empiricist account. He is con-
tent to have shown that DNNs perform abstractions that vindicate “elements of
the Lockean, Berkeleyan and Kantian views”, without committing himself nei-
ther to any one of these historical interpretations, nor to the crucial differences
between these accounts.

(b) Pessimists

At the time being, it is fair to say that the group of pessimists pointing out several
limitations of Deep Neural Networks is larger, or at least louder than the group of
optimists (depending on whom you talk to). As Buckner (2018) notes, contempo-
rary rationalists are skeptical about domain-general mechanisms being suffi-
cient. Indeed, Mitchell (2020, p. 132) argues that the main problem of deep
neural networks is “one of understanding”. The networks lack the rich back-
ground knowledge – about functions of objects (affordances), memories, and
context dependent cognition – which informs human perception. She suggests
that “humans are endowed with an essential body of core knowledge” (Mitchell
2020, p. 309), appealing to the influential work by Spelke and Carey (1996) which
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posits domain-specific core knowledge systems enabling the recognition of ob-
jects, agents, numbers, and so on – i.e., concepts like cause, number, object, and
agent. The list of features of these systems typically contains “innateness”.

An even more dismissive assessment of what deep neural networks can
achieve is that given by Marcus and Davis (2019, p. 145). They agree with Mitch-
ell but go further, objecting that what DNNs provide is just more of the same
that was already possible with their precursors. They complain that “machine
learning people, for the most part, emphasize learning, but fail to consider in-
nate knowledge” (Marcus/Davis 2019, p. 144). Also appealing to Spelke’s work,
they submit that

humans are likely born understanding that the world consists of enduring objects that
travel on connected paths in space and time, with a sense of geometry and quantity, and
the underpinnings of an intuitive psychology. Or, as Kant argued [. . .], an innate ‘spatio-
temporal manifold’ is indispensable if one is to properly conceive of the world.

(Marcus/Davis 2019, p. 145)

Leaving Kant and the question of whether Marcus and Davis’ charge against
machine-learning researchers is justified aside for the moment, it should be em-
phasized that innateness is not a necessary feature of the core systems identi-
fied by Spelke and Carey. As Butterfill (2020, pp. 93–103) shows, the evidence
for such systems being innate is far from clear, and “poverty of stimulus argu-
ments” have been provided only in the case of syntax (Chomsky 1959), whereas
other works in developmental psychology suggest an agnostic position on in-
nateness of core systems. Thus, one may accept the evidence mentioned in favor
of a distinction between a limited number of core knowledge systems but never-
theless reject the claim that they can be cited in favor of necessity nativism.

In a similar vein, and with a focus on the goal of developing an artificial
system exhibiting general intelligence, computer scientist and philosopher
Judea Pearl (2018, p. 10) considers “machines’ lack of understanding of causal
relations” as being “perhaps the biggest roadblock to giving them human-
level intelligence [. . .] I believe that strong AI is an achievable goal and one
not to be feared precisely because causality is part of the solution.”17 “A
causal reasoning module will give machines the ability to reflect on their mis-
takes, to pinpoint weaknesses in their software, to function as moral entities,
and to converse naturally with humans about their own choices and inten-
tions.” Yet, despite his optimism, he considers present-day learning machines
still only as “sharing the wisdom of an owl”. Despite regular news about rapid
advances in machine-learning systems – self-driving cars, speech and face

17 For Pearl, strong AI is the claim that an AI system exhibits general human-level intelligence.
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recognition systems, and the like – even recent deep learning networks have
only “given us machines with truly impressive abilities but no intelligence.
The difference is profound and lies in the absence of a model of reality” (Pearl
2018, p. 30).

In order to illustrate what’s missing compared to the human level of un-
derstanding, Pearl sketches a threefold “ladder of causation” (Pearl 2018,
pp. 23–52), specifying three levels of cognitive ability that a learner must
achieve for a true understanding of causal relations. The first and most basic
level, which we share with many animals, consists in detecting regularities
through observation. An owl may observe a rat and figure out where it will be
next, for example. Such reasoning proceeds merely by association and seeing
such regularities enables a cognitive agent to make predictions guided by the
question ‘What if I see [. . .]?’. Only some of such observations may actually
discover causal relations, and the data themselves do not disclose cause and
effect. The second cognitive level is characterized by action which enables a
cognitive agent to bring about changes in the world. Actions are interventions
into the physical causal order. To use Pearl’s example, “seeing smoke tells us
a totally different story about the likelihood of fire than making smoke” (Pearl
2019, p. 31). Humans use such interventions all the time, e.g., when taking an
aspirin to cure a headache. Tool use in the animal kingdom is an illustration
of the range of creatures capable of this cognitive level. The guiding question
on this level is: ‘What if I do [. . .]?’ The final cognitive ability, enabling a
human-level understanding of causal relations, is counterfactual reasoning.
Once the headache is gone, we can ask why and consider the probabilities of
different causes, asking, in effect, ‘What if I had done [. . .]?’ An instance of
this question is, e.g., ‘What would have happened if I had not taken the aspi-
rin?’. Such thinking opens up new possibilities, taking us beyond data into an
imaginary world where some facts, obtaining in the real world, do not hold,
or are even contradicted. This hallmark of human intelligence enables the de-
velopment of scientific theories, art, and improving on our past actions.

The point of all this is that, in Pearl’s view, present-day AI has not yet pro-
gressed beyond level one because even DNNs operate entirely in association
mode, being fully driven by a stream of data. Recall that being a direct conse-
quence of data-driven learning was how we identified the empiricist position.
According to Pearl then, this empiricism is limited. Even the successful com-
puter program Alpha Go only churns through accumulated data, its database
consisting of millions of Go games, “so that it can figure out which moves are
associated with a higher percentage of wins” (Pearl 2018, p. 29). But this is all
that it is capable of, obviously exceeding human memory by far, but not achiev-
ing any understanding. By contrast, humans make use of a mental “model of
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reality” (Pearl 2018, p. 30, see also Mitchell 2020, ch. 14) which Pearl considers
as a necessary ingredient to achieve our level of understanding. While many
researchers in AI attempt to solely rely on data for all cognitive tasks, Pearl em-
phasizes “how profoundly dumb data are about causes and effects” (Pearl
2019, p. 16).

Whether optimists or pessimists may turn out to be correct is an empirical
question, and not one to be settled in this paper. At least, the limitations and
challenges are more or less known. Cremer (2021) presents a survey of expert
interviews on the potential and limitations of deep learning wherein such ex-
perts list forty limitations. Success in this area depends on whether the ques-
tion is if AI systems are supposed to exhibit cognition and intelligence that is
like cognition and intelligence in humans or if we would be content with such
systems being successful in a sufficiently high number of tasks or in a suffi-
ciently high number of domains, regardless of whether the way they achieved
this resembles the way humans do. I highlighted the potential connections to
(and relevance of) Kant’s theory of cognition in this context as well as to its bor-
derline position between empiricism and nativism. This was the second ques-
tion we posed above. On the one hand, given that his system of categories is
characterized as being a priori (and thus systematically prior to any experi-
ence), his position would be classified as nativist. On the other hand, given that
his system of categories can be considered domain-general, his position would
be classified as empiricist. Thus, given the different terminological systems
used by Kant and contemporary cognitive scientists, it is challenging to formu-
late a clear statement on this issue that is both true to Kant’s writings and to
the way dichotomies are characterized in todays’ debates. As a final remark in
this review, it is worth introducing a very recent approach to machine learning
that specifically alludes to Kant’s view of cognition in its formulation of a cog-
nitive architecture, namely the position developed by Richard Evans (2022, this
volume 39–103).

3.2 Start Making Sense!

Like Pearl and Mitchell, Richard Evans and his colleagues – computer scientists
at Deep Mind, one of the leading companies developing state-of-the-art AI – al-
lude to mental models and add specifications about its ingredients and con-
straints (Evans et al. 2021). Concerned with the problem of how to make sense
of a sensory sequence, they allude to Kant’s theory, since “Kant defines exactly
what it means to make sense of a sequence: to reinterpret that sequence as a
representation of an external world composed of objects, persisting over time,
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with attributes that change over time, according to general laws” (Evans 2022,
this volume, p. 40). This “involves constructing a symbolic causal theory that
both explains the sensory sequence and also satisfies a set of unity conditions”
(Evans et al. 2021, p. 1). More specifically, they postulate the “requirement that
our theory exhibits a particular form of unity: the constituents of our theory –
objects, properties, and atoms – must be integrated into a coherent whole [. . .]
This extra unity condition is necessary, we argue, for the theory to achieve
good accuracy at prediction, retrodiction, and imputation” (Evans et al. 2021,
p. 2). To meet these unity requirements on sense-making, Evans suggests inter-
preting Kant’s first Critique as providing a cognitive architecture, specifically
“as a precise computationally-implementable description of what is involved
in making sense of the sensory stream” (Evans 2022, this volume, p. 40). That
is, according to Evans, it is possible to capture Kant’s cognitive architecture in
rigorous algorithmic form and implement it in a machine in order to test it in
experiments.18 Although not all details of Kant’s account can thereby be cap-
tured, the gain is a detailed and precise description on the level of a computer
algorithm. That is, Kant’s a priori psychology here forms the template for a ma-
chine-learning system which requires translating the various faculties that are
involved in cognition in the narrow sense and their interaction into one pro-
gram. In terms of concrete results, these are the understanding – with its capacity
to form judgements – corresponds to an unsupervised learning program, the
power of judgement, which subsumes intuitions under concepts, is implemented
as a binary neural network, and the imagination which is responsible (and indis-
pensable) for the connections between intuitions (productive synthesis) in terms
of a set of non-deterministic choice rules (Evans 2022, this volume, p. 95). The
fourth and final condition is sensory intuition, which provides the input for the
cognitive architecture.

In a more recent article, Evans et al. (2021) describe a particular computer
system they call “Apperception Engine”, designed to perform an “unsupervised
program synthesis” (Evans et al. 2021., p. 2) and to implement the various

18 Moreover, he takes this to yield original rather than merely derived intentionality. The lat-
ter presupposes another system with original intentionality (a human being) that can confer
its intentionality on the system in question (by interpreting its symbols, for example). Notori-
ously, Searle (1980) postulates that only a biological system is capable of original intentional-
ity, while all artificial systems will always remain capable only of derived intentionality. Evans
(2017, p. 43) argues, by contrast, “that a computational agent built to satisfy a Kant-inspired
cognitive architecture is capable of achieving original intentionality. It doesn’t matter what it
is made of as long as it achieves the necessary structural organization.”
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faculties in one unified system.19 Delving into the rich details of this implemen-
tation is beyond the scope of this review and must be left for another occasion,
but the readers may consult Evans’ contribution to this volume themselves
(Evans 2022, this volume, ch. 2). This requirement explicitly exceeds the typical
empiricist approaches that are purely data-driven, as criticized by the “pessi-
mists” such as Pearl, Mitchell and Marcus & Davis (see above). But it does not
mean that Evans thereby takes his Apperception Engine to constitute a nativist
system, as demanded by Marcus and Davis. With respect to the debate between
optimists and pessimists, Evans objects to Marcus’ interpretation of Kant as a
nativist, because it is important what is taken to be innate. That is, it makes a
difference whether one claims that concepts are innate or faculties (capacities)
whose application produces such concepts. Kant allegedly did not conceive of
the categories as innate concepts: “The pure unary concepts are not ‘baked in’
as primitive unary predicates in the language of thought. The only things that
are baked in are the fundamental capacities (sensibility, imagination, power of
judgement, and the capacity to judge) [. . .]. The categories themselves are ac-
quired – derived from the pure relations in concreto when making sense of a
particular sensory sequence” (Evans 2022, this volume, p. 74). Evans follows
Longuenesse (2001), who grounds her interpretation in a letter Kant wrote to
his contemporary Eberhard; in it, he distinguishes an “empirical acquisition”
from an “original acquisition”, the latter applying to the forms of intuition and
to the categories. Evans is right in saying that, as far as the cognition of an ob-
ject is concerned – like the “I think” – the categories come into play only by
being actively (spontaneously) applied through the understanding, and can
thus be derived, if you will, through a process of reverse engineering which re-
veals that they have to be presupposed in the first place, being a transcendental
condition of experience. But this is compatible with the claim that, given their
a priori status (and given that they can be applied also in the absence of sen-
sory input, though not to yield cognition in the narrow sense but still cognition
in the broad sense, as characterized above), “they have their ground in an
a priori (intellectual, spontaneous) capacity of the mind” (Longuenesse 2001,
p. 253). In contrast to Evans, Barsalou (1999, p. 581) firmly categorizes Kant as a
nativist, arguing that Kant “assumed that native mechanisms interpret and or-
ganize images”. If such mechanisms are supposed to be the categories, then
this interpretation speaks against Kant’s elaboration in his letter to Eberhard,
but we need not settle this issue here.

19 They formulated the unity conditions and chose the name for the computer program in
honor of Kant’s background theory in the Critique of pure reason (Evans et al. 2021, p. 8, n. 17).
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One way the categories are applied is described in the schematism chapter
of the first Critique. Thus, when the question is how we “form the general idea
of a triangle when we have only been exposed to a series of particular and idio-
syncratic exemplars” which we are forced to “unify” (Buckner 2018, 8), then
Kant’s answer can be framed in terms of the combination of sensory and concep-
tual representations, arguing that unificatory concepts (categories) are “schema-
tized” when combined with a series of exemplars. A schema, in Kant’s parlance,
is a third kind of representation which can mediate between an intuition and a
concept and can thus enable the application of a concept to a given intuition.
Analogously, the schematism is the process of applying the concepts of the un-
derstanding to appearances. Kant distinguished between schemata for empirical
concepts like “chair” and schemata for pure sensory concepts from geometry like
“triangle”, which is Buckner’s example. In Kant’s theory, which can only be
hinted at, schemata result as an effect of the imagination’s task to produce a
given concept’s image (KrV, AA: A140/B179). While the understanding produces
a concept that acts like a rule, the imagination produces a general Gestalt (the
schema of that concept) and a concrete image, either in free association or based
on sensory input. Schemata are sensory by being imagistic representations, and
yet general rather than merely particular, guided by the rule provided by the con-
cept. I will leave it at these brief remarks on schemata, as there are many inter-
pretative problems to do with this important notion (see Pippin 1976, Pendlebury
1995 and Matherne 2014 for further discussion).20 The upshot is, of course, that
this consideration leads us away from a purely empiricist account towards a
mixed account that incorporates rationalist elements. It is an area of research
that deserves a closer look on another occasion.

Another way in which Kant’s theory of cognition is quite different from the
typical empiricist approaches has to do with the central notion of spontaneity.
As Evans notes, apart from the passive sensibility which only receives informa-
tion, all other faculties involved in cognition in the narrow sense contain a spon-
taneous element. It is crucial for Evans’ interpretation that spontaneity is free of
any constraints, such that the cognitive agent is “continually constructing the
program” that she can execute, being “free to construct any rules whatsoever – as
long as they satisfy the unity conditions” (Evans 2021). Yet, Evans is well aware
that a number of features that are important for Kant are either not represented in
the Apperception Engine or represented differently, for example, space, time, and

20 In addition to interpretative difficulties, it may be problematic that Kant did not rewrite
the chapter on schematism from the first to the second edition, although many of his recon-
ceptualizations, including that of the place of the imagination, might have effects on this over-
all view.
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self-consciousness. Thus, while Kant takes the spontaneity of the understanding
to be typically a self-conscious activity – i.e., an activity being conscious of itself
(B 153) which allows the subject performing the spontaneous synthesis to become
conscious of “the identity of the consciousness in [. . .] conjoined [. . .] representa-
tions (B 133) –, this has as yet not been implemented in Evans’ program. Evans
himself acknowledges that there is still much more work to be done in order for
the Apperception Engine to be fair to Kant’s original theory. But what’s more im-
portant for his practical purposes is whether the resulting performance of the
program is in need of further elements. It is of course an empirical question of
whether Evans’ Kantian machine-learning approach is superior to competing
deep-learning architectures or whether alternative routes are sufficient or yield
better results. But given the purpose of this paper, which was to present an over-
view of where Kant’s conception of cognition has been and still is influential, it
is fascinating to see that many of his ideas are still very much alive and relevant.

4 Conclusion

In this paper I presented a survey intended to outline various approaches devel-
oped by researchers in cognitive science and artificial intelligence with an eye
on the influence of Kant’s theory of cognition on these respective approaches.
As it turned out, many elements of Kant’s philosophy have been influential and
are still relevant in the search for the right paradigm to explain and experimen-
tally approach cognition. It was not the purpose of this paper to remain faithful
to all of Kant’s texts and engage in Kant-exegesis. Rather, this text was an exer-
cise to see what cognitive scientists and contemporary philosophers of mind
can take from Kant’s philosophy and apply it usefully to address open ques-
tions such as what’s needed for an artificial system to make sense of sensory
input, or to develop cognitive models such as the predictive processing para-
digm to capture neural processing in the brain. This is a fascinating area of
study. Time will tell what elements of Kant’s philosophy of mind will remain
fruitful and necessary in the best theories of cognition and the development of
artificial systems exhibiting general intelligence.21

21 I am grateful for funding from the Volkswagen-Foundation of my Lichtenberg-Professorship
and the associated research project on Situated Cognition. Thanks also for helpful feedback and
comments on an earlier draft by Cameron Buckner, Richard Evans and Dieter Schönecker and
my team members Krzysztof Dolega, Marco Facchin, Paola Gega, François Kammerer, Firuze
Mullaoglu, Nina Poth, Bartosz Radomski, Caroline Stankozi, Tobias Starzak, and Elmarie Venter.
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Richard Evans

2 The Apperception Engine

Abstract: This paper describes an attempt to repurpose Kant’s a priori psychology
as the architectural blueprint for a machine learning system. First, it describes the
conditions that must be satisfied for the agent to achieve unity of experience: the
intuitions must be connected, via binary relations, so as to satisfy various unity con-
ditions. Second, it shows how the categories are derived within this model: the cat-
egories are pure unary predicates that are derived from the pure binary relations.
Third, I describe how Kant’s cognitive architecture has been implemented in a com-
puter system (the Apperception Engine) and show in detail what it is like for the
system to construct a unified experience from a sequence of raw sensory input.

1 Introduction

This paper describes an attempt to repurpose Kant’s a priori psychology as the
architectural blueprint for a machine learning system.

Imagine a machine, equipped with sensors, receiving a stream of sensory
information. It must, somehow, make sense of this stream of sensory data. But
what, exactly, does this involve? We have an intuitive understanding of what is
involved in “making sense” of sensory data – but can we specify precisely what
is involved? Can this intuitive notion be formalized?

In machine learning, this is called the unsupervised learning problem. It is
both fundamentally important and frustratingly ill-defined. This problem con-
trasts with the supervised learning problem where the sensory data come at-
tached with labels. In a supervised learning problem, there is a clear learning
objective, and there are a number of powerful techniques that perform very suc-
cessfully. However, the real world does not come with labels attached to sensory
data. We just receive the data. As Geoffrey Hinton said:1

When we’re learning to see, nobody’s telling us what the right answers are – we just look.
Every so often, your mother says “that’s a dog”, but that’s very little information. You’d
be lucky if you got a few bits of information – even one bit per second – that way. The
brain’s visual system has 1014 neural connections. And you only live for 109 seconds. So

Richard Evans, Imperial College London

1 Quoted in Kevin Murphy’sMachine Learning: a Probabilistic Perspective (Murphy, 2012).
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it’s no use learning one bit per second. You need more like 105 bits per second. And
there’s only one place you can get that much information: from the input itself.

In unsupervised learning, we are given a sequence of sensor readings, and want to
make sense of that sequence. The trouble is we don’t have a clear formalisable un-
derstanding of what it means to “make sense”. Our problem, here, is inarticulacy. It
isn’t that we have a well-defined quantifiable objective and do not know the best
way to optimize for that objective. Rather, we do not know what it is we really want.

One approach, the self-supervised approach, is to treat the sensory se-
quence as the input to a prediction problem: given a sequence of sensory data
from time steps 1 to t, maximize the probability of the next datum at time t + 1.
But I believe there is more to “making sense” than merely predicting future sen-
sory readings. Predicting the future state of one’s photoreceptors may be part of
what is involved in making sense – but it is not on its own sufficient.

What, then, does it mean to make sense of a sensory sequence? In this
paper, I argue that the solution to this problem has been hiding in plain sight
for over two hundred years. In the Critique of Pure Reason (Kant, 1781), Kant
defines exactly what it means to make sense of a sequence: to reinterpret that
sequence as a representation of an external world composed of objects, persisting
over time, with attributes that change over time, according to general laws.

In this paper, I reinterpret part of Kant’s first Critique as a specification of a
cognitive architecture, as a precise computationally-implementable description
of what is involved in making sense of the sensory stream. This is an interdisci-
plinary project and as such is in ever-present danger of falling between two
stools: neither philosophically faithful to Kant’s intentions nor contributing
meaningfully to AI research. Kant himself provides2

the warning not to carry on at the same time two jobs which are very distinct in the way
they are to be handled, for each of which a special talent is perhaps required, and the
combination of which in one person produces only bunglers [AK 4:388]

The danger with an interdisciplinary project, part AI and part philosophy, is that
both potential audiences are unsatisfied. The computer science might reasonably
ask: why should a two hundred year old book have anything to teach us now?
Surely if Kant had anything important to teach us, it would already have been
absorbed? The Kant scholar might reasonably complain: is it really necessary to

2 Translations are from the Cambridge Edition of the Works of Immanuel Kant (details at the
end), with occasional modifications. With the exception of those to the Critique of Pure Reason,
which take the standard A/B format, references to Kant are by volume and page number in the
Academy Edition [Immanuel Kants gesammelte Schriften, 29 volumes, Berlin: de Gruyter, 1902-].
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re-express Kant’s theory using a computational formalism? We do not need these
technicalities to talk about Kant. At best, it is an unnecessary re-articulation. At
worst, misunderstandings are piled on misunderstandings, as Kant’s ideas are in-
evitably distorted when shoe-horned into a simple computational formalism.

Nevertheless, I will argue, first, that contemporary AI has something to
learn from Kant, and second, that Kant scholarship has something to gain
when rearticulated in the language of computer science.

1.1 AI has Something to Learn from Kant

It is increasingly acknowledged that the strengths and weaknesses of neural net-
works and logic-based learning are complementary. While neural networks3 are
robust to noisy or ambiguous data, and are able to absorb and compress the in-
formation from vast datasets, they are also data hungry, uninterpretable, and do
not generalize well outside the training distribution (Fodor and Pylyshyn, 1988;
Marcus, 2018a; Lake et al., 2017; Evans and Grefenstette, 2018). Logic based
learning, by contrast, is very data efficient, produces interpretable models, and
can generalise well outside the training distribution, but struggles with noisy or
ambiguous data, and finds it hard to scale to large datasets (Rocktäschel and Rie-
del, 2016; Evans and Grefenstette, 2018).

What we would really like, if only we can get it, is a system that combines
the advantages of both. But this is, of course, much easier said than done.
What, exactly, is involved in combining low-level perception with high-level
conceptual thinking?

In the first Critique Kant describes, in remarkable detail, exactly what this
hybrid architecture should look like. The reason why he was interested in hy-
brid cognitive architectures is because he was attempting to synthesise the two
conflicting philosophical schools of the day, empiricism and rationalism. The
neural network is the intellectual ancestor of empiricism, just as logic-based
learning is the intellectual ancestor of rationalism. Kant’s unification of empiri-
cism and rationalism is a cognitive architecture that attempts to combine the
best of both worlds, and points the way to a hybrid architecture that combines
the best of neural networks and logic-based approaches.4

3 An introduction to neural networks is beyond the scope of this paper and we refer to Murphy
(2012).
4 So far, so programmatic. The hybrid neuro-symbolic architecture is outlined in Section 3
and described in detail in (Evans et al., 2021a), and the ascription of this architecture to Kant
in particular is justified in Section 2.
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1.2 Kant Interpretation has Something to Learn from AI

Some of the most exciting and ambitious work in recent philosophy (Brandom,
1994, 2009, 2008; Sellars, 1967, 1968, 1978) attempts to re-articulate Kantian
(and post-Kantian) philosophy in the language of analytic philosophy. Now
this re-articulation is not merely window-dressing: it is not merely dressing up
old ideas in the latest fashionable terminology, but rather an attempt to achieve
a new level of perspicuity in a semi-formal language that was designed for clar-
ity and precisiom.

My aim in this paper is to re-articulate Kant’s theory at a further level of
precision, by reinterpreting it as a specification of a computational architecture.
Why descend to this particular level of description? What could possibly be
gained? The computational level of description is the ultimate level of precise de-
scription. There is no more precise you can be: even a mere computer can under-
stand a computer program. Computers force us to clarify our thoughts. They admit
no waffling or vagueness. Hand-waving is greeted with a compilation error, and a
promissory note is returned, unread.

The advantage of re-articulating Kant’s vision in computational terms is
that it gives us a new level of specificity. The danger is that, in an effort to
shoe-horn Kant’s theory into a particular implementable system, we distort his
original ideas to the point where they are no longer recognisable. Whether this
is indeed the unfortunate consequence, the gentle reader must decide.

1.3 Kant’s Cognitive Architecture

The first half of the Critique of Pure Reason is a sustained exercise in a priori
psychology: the study of the processes that must be performed if an agent is to
achieve experience. For Kant, this a priori psychology was largely a means to an
end – or, to be precise, two ends. One of his high-level goals was metaphysical:
to enumerate once and for all the pure aspects of cognition – those features of
cognition that must be in place no matter what sensory input has been received.
The pure aspects of cognition include the pure forms of intuition (space and
time, as described in the Aesthetic), the pure concepts (the categories, as de-
scribed in the Analytic of Concepts), and the pure judgements (the synthetic
a priori propositions, as described in the Principles). His other high-level goal
was metaphilosophical: to delimit the bounds of sense, and finally put to rest
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various interminable disputes,5 by showing that the pure concepts can only be
applied to objects of possible experience.

But I believe that, apart from its role as a means to his metaphysical and
metaphilosophical ends, Kant’s peculiar brand of psychology has independent
interest in its own right, as a specification of a cognitive architecture. According
to Kant’s specification, making sense of a sensory sequence involves construct-
ing a symbolic causal theory that explains the sensory sequence and satisfies a
set of unity conditions. According to our interpretation, making sense of sen-
sory input is a type of program synthesis, but it is unsupervised program synthe-
sis, constrained in such a way as to achieve the synthetic unity of apperception.

To test this hypothesis, we need to implement this architecture in a com-
puter program, and test it on a wide array of examples. Kant’s theory is in-
tended to be a general theory of what is involved in achieving experience, so –
if it actually works – it should apply to any sensory input. To test the viability
of this architecture, then, we need to actually implement it, and evaluate it in a
large and diverse set of experiments.

Our computer implementation of Kant’s cognitive architecture is called the
APPERCEPTION ENGINE.6 Our system is able to produce interpretable human-
readable causal theories from very small amounts of data because of the strong
inductive bias provided by Kant’s unity constraints. We have tested this system
in a variety of experiments, and found it shows promise as a machine for making
sense of unlabelled sensory input.

In this paper, I shall first (Section 2) extract some core theses from the first
half of the Critique, and assemble them into a specification of a cognitive archi-
tecture. Next (Section 3), I describe some examples of the APPERCEPTION ENGINE in
action. I show one worked example in detail.7 Finally (Section 4), I discuss the
various interpretive decisions that were made, and defend them against alterna-
tives. One of the things that makes a computational implementation challenging
is that it forces one to pick a specific interpretation of Kant, since the computer
has zero tolerance for vagueness or equivocation.

5 He wanted to “put an end to all dispute” [A768/B796].
6 The APPERCEPTION ENGINE is described in detail in (Evans et al., 2021b,a; Evans, 2020). The
source code is available at https://github.com/RichardEvans/apperception.
7 For the various other experiments, see (Evans et al., 2020) and (Evans et al., 2021a).
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2 Achieving Experience

In the first half of the Critique of Pure Reason, Kant focuses on the following
fundamental question:

What activities must be performed if the agent is to achieve experience?8

Note that this is a question about intentionality – not about knowledge. Kant’s
question is very different from the standard epistemological question:

Given a belief, what else has to be true of the agent for us to count that belief as knowledge?

Kant’s question is pre-epistemological: he does not assume the agent is given a
belief. Instead, we see his belief as an achievement that cannot be taken for
granted, but has to be explained:

Understanding belongs to all experience and its possibility, and the first thing that it does
for this is not to make the representation of the objects distinct, but rather to make the
representation of an object possible at all [A199, B244-5]

Kant asks for the conditions that must be satisfied for the agent to have any
possible cognition (true or false) [A158, B197]. Note that this is not an empirical
psychological question about the processes that human beings happen to use,
but rather a question of a priori psychology:9 what must a system – any physi-
cally realised system at all10 – do in order to achieve experience?11

In this paper, I will try to distill Kant’s answer to this fundamental ques-
tion, and reinterpret his answer as the specification of a cognitive architecture.

8 The subtitle of the Transcendental Deduction in the First Edition is: “On the a priori grounds
for the possibility of experience.” [A95].
9 In this project, I side with Longuenesse (Longuenesse, 1998), Waxman (Waxman, 2014), and
others in interpreting the first half of the Critique as a priori psychology. Contra Strawson
(Strawson, 2018), I believe that a priori psychology is a legitimate and important form of
inquiry, and that if we try to expunge it from Kant’s text, there is not much left that is
intelligible.
10 There are a number of places in the Critique where Kant seems to restrict his inquiry to just
humans e.g., [B138-9]. But Kant uses the term “human” to refer to any agent who perceives the
world in terms of space and time and has two distinct faculties of sensibility and understand-
ing. This is a much broader characterisation than just homo sapiens.
11 Because the second question is broader, it is more relevant to the project of artificial intelli-
gence (Dennett, 1978).
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2.1 Achieving Experience by Unifying Intuitions

A central claim of the Transcendental Deduction is that:

() In order to achieve experience, I must unify my intuitions. [A]

Before we can assess the truth of such a claim, we first need to understand what
it means. (i) What does Kant mean by an experience? (ii) What are intuitions?
(iii) What does it mean to unify them? I shall consider each in turn.

2.1.1 What does Kant mean by ‘Experience’?

Kant’s notion of experience (‘Erfahrung’) is close to our usual use of the term.
I shall list some features of this term as Kant uses it. First, experience is every-
day. It is not an unusual peak state that people only achieve occasionally, like
enlightenment or ecstasy. Rather, it is a state that most of us have most of the
time when we are awake. Second, experience is unified. At any one time, I am
having one experience [A110]. I cannot have multiple simultaneous experiences.
I may be conscious of multiple stimuli, but they are all part of one experience.
Third, experience is articulated (Stephenson, 2013). It is not a mere ‘blooming,
buzzing confusion’ (James et al., 1890). Rather, experience is composed of dis-
tinct objects with distinct properties. Fourth, experience is not (merely) con-
ceptual. It is not just a collection of beliefs. It is, to anticipate, a unified
combination of intuitions and concepts. Fifth, experience is not necessarily ve-
ridical. It purports to represent the world accurately, but may fail to do so
(Longuenesse, 1998; Stephenson, 2013; Waxman, 2014).

Experience is not something we should take for granted. Rather, experience
is an achievement. When I open my eyes, I see various objects, with various
properties that change over time. But this experience is a complex achievement
that only occurs if a myriad of underlying processes work exactly as they
should do. The central contribution of Kant’s a priori psychology is to de-
scribe in detail the underlying processes needed in order for experience to
be achieved.
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2.1.2 What does Kant mean by ‘Intuition’?

An intuition (‘Anschauung’) is a representation of a particular object12 (e.g.,
this particular jumper) or a representation of a particular attribute13 of a partic-
ular object at a particular time (e.g., the particular dirtiness of this particular
jumper at this particular time).

Intuitions are produced by the faculty of sensibility [A19/B33]: the recep-
tive faculty that detects sensory input. Sensibility provides the agent with a plu-
rality of intuitions [B68], which the mind needs to make sense of.

Intuitions are private to the individual. My intuitions are different from
yours. It is not just that we do not share intuitions we cannot share intuitions, as
they are essentially private. To see this, consider four possible relations between
an action and its object:
1. The object existed before and after the action (e.g., kicking the football).
2. The object existed before but not after the action (e.g., destroying the

evidence).
3. The object existed after but not before the action (e.g., making a cake).
4. The object existed neither before nor after, but only during the action, be-

cause the object is only an aspect of the action

Let us focus on the fourth. When I draw a circle in the air, this thing – the circle –
only exists for the duration of the activity because it is an aspect of the activity.
Or consider “the contempt in his voice ”: this thing, this contempt, only exists for
the duration of his vocal utterance because it is an aspect of the utterance.

The way I read Kant, the object of intuition is a type (4) object: it only exists
as part of the act because it is an aspect of the act.14

12 [B76].
13 A186/B229: “The determinations of a substance that are nothing other than particular ways
for it to exist are called accidents.” Note that whenever Kant talks about “existence” in the
Analogies, he is really talking about a particular way of existing. See e.g., A160/B199: “synthe-
sis is either mathematical or dynamical: for it pertains partly merely to the intuition, partly to
the existence of an appearance in general”. Here, “the existence of an appearance” means the
particular way of existing of an appearance (e.g., the particular dirtiness of this particular
jumper).
14 Kant interpreters differ on whether intuitions are relations between conscious minds and
actual existing material objects (Allais, 2009;Gomes, 2013; McLear, 2016), or whether the
object of an intuition is just a mental representation that in no way implies the existence of a
corresponding external physical object (Longuenesse, 1998; Stephenson, 2015, 2017).The inter-
pretation in this project fits squarely within the latter, representational interpretation. My
reason for preferring the representational interpretation is based on a general interpretive
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But in order to ognize something in space, e.g., a line, I must draw it. [B137]

Now because intuiting is a private mental act (no other agent can perform the
same token-identical act), and because the object of intuition is a type (4) object
that only exists as an aspect of the act, it follows that the object of intuition
inherits the privacy of the intuiting act of which it is an aspect. Nobody else can
have my particular object of intuition because this object is an aspect of my ac-
tivity of intuition, and nobody else can perform this particular activity.

Intuitions are distinct from concepts. While an intuition is a representation
of a particular object, a concept is a general representation that many intuitions
fall under [B377]. For Kant, intuitions and concepts are distinct types of repre-
sentation. While empiricists saw concepts as a special type of intuition that is
used in a general way, and while rationalists saw intuitions as a special type of
concept that is maximally specific, Kant understood intuitions and concepts to
be entirely distinct sui-generis types of representation. His reasons for thinking
intuitions and concepts are entirely distinct are: (i) they come from distinct fac-
ulties (sensibility and understanding respectively); (ii) while intuitions are pri-
vate to an individual, concepts can be shared between individuals; (iii) while
intuitions are immediately directed to an object (the particular object only ex-
ists as an aspect of the activity of intuiting, just as the circle only exists as an
aspect of the activity of drawing a circle in the air), concepts are only mediately
related to objects via intuitions [A68/B93, B377].

The intuition occupies a unique place in Kant’s a priori psychology: it is the
ultimate goal of all thought,15 the final end that all cognition is aiming at. All
the other aspects of thought (e.g. concepts and judgements) are only needed in
so far as they help to unify the intuitions:

prejudice: whenever there are two ways of reading Kant, and one of those interpretations relies
on fewer prior capacities, thus requiring the mind to do more work to achieve the coherent
representation of an external world that we take for granted in our everyday life, then prefer
that interpretation. The relational view takes for granted a certain type of cognitive achieve-
ment: the ability of the mind to be about an external object. The representational view, by con-
trast, sees this intentionality, this mind-directedness, as something that requires work to be
achieved. Thus, simply because it is more demanding and asks harder questions, it should be
preferred. Further, and not coincidentally, the representational view can be implemented in a
computer program, while it is entirely unclear how we could begin to implement any relational
view that takes for granted the ability for the mind’s thoughts to be directed to particular exter-
nal physical objects.
15 In this paper I focus on Kant’s theoretical philosophy rather than his practical philosophy,
and thus “thought” here means cognitive thought aimed at making sense of the world – rather
than feelings, volitions, intentions, etc.
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In whatever way and through whatever means a cognition may relate to objects, that
through which it relates immediately to them, and at which all thought as a means is di-
rected as an end, is intuition. [A19/B33, my emphasis.]

2.1.3 What does Kant mean by ‘Unifying’ Intuition?

Recall Kant’s key claim that:

(1) In order to achieve experience, I must unify my intuitions.

Here, the explanandum is a mental state (experience), while the explanans is a
process (the process of unifying the intuitions). But what, exactly, does this
process involve, and how will we know when it is finished?

The process of unifying intuitions can be unpacked as a particular type of syn-
thesising process that satisfies a particular constraint, the constraint of unity:

But in addition to the concept of the manifold and of its synthesis, the concept of combi-
nation also carries with it the concept of the unity of the manifold. [B130]

I shall first consider the synthesising process in general, and then turn to the
unity constraint. The activity of synthesis may seem frustratingly metaphorical
or ill-defined:

The inadequacies of such locutions as “holding together” and “connecting” are obvious,
and need little comment. Perceptions do not move past the mind like parts on a conveyor
belt, waiting to be picked off and fitted into a finished product. There is no workshop
where a busy ego can put together the bits and snatches of sensory experience, hooking a
color to a hardness, and balancing the two atop a shape. (Wolff, 1963, p. 126)

What exactly does it mean to unify intuitions? What is the glue that binds the
intuitions together? As I read Kant, the only thing that can bind intuitions to-
gether is the binary relation.16 Synthesising intuitions means connecting the in-
tuitions together using binary relations so that the resulting undirected graph
is fully connected.17 The synthesising process is the job of the faculty of pro-
ductive imagination18 [A78/B103; A188/B230], described in Section 2.2 and
formalized in Section 2.4.

16 The precise binary relations involved are listed in the Schematism and described in detail
in Section 2.2.
17 A graph is fully connected if there is a path of (undirected) edges between any two nodes.
See West et al. (2001) for an introduction to graph theory.
18 Kant distinguished between the productive and reproductive imagination [A100-2]. Here, I
focus exclusively on the productive imagination. The reproductive imagination’s job is to recall
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But there is much – much more – to unifying intuitions than just con-
necting them together with binary relations. The extra requirement that must
be satisfied for a connected binary graph to count as a unification of intu-
itions is that the graph satisfies Kant’s unity conditions. While there are many
ways to connect intuitions together via binary relations to form a connected
graph, only a small subset of these satisfy the various conditions of unity
that Kant imposes. These unity conditions are satisfied by the faculty of un-
derstanding [A79/B104], and are described in detail in Sections 2.3.1, 2.3.2,
2.3.3, and 2.3.4.

The second claim, then, unpacks what it means to unify intuitions:

() Unifying intuitions means combining them using binary relations to form a connected graph,
in such a way as to satisfy various unity conditions (described in detail in Sections .., ..,
and ..).

2.1.4 The Status of Claim 1

Claim (1), then, is the claim that an agent can only achieve experience – every-
day conscious experience of a single articulated world – if it can unify its intu-
itions by connecting them together in a relational graph that satisfies various
(as yet unspecified) unity conditions.

Let us break this down into two claims:

(1a) In order to achieve experience, my intuitions must be unified.
(1b) In order for my intuitions to be unified, I19 must unify them.

Claim (1a) can be interpreted with at least two levels of strength. A strong inter-
pretation treats the claim as definitional: experience just is unified intuition. A
weaker interpretation sees the claim as merely a necessary condition: experi-
ence requires unified intuition, but it also needs more besides. In this project, I

earlier determinations and reproduce them. This capacity is taken for granted in the current im-
plementation: I assume the whole sequence of sensory input has been given as a whole, so the
agent does not need to recall earlier elements.
19 I do not, of course, mean that the agent deliberately and consciously performs various ac-
tivities that result in the intuitions being unified. Rather, I mean that various sub-personal pro-
cesses within the agent must occur in order for there to be a unified person at all.
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adopt the stronger interpretation, and there is reason to think that Kant en-
dorsed this stronger interpretation too.20

The second claim (1b) is not entirely trivial. An alternative possibility is that
my intuitions arrive, via the faculty of sensibility, already unified. But Kant
clearly rules out this alternative.21 So, then, if my intuitions do not arrive already
unified, and if I cannot pay or persuade somebody else to unify them for me,22

then I must unify them myself. This is a task that only I can do.

2.2 Synthesis

In this section, I describe the relations that are used by the imagination to con-
nect the intuitions together [A78/B103].

When Kant talks about pure synthesis [A78/B104], he means connecting in-
tuitions by pure relations23 that apply to all intuitions in all situations.24 Why
does Kant insist that synthesis can only use pure relations to connect intu-
itions? Because the unity conditions (that will be described in Sections 2.3.1,
2.3.2, and 2.3.4) are conditions that must apply to every possible synthesis of in-
tuitions. If the unity conditions are to apply to every possible synthesis, they
can only reference relations that feature in every possible synthesis, and these
are the pure relations.

There are three25 operations that bind intuitions together:
– containment: in(X, Y) means that object X is (currently) in object Y (e.g.,

the package is in the kitchen)
– comparison: X<Y means that attribute X is (currently) less than attribute Y

(e.g., the weight of the package is less than the weight of the spoon)
– inherence: det(X, Y) means that attribute Y (currently) inheres in object X

(e.g., this particular heaviness (of 2.3 kg) is an attribute of this particular
parcel)

20 “[Experience] is therefore a synthesis of perceptions.” [A176/B218] “There is only one
experience, in which all perceptions are represented as in thoroughgoing and lawlike
connection.”[A110].
21 “Yet the combination (conjunctio) of a manifold in general can never come to us through the
senses, and therefore cannot already be contained in the pure form of sensible intuition.” [B129].
22 Nobody else can get anywhere near my intuitions because they are aspects of my private men-
tal acts. See Section 2.1.2.
23 Pure relations are opposed to impure relations, such as father-of, that only apply contingently.
24 Kant enumerates the pure relations in the Schematism.
25 The containment operation is described in the Axioms of Intuition, the comparison operation
in the Anticipations of Perception, and the inherence operation in the First Analogy.
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When two intuitions are bound together by one of the three operations, the re-
sult is a determination. Thus, in (a, b), a < b, and det(a, b) are all determina-
tions. Determinations hold at a particular moment or moments in time; they do
not persist indefinitely [A183-4,B227].

The constituents of determinations are intuitions, representations of indi-
viduals; these are either particular objects, or particular attributes of those ob-
jects. To hold det(a,b) is to ascribe particular attribute b to particular object a
(for example, to ascribe this particular dirtiness to this particular jumper).

It is absolutely essential, I believe, for understanding Kant’s architecture
that we distinguish clearly between attributes and concepts. Attributes are a
type of intuition representing the particular way in which a particular object ex-
ists at a particular moment. Concepts, by contrast, are general representations.
A number of different attributes typically fall under the same concept. Con-
sider, for example, the particular dirtiness of this particular jumper, and the
particular dirtiness of this particular laptop. Both attributes fall under the con-
cept “dirty”, but they are nevertheless distinct attributes: this jumper’s particu-
lar dirtiness is different in myriad subtle ways from the dirtiness of my laptop.

Just as an attribute is a different kind of representation from a concept, just so
a determination is a different kind of thought from a judgement. Seeing the partic-
ular dirtiness of the particular jumper at this particular moment (a determination)
is very different from believing that the particular jumper is dirty (a judgement). In
the former, I notice an individual property of an individual object. In the latter, I
subsume a concept representing an individual object (the particular jumper)
under a general concept (“dirty”).

A determination is not a judgement, but a way of perceiving: I see the baby in
the cot (containment); I feel the cup being heavier than the spoon (comparison);
I hear the contemptuousness of the utterance (inherence). In each case, the argu-
ment of the perceptual verb is a noun-phrase, not a that-clause (Sellars, 1978).

Since a determination is a way of perceiving, it does not have a truth-value:

For truth and illusion are not in the object insofar as it is intuited, but in the judgment
about it insofar as it is thought. Thus it is correctly said that the senses do not err; yet not
because they always judge correctly, but because they do not judge at all. Hence truth, as
much as error, and thus also illusion as leading to the latter, are to be found only in judg-
ments, i.e., only in the relation of the object to our understanding . . . In the senses there
is no judgment at all, neither a true nor a false one. [A293-4/B350] See also

[Jäsche Logic 9:53]
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As well as the three pure operations that bind intuitions together, there are
three26 pure relations that bind determinations together:
– succession: succðP1,P2Þ means that P1 is succeeded (at the next time-step)

by P2

– simultaneity: simðP1,P2Þ means that P1 occurs at the same moment as P2

– incompatibility: incðP1,P2Þmeans that P1 and P2 are incompatible

When two determinations are bound together by one of the three relations, the
result is a connection.27 Thus, succðinða, bÞ, inða, cÞÞ means that a’s being in b
is succeeded by a’s being in c, and incðdetða, bÞ, detða, cÞÞ means that attribut-
ing b to a is incompatible with attributing c to a.

2.2.1 The Justification for this Particular Set of Operations and Relations

Why these particular pure relations? What makes this particular list special?
The justification for this list is that the three pure operations and the three pure
relations together constitute a minimal set of binary operators that together are
sufficient to construct the forms of space and time [A145/B184ff].28

According to Kant, intuitions and determinations do not arrive with space
and time coordinates attached [B129]. The job of sensibility is just to provide us
with intuitions, but not to arrange them in objective space/time. It is the func-
tion of synthesis, the job of the imagination, to connect the intuitions together,
using the pure operations and relations described above, so as to construct the
objective spatio-temporal form:

since time itself cannot be perceived, the determination of the existence of objects in time
can only come about through their combination in time in general, hence only through
a priori connecting concepts. [A176/B219]

To see that sensibility does not provide us with objects of intuition that are
already positioned in space and time, consider a robot with a camera that pro-
vides a two-dimensional array of pixels for each visual snapshot. The robot
receives information about the location of each pixel in egocentric two-
dimensional space, and it must determine the positions of objects in three-

26 The succession and simultaneity relations are described in the second and third Analogies,
and incompatibility is discussed in the Postulates of Empirical Thought.
27 “Experience is possible only through the representation of a necessary connection of percep-
tions.” [B218].
28 This claim holds for a suitably qualified minimal notion of space. See Section 2.3.1.
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dimensional space. Suppose a yellow pixel is left of a red pixel. Does the yellow
pixel represent an object that is in front of the object represented by the red
pixel, or behind? The visual input does not provide this information – the robot
must decide itself. Next, consider time. Suppose the robot receives a sequence of
visual impressions as its camera surveys the various parts of a large house
[B162]. Do these subjectively successive impressions count as various representa-
tions of one moment in objective time, or do they represent different moments of
objective time? The sensory input arrives ordered in subjective space/time but
not in objective space/time.29 In order to place our intuitions in objective space/
time, the imagination needs to connect them together using the pure relations
described above.30

The three pure operations together with the three pure relations constitute
a minimal set that is sufficient for generating the form of objective space/time.
The containment operation in allows us to combine intuitions into a spatial
field (a minimal representation of space that abstracts from the number of di-
mensions (Waxman, 2014)) [A162/B203ff]. The comparison operation < allows
us to compare two different attributes; if we generate an intermediate attribute be-
tween two comparable attributes, we can generate an intermediate moment in
time between two observed moments [A165/B208ff], thus filling time [A145/B184].
The inherence operation allows us to ascribe different attributions to an object at
different times. The simultaneity and succession relations allow us to order deter-
minations in time. Finally, the incompatibility relation allows us to test when sets
of determinations are compossible.

Now one sees from all this that the schema of each category contains and makes represent-
able: in the case of magnitude, the generation (synthesis) of time itself, in the successive
apprehension of an object; in the case of the schema of quality, the synthesis of sensation
(perception) with the representation of time, or the filling of time; in the case of the schema
of relation, the relation of the perceptions among themselves to all time (i.e., in accordance
with a rule of time-determination); finally, in the schema of modality and its categories,
time itself, as the correlate of the determination of whether and how an object belongs to
time. The schemata are therefore nothing but a priori time-determinations in accordance
with rules, and these concern, according to the order of the categories, the time-series, the
content of time, the order of time, and finally the sum total of time in regard to all pos-
sible objects. [A145/B184ff]

29 Kant makes this claim many times in the Principles. See [A181/B225], [A183/B226], etc.
30 In (Waxman, 2014) Chapter 3, Wayne Waxman makes a powerful case that intuitions do
not arrive from sensibility already unified. They arrive as a mere multitude, and it is the job of
the imagination to unify them in space/time. In other words, what the empiricist takes as
“given” (the unified field of sensory input) is not actually “given” but rather has to be achieved
by a mental process.
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The third key claim, then, is:

() Synthesis involves (i) connecting intuitions together via containment, comparison, and
inherence operations to form determinations; and (ii) connecting determinations together via
succession, simultaneity, and incompatibility relations.

2.3 The Unity Conditions

So far, I have described how intuitions are connected together using the various
pure binary relations. But there is more – much more – to synthetic unity than
mere connectedness of intuitions. In this section, I describe the four types of
unity condition that Kant imposes.31

() There are, in total, four types of unity condition in Kant’s system: (i) the unity conditions for
the synthesis of mathematical relations, (ii) the unity conditions for the synthesis of dynamical
relations, (iii) the requirement that the judgements are underwritten by determinations, and
(iv) the conceptual unity condition.

I shall go through each in turn.

2.3.1 The Unity Conditions for the Synthesis of Mathematical Relations

Kant divides the pure relations into two groups: the mathematical relations
(containment and comparison) and the dynamical relations (inherence, succes-
sion, simultaneity, and incompatibility). The mathematical relations control the
arbitrary synthesis of homogeneous elements,32 while the dynamical relations
control the necessary synthesis of heterogeneous elements33 [B201n].

Kant says that the mathematical relations combine “what does not necessarily
belong to each other” while the dynamical relations combine what “necessarily

31 There are many ways to connect intuitions together via binary relations to form a con-
nected graph. If there are n nodes, then there are 2ð

n
2Þsimple undirected graphs. The number

of simple connected graphs for n nodes is the integer sequence A001187 which starts 1, 1, 1, 4, 38,
728, 26704, 1866256, . . . See http://oeis.org/A001187. But only a small fraction of these satisfy
the various unity conditions that Kant imposes.
32 Observe that in relates two objects of intuition, while < relates two intuition attributes.
33 Observe that det relates two different types of intuition, an attribute and an object.
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belongs to one another” [B201n]. This means that the agent has freedom to synthe-
sise using containment and comparison in a way that is unconstrained by the con-
ceptual realm of the understanding, but the synthesis using the dynamical
categories is constrained by judgements produced by the understanding.34

I shall start with the unity conditions for the mathematical relations, before
moving to the unity conditions on the dynamical relations. The fundamental
unity condition for the mathematical relations is that the intuitions are com-
bined in a fully connected graph. There are two further specific conditions, one
for containment and one for comparison.

The unity condition for containment requires that there is some object, the
maximal container, which contains all objects at all times [A25/B39]. Slightly more
formally, the first unity condition for the synthesis of mathematical relations is:

(5)(a) There exists some intuition x such that for each object of intuition y, for each moment in
time, there is a chain of in determinations between y and x.

Of course, objects can move about, from one container to another, but at every
moment, the objects must always be contained in the maximal container.

Satisfying this unity condition means positing both pure objects (spatial re-
gions with a mereological structure) and also impure objects (appearances)
which are in the spatial regions.

Once objects have been placed in the containment hierarchy, and once we
know which intuitions fall under which concepts, then we have all the informa-
tion we need for counting. In order to count how many pens are in the box, I
need to be able to tell whether each object falls under the concept “pen”, and I
also need to be able to tell which objects are actually in the box and which are
outside. Thus, as Kant says, the pure schema of magnitude is “number, which
is a representation that summarizes the successive addition of one (homoge-
neous) unit to another” [A142/B182]. The appearances are homogenous since
they fall under the same concept, and we know which appearances to count
and which to ignore by choosing a particular container in the containment
hierarchy.

Now this containment hierarchy is a necessary aspect of any spatial repre-
sentation: if we fix the positions and extensions of objects in 3D space, then the

34 See also [B110]: “the first class (mathematical categories) has no correlates which are to be
met with only in the second class”. Here, the correlates are the judgements that are required to
underwrite the dynamical connections, but that are not required to underwrite the mathemati-
cal compositions.
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containment hierarchy is also fixed. But, of course, the converse does not hold:
specifying the containment hierarchy does not determine all the spatial infor-
mation. Suppose, for example, that x and y are both in container z. We know
that x and y are in the same container, but we do not know if x is above y, or
below it. We do not know how near x is to y, etc.

The containment hierarchy is a distinguished sub-structure of the spatial
world. If we abstract from our spatial representation all the aspects that are pecu-
liar to our human form of intuition, all that is left is the containment hierarchy.
As Kant says:

Thus if, e.g., I make the empirical intuition of a house into perception through apprehen-
sion of its manifold, my ground is the necessary unity of space and of outer sensible intui-
tion in general, and I as it were draw its shape in agreement with this synthetic unity of
the manifold in space. This very same synthetic unity, however, if I abstract from the form
of space, has its seat in the understanding, and is the category of the synthesis of the homo-
geneous in an intuition in general, i.e., the category of quantity, with which that synthesis
of apprehension, i.e., the perception, must therefore be in thoroughgoing agreement.

[B162]

And again:

The pure image of all magnitudes (quantorum) for outer sense is space . . . The pure
schema of magnitude (quantitatis), however, as a concept of the understanding, is number.

[A142/B182]

Of course, a spatial representation performs many functions. It allows us, for
example, to position and orient the parts of our bodies to manipulate other ob-
jects. But the function of space that is highlighted in the First Critique is space
as the medium in which appearances are unified. Now space-qua-unifier-of-
intuitions has fewer essential properties than space-qua-form-of-human-outer-
sense. Qua unifier of intuitions, the key property of space is that it supports a
containment hierarchy, in which we can tell which objects are in which con-
tainers. Kant makes it clear, when he first introduces space in the Aesthetic,
that the function of space that he is focusing on is its ability to support the con-
tainment hierarchy:

For in order for certain sensations to be related to something outside me (i.e., to some-
thing in another place in space from that in which I find myself), thus in order for me to
represent them as outside one another, thus not merely as different but as in different
places, the representation of space must already be their ground) [A23/B38]

Space, qua unifier, is just the medium in which appearance can be placed to-
gether, the medium that allows me to infer from “I am intuiting x” and “I am
intuiting y” to “I am intuiting x and y”. This abstract unifying space just is the
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containment hierarchy: “space is the representation of coexistence (juxtaposi-
tion)” [A374].

To summarize, although Kant’s notion of space was the standard (at the
time) three-dimensional space of Euclidean geometry (B41), when he was think-
ing of space as the medium in which appearances can be unified, he focused
on a substructure in which many of the features of space have been abstracted
away: the containment hierarchy.35

The unity condition for comparison36 simply requires that:

()(b) The comparison operator < forms a strict partial order.

Of course, we do not insist that < is a total order: although the dirtiness of this
jumper can be compared with the dirtiness of this mug, the weight of this
jumper need not be comparable with the dirtiness of this mug.

We do not, also, insist that < is dense.37 This is because we follow Kant in
wanting to allow finite models.38

2.3.2 The Unity Conditions for the Synthesis of Dynamical Relations

I have described above the unity conditions for the synthesis of mathematical
relations (containment and comparison). Next we turn to the conditions Kant
imposes on the synthesis of dynamical relations (inherence, succession, simul-
taneity, and incompatibility). This is perhaps the most important, the most orig-
inal, and the most difficult part of the Transcendental Analytic. In fact, one of
the major reasons that Kant rewrote the Transcendental Deduction in the B edi-
tion is precisely to re-express this condition as clearly as possible. In this

35 For a related position, see Waxman (Waxman, 2014) Section 4B: “It as if the mere use of
the word ‘space’ is enough for many to reflexively read into Kant’s doctrine virtually every
meaning commonly attached to the term, or at least everything one supposes to remain after
factoring in the adjective ‘pure’. It becomes a space with all the features attributed to it by
Euclid or Newton and so a space a priori incompatible with the features that have been or
will be ascribed to space by later mathematicians and physicists. But . . . the unity of sensi-
bility clearly does not require that pure space be determinately flat hyperbolic or elliptical,
three-dimensional or ten-dimensional or any other number of dimensions, Ricci-flat or Ricci-
curved, etc”.
36 See [A143/B182-3] and [A168/B210].
37 A relation R is dense if Rxy implies there exists a z such that Rxz and Rzy.
38 (Pinosio, 2017) page 119.
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section, I shall first explain Kant’s general strategy before going into the spe-
cific details of how he handles each of the pure dynamical relations.

Kant was dissatisfied with the presentation of the Transcendental Deduc-
tion in the A edition. In the B edition, he changed the exposition significantly
by splitting the proof into two parts (concluding in § 20 and § 26).39 The first
part of the Transcendental Deduction, culminating in § 20, relies heavily on a
new explanation of the categories that was added to § 13 in the B edition:

I will merely precede this with the explanation of the categories. They are concepts of an
object in general, by means of which its intuition is regarded as determined with regard to
one of the logical functions for judgments. Thus, the function of the categorical judgment
was that of the relationship of the subject to the predicate, e.g., “All bodies are divisible.”
Yet in regard to the merely logical use of the understanding it would remain undetermined
which of these two concepts will be given the function of the subject and which will be
given that of the predicate. For one can also say: “Something divisible is a body.” Through
the category of substance, however, if I bring the concept of a body under it, it is deter-
mined that its empirical intuition in experience must always be considered as subject,
never as mere predicate; and likewise with all the other categories. [B128-9]

There are many other places where Kant makes similar claims.40 What exactly
is the claim here, and how exactly does Kant justify it?

Imagine someone trying to connect his intuitions together. Suppose he has
“intuition dyslexia” – he is not sure if this intuition is the object and this other
intuition is the attribute, or the other way round. Or he has two determinations
in a relation of succession, but he is not sure which is earlier and which is later.
The intuitions are swimming before his eyes. He needs something that can pin
down which intuitions are assigned which roles, but what could perform this
function? Kant’s fundamental claim is that it is only the judgement that can fix
the positioning of the intuitions. Moreover, this is not just one role of the judge-
ment amongst many – this is the primary role of the judgement:

a judgment is nothing other than the way to bring given cognitions to the objective unity
of apperception [B141]

39 The first half aims to show that we are always permitted to apply the pure concepts to intu-
itions, while the second half aims to show that the pure judgements (the synthetic a priori claims
of the Principles) always hold.
40 For example, in a note added to Kant’s copy of the first edition: “Categories are concepts,
through which certain intuitions are determined in regard to the synthetic unity of their con-
sciousness as contained under these functions; e.g., what must be thought as subject and not
as predicate.” He also makes similar claims in the Metaphysik von Schon, quoted in Kant and
the Capacity to Judge, p.251, and Prolegomena § 20.
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More specifically, the relative positions of intuitions in a determination can only
be fixed by forming a judgement that necessitates this particular positioning. This
judgement contains concepts that the intuitions fall under, and the position of
the intuitions in the determination are indirectly determined by the positions of
the corresponding intuitions in the judgement. See Figure 2.1. Thus:

The same function that gives unity to the different representations in a judgment also
gives unity to the mere synthesis of different representations in an intuition. The same un-
derstanding, therefore, and indeed by means of the very same actions through which it
brings the logical form of a judgment into concepts by means of the analytical unity, also
brings a transcendental content into its representations by means of the synthetic unity
of the manifold in intuition in general. [A79/B104-5]

There is a parallel claim one level up, at the level of complex judgements: the
relative positions of determinations in a connection can only be fixed by forming
a complex judgement that itself contains a pair of judgements as constituents41

that necessitates this particular positioning. This complex judgement contains
two constituents – judgements – that the two determinations fall under, and the
position of the determinations in the connection are indirectly determined by the
positions of the corresponding judgements in the complex judgement.

What justification does Kant provide for this claim? His argument goes
something like this: the aim of the dynamical relations is to order the intuitions
and determinations in objective space-time. Now we can only achieve objectiv-
ity by imposing necessity on the combination.42 But the faculty of imagination

Figure 2.1: Intuitions are combined into determinations, just as concepts are combined
into judgements. An intuition falls under a concept, just as a determination
is underwritten by a judgement.

41 Kant is emphatic on this point: “hypothetical and disjunctive judgments do not contain a
relation of concepts but of judgments themselves.” [B141].
42 “Our thought of the relation of all cognition to its object carries something of necessity
with it.” [A104] The concept of an object is “the concept of something in which [the appearan-
ces] are necessarily connected” [A108].
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is entirely incapable of imposing necessity. All the imagination can do is connect
the intuitions using the pure relations – it cannot impose necessity on those con-
nections.43 In fact, the only element that can provide the desired necessity is the
judgement.44 Thus, the only way dynamical relations can be ordered in objective
space-time is by indirectly positioning them, using judgements that impose the
necessity that the connections require.45

In terms of the cognitive faculties responsible for the various processes, the
capacity to judge46 is responsible for constructing the judgements, and the
faculty of the power of judgement47 is responsible for constructing the sub-
sumptions that decide which intuitions fall under which concepts.

This, then, is the general claim, as it applies to all the dynamical rela-
tions. Next, I shall describe the various forms of judgement that are needed
to underwrite the various dynamical relations: inherence, succession, simultane-
ity, and incompatibility.

Inherence must be backed up by a categorical judgement. The first of
the four conditions of dynamical unity is that the positions of intuitions in an
inherence determination must be backed up by a corresponding judgement:48

(6)(a) If I form an inherence determination, ascribing a particular attribute a to a particular object
O, then I must be committed to a judgement “this/some/all X are P”, where O falls under X, and a
falls under P.

Suppose, for example, I am seeing the particular dirtiness of this particular
jumper. This inherence determination is a combination of two bare particulars:

43 “Apprehension is only a juxtaposition of the manifold of empirical intuition, but no repre-
sentation of the necessity of the combined existence of the appearances that it juxtaposes in
space and time is to be encountered in it.” [A176/B219].
44 “This word [the copula “is”] designates the relation of the representations to the original apper-
ception and its necessary unity, even if the judgement itself is empirical, hence contingent.” [B142].
45 Here, the agent “binds” itself in two distinct but related senses. First, it binds its intuitions
together via the pure relations. But this binding at the intuitive sensible level must be under-
written by a second binding at the conceptual discursive level: it is only because the agent
binds itself to a rule relating concepts that the binding of intuitions achieves the necessity re-
quired for objectivity. See (Evans et al., 2019).
46 The capacity to judge (Vermögen zu urteilen) generates judgements from concepts. See
[A81/B106] and (Longuenesse, 1998).
47 The power of judgement (Urtheilskraft) is responsible for deciding whether an intuition
falls under a concept. See [A132/B171] and (Kant,1790).
48 In each of the unity conditions that follow, I restrict to the case of unary predicates. The
extension to binary, ternary, and so on is straightforward but complicates the presentation.
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this particular jumper and this particular instantiation of dirtiness. Now it is es-
sential, in seeing the inherence correctly, that this particular dirtiness is the at-
tribute and this particular jumper is the object in which the attribute inheres.
Things would be very different indeed if the intuition of the dirtiness is the ob-
ject, and the intuition of the jumper is the attribute.49

Kant’s fundamental claim is that it is only because I form some correspond-
ing categorical judgement that I am able to fix the positions of the two arguments
of the inherence operator det [B128-9]. In this case, suppose I have formed the
judgement “Some jumper is dirty.” Now my intuition of this particular jumper
falls under the concept “jumper”, and my intuition of this particular dirtiness (of
this particular jumper at this particular moment) falls under the concept “dirty”.
Thus, I am able to fix the positions of the two arguments to the inherence opera-
tor indirectly, via the judgement and the falls-under relation. I see the positions
of the intuitions in the inherence through the corresponding judgement.

Now of course I do not need to use that precise judgement “Some jumper is
dirty” to fix the positions of the intuitions in the inherence determination. I
could have used “Some jumper is revolting”, or “This jumper is dirty”, and so
on and so forth. All that is needed is some categorical judgement where the two
intuitions fall under the two concepts.

Succession must be backed up by a causal judgement. The second con-
dition of dynamical unity is that every succession of determinations must be
backed up by a causal judgement:

(6)(b) If I form a succession, in which one determination (say, particular object O having
particular attribute a) is followed by another determination (say, O having incompatible
attribute b), then I must have formed a conditional judgement relating judgements describing
the two determinations (say, “If ϕðXÞ holds then X changes from P to Q”, where object O falls
under concept X, attribute a falls under concept P, attribute b falls under concept Q, and
ϕðXÞis a sentence featuring free variable X.)

Suppose, for example, I see the jumper’s cleanliness followed by the jumper’s
dirtiness. It is essential, when seeing this succession, that I see the order

49 It is perhaps tempting to argue that it is just obvious which is the attribute and which is the
object of the inherence: we can tell from the types of the two intuitions which one is which.
Above, I said that there are two types of intuitions: intuitions of objects and intuitions of particu-
lar attributes. But this distinction only applies after a judgement has been constructed which
allows the intuitions to be positioned; before that, these intuitions are not yet dignified with
these roles as intuitions of objects or intuitions of particular attributes; they are just indetermi-
nate intuitions. In other words, this response just begs the question, assuming that we have al-
ready access to the very positioning assignments that we are struggling to achieve.
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correctly. Seeing the cleanliness followed by the dirtiness is very different from
seeing the dirtiness followed by the cleanliness.

Kant claims50 that it is only because I form some corresponding causal judge-
ment that I am able to fix the positions of the two determinations in the succes-
sion relation [A189/B232]. Suppose, for example, I have formed the causal rule
that if I wallow about in the mud, then my clothing will transform from clean to
dirty. Now my intuition of this jumper falls under the concept “clothing”, my in-
tuition of this particular cleanliness falls under the concept “clean”, and my intu-
ition of this particular dirtiness falls under the concept “dirty”. Thus, I am able to
fix the positions of the two determinations in the succession relation indirectly,
via the causal judgement and the falls-under relation.

Simultaneity must be backed up by a pair of causal judgements. The
third condition of dynamical unity is that every simultaneity of determinations
must be backed up by a pair of causal judgements:

()(c) If I form a simultaneity, in which one determination (say, particular object O having
particular attribute a) is simultaneous with another determination (say, object O having
attribute b), then there must be a pair of causal judgements describing determinations of the
two objects (say, one of which states that an attribute of O (simultaneous with a) causally
depends on an attribute of O, and another of which states that an attribute of O

(simultaneous with b) causally depends on an attribute of O.)

Suppose, for example, I have two determinations simultaneously, one involving
the sun, and one involving the moon. Now since simultaneity is a symmetric
relation, it does not matter which of the two determinations is placed where in
the sim relation. But it does matter whether we ascribe simultaneity or succes-
sion to the pair of determinations. When we are presented with a subjective
succession of determinations, should we ascribe them to the same moment (of
objective time) or to two successive moments (of objective time)?51

Kant’s claim here is that in order to choose simultaneity over succession,
we need to form a pair of judgements describing, for both objects, how some
attribute of that object causally depends on some attribute of the other [A212/

50 Not all commentators agree with this way of reading Kant. Beatrice Longuenesse, for exam-
ple, believes that we do not have to have already formed a causal judgement – we just need to
acknowledge that we should form a causal judgement. For Longuenesse, perceiving a succes-
sion means being committed to look for a causal rule – it does not mean that I need to have
already found one (Longuenesse, 1998).
51 “The apprehension of the manifold of appearance is always successive. The representations
of the parts succeed one another. Whether they also succeed in the object is a second point for
reflection, which is not contained in the first.” [A189/B234].
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B259]. I do not dwell on this principle, because it is the most controversial,52

hard to understand, and does not feature in our computer implementation.
Incompatibility must be backed up by a disjunctive judgement. Kant

talks throughout the Postulates about the possibility of an object – not of the
possibility of a sentence being true. It is easy to see this as a category error, or
as elliptical: perhaps “the object is possible” is short-hand for “it is possible
that the object exists”? This temptation must be resisted. Kant predicates possi-
bility/actuality/necessity of determinations as well as of judgements. When we
connect two determinations with the inc connective, we are making a modal
connection between two elements, two ways of seeing, elements that do not
have a truth value.

Kant claims53 that every incompatibility between determinations must al-
ways be backed up by a disjunctive54 judgement:

()(d) If I form an incompatibility in which one determination (say, particular object O having
attribute a) is incompatible with another (say, particular object O having attribute b), then I
must have formed an exclusive disjunctive judgement stating that two judgements describing
the two determinations are incompatible (say, “All X are either (exclusive disjunction) P or Q
or . . .”, in which O falls under X, a falls under P, and b falls under Q.)

Suppose, for example, I see this jumper’s cleanliness as incompatible with the
jumper’s dirtiness. Now this is, to repeat, an incompatibility between determi-
nations, ways of seeing, not an incompatibility between judgements. But Kant
claims that this incompatibility between determinations must be underwritten
by an exclusive-or disjunctive judgement. Suppose, for example, I have formed
the judgement that every article of clothing is either clean or dirty. Now my in-
tuition of this particular cleanliness falls under the concept “clean”, my intui-
tion of this particular dirtiness falls under the concept “dirty”, and my intuition
of this particular jumper falls under the concept “article of clothing.” Thus, the
exclusive disjunctive judgement (expressing an incompatibility between con-
cepts) justifies the incompatibility relation between determinations.

52 See e.g., (Longuenesse, 1998) p.388.
53 “The schema of possibility is the agreement of the synthesis of various representations
with the conditions of time in general (e.g., since opposites cannot exist in one thing at the
same time, they can only exist one after another).” [A144/B184].
54 Recall that for Kant, disjunctions are exclusive: “p or q”means either p or q but not both.
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2.3.3 Making Concepts Sensible

As well as the unity condition requiring that determinations are underwitten by
judgements, there are also unity conditions in the other direction, requiring
that judgements are supported by corresponding determinations.

It is thus just as necessary to make the mind’s concepts sensible (i.e., to add an object to
them in intuition) as it is to makes its intuitions understandable (i.e., to bring them under
concepts). [A51/B75]

The requirement here is that judgements cannot “float free” of the underlying
intuitions. Instead, each judgement must be backed up by a corresponding
determination.

More specifically (and restricting ourselves to unary predicates):

(7) If I form a judgement, ascribing a concept P to a particular object X, then there must be a
corresponding inherence determination ascribing particular attribute a to particular object O,
where O falls under X and a falls under P.

It might seem that this condition is trivially satisfied given that the agent starts
with intuitions and determinations, and forms judgements to make them intelli-
gible. But this is not always so: sometimes the agent constructs new invented
objects to make sense of the sensible given and ascribes properties to these in-
vented objects. In such cases, condition (7) requires that as well as subsuming
object o under concept P, there is also a corresponding particular individual at-
tribute a that inheres in o.55

2.3.4 Conceptual Unity

In addition to the synthetic unity described above, Kant also requires that one’s
concepts be unified by being connected together via judgements. I shall first
consider a weak form of this constraint, before describing a stronger version.

A judgement connects various concepts together. For example, the judge-
ment “some bodies are divisible” connects the concepts of “body” and “divis-
ible”. Let us say two concepts are together if there is some judgement in

55 The experiment of Section 3.1 shows just such an example where an invented object is pos-
tulated, and particular individual attributes of that object are posited in imagination to make
the concepts sensible.
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which they both feature. Define together* as the transitive closure of together.
Now the weak constraint of conceptual unity is that every pair of concepts
are together*.

Kant uses a significantly stronger constraint. His requirement is that the
concepts are not just connected, but that they are connected into a hierarchy of
genera and species.56 In order that one’s concepts form a system in this sense,
we focus exclusively on the judgement form of exclusive disjunction [A70/B95].
Consider a judgement of the form “every X is either (exclusive) P or Q”. This
does not merely state that P and Q are exclusive; it also states that P and Q
form a totality: the totality of concepts that together capture X. By bringing con-
cepts under the xor judgement form, we bring them into a hierarchical commu-
nity with a genera-species structure.57

The condition of conceptual unity is the requirement that:

() Every concept features in some disjunctive judgement.

2.4 Taking Stock

It is time to take stock. For Kant, the fundamental mental representation is the
intuition, a representation of an individual element (e.g. a particular object or a
particular attribute of a particular object). All the other types of representation
serve only to unify the intuitions into a coherent whole.

Intuitions can be combined into determinations using the three pure opera-
tions of containment, comparison, and inherence. Further, determinations can
be combined into connections using the pure relations of succession, simulta-
neity, and incompatibility. (See Section 2.2).

In order for the connections of determinations to achieve unity,58 multiple
conditions must be satisfied. The mathematical operations (of containment and

56 See (Longuenesse, 1998, p.105).
57 “What the form of disjunctive judgment may do is contribute to the acts of forming categor-
ical and hypothetical judgments the perspective of their possible systematic unity”, (Longue-
nesse, 1998), p.105.
58 In Section § 16 of the B deduction, Kant distinguishes four types of unity using two cross-
cutting distinctions: analytic versus synthetic unity, on the one hand, and original versus em-
pirical unity, on the other. Analytic unity is achieved when the mind has the ability to sub-
sume each of its intuitions and determinations under the unary predicate “I think”. Synthetic
unity is achieved when the intuitions and determinations are connected together via the pure
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comparison) must form a structure of the appropriate sort (Section 2.3.1), the
dynamical functions (of inherence, succession, simultaneity, and incompatibil-
ity) must be underwritten by judgements of the appropriate sort (Section 2.3.2),
the judgements must be underwritten by determinations of the appropriate sort
(Section 2.3.3), and the concepts used in judgements must form their own unity
(Section 2.3.4).

Why these unity conditions in particular? One of the remarkable things
about Kant’s philosophy is its systematicity. Instead of being content with
merely enumerating the pure concepts of the understanding, Kant insists on
showing how the pure concepts form a system, by showing that these are all
and only the a priori concepts needed to make sense of experience.59 The same
systematicity requirement applies to the unity conditions: he must show that
these are all and only the unity conditions needed for the synthesis of intuitions
to achieve objectivity. To see that the unity conditions described above form a
system, observe that there are two realms of cognition: the sensible intuitions
and the discursive concepts. There are exactly four possible conditions involving
these two realms: (i) a requirement that the intuitions achieve their own individ-
ual unity, (ii) a requirement that the intuitive realm respects the conceptual, (iii)
a requirement that the conceptual realm respects the intuitive, and (iv) a require-
ment that the conceptual realm achieves its own individual unity. Here, (i) is the
requirement that the synthesis of apprehension forms a fully connected graph
satisfying 5(a) and 5(b) (Section 2.3.1). Condition (ii) is the requirement that the
connections between intuitions are underwritten by corresponding judgements
(Section 2.3.2). Condition (iii) is the requirement that the judgements respect the
intuitions (Section 2.3.3). The final condition (iv) is the requirement that the dis-
cursive realm of judgement achieves conceptual unity (Section 2.3.4).

If our agent does all these things, and satisfies all these conditions, then it has
achieved experience: it has combined the plurality of sensory inputs into a coher-
ent representation of a single world. Achieving experience requires four faculties:
sensibility (to receive intuitions), the imagination (to connect intuitions together

relations of Section 2.2 in such a way as to satisfy the unity conditions of Sections 2.3.1, 2.3.2,
2.3.3, and 2.3.4. Synthetic unity is the more fundamental concept, as it is presupposed by ana-
lytic unity [B133]. The distinction between empirical and original unity is the difference be-
tween a particular unity achieved by a particular mind when confronted with a particular
sensory sequence, and what is in common between all unities achieved by all minds no matter
which sensory sequence they are provided with. In this paper, I focus on the general condi-
tions common to all minds when achieving synthetic unity.
59 See (Longuenesse, 1998, p.105).
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using the pure relations as glue), the capacity to judge (to generate judgements),
and the power of judgement (to decide whether an intuition falls under a concept).

According to our interpretation, intuitions are formed by sensibility, en-
tirely independently of the understanding.60 Further, intuitions can be con-
nected (via the pure relations of Section 2.2) by the imagination, without the
need for the understanding.61 But intuitions can only constitute experience if
the intuitions are brought under concepts (via the power of judgement) and the
concepts are combined into judgements (via the capacity to judge): experience
requires understanding working in concert with sensibility and the imagination
to bring the connected intuitions into a unity. Thus, both sensibility and under-
standing need each other if they are to jointly achieve experience.62

Here are the core claims, brought together in one place for ease of reference:
1. In order to achieve experience, I must unify my intuitions.
2. Unifying intuitions means combining them using binary relations to form a

connected graph, in such a way as to satisfy the various unity conditions.
3. Synthesis involves (i) connecting intuitions together via containment, compar-

ison, and inherence operations to form determinations; and (ii) connecting
determinations together via succession, simultaneity, and incompatibility
relations.

4. There are, in total, four types of unity condition that Kant imposes: (i) the
unity conditions for the synthesis of mathematical relations, (ii) the unity
conditions for the synthesis of dynamical relations, (iii) the requirement that
the judgements are underwritten by determinations, and (iv) the conceptual
unity condition.

5. The unity conditions for the synthesis of mathematical relations are:
(a) There exists some intuition x such that for each object of intuition y,

for each moment in time, there is a chain of in determinations between y
and x.

(b) The comparison operator < forms a strict partial order.

60 “Appearances can certainly be given in intuition without functions of the understanding.”
[A90/B122]. “The manifold for intuition must already be given prior to the synthesis of the un-
derstanding and independently from it.” [B145].
61 “Synthesis in general is, as we shall subsequently see, the mere effect of the imagination,
of a blind though indispensable function of the soul, without which we would have no cogni-
tion at all, but of which we are seldom even conscious” [A78/B103].
62 “Thoughts without content are empty, intuitions without concepts are blind.” [A50-51/B74-76].
But note the striking asymmetry between the types of deficiency when one activity is performed
without the other: blindness is a deficiency of a living conscious being, while emptiness is a defi-
ciency of a mere container. This asymmetry confirms the interpretation in Section 2.1.2 that unity
of intuition is the final end of all thought, and conceptual thought is merely a means to that end.
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6. The unity conditions for the synthesis of dynamical relations are:
(a) If I form an inherence determination, ascribing a particular attribute a

to a particular object o, then I must be committed to a judgement “this/
some/all X are P”, where o falls under X, and a falls under P.

(b) If I form a succession, in which one determination (say, particular ob-
ject o having particular attribute a) is followed by another determina-
tion (say, o having incompatible attribute b), then I must have formed
a conditional judgement “If ϕðXÞ holds and X is P then X becomes Q at
the next time-step”, where object o falls under concept X, attribute a
falls under concept P, attribute b falls under concept Q, and ϕðXÞ is a
sentence featuring free variable X.

(c) If I form a simultaneity, in which one determination (say, particular ob-
ject o1 having particular attribute a) is simultaneous with another de-
termination (say, object o2 having attribute b), then there must be a
pair of causal judgements, one of which states that an attribute of o1
causally depends on an attribute of o2, and another of which states that
an attribute of o2 causally depends on an attribute of o1.

(d) If I form an incompatibility in which one determination (say, particular
object o having attribute a) is incompatible with another (say, particu-
lar object o having attribute b), then I must have formed a judgement
“All X are either (exclusive disjunction) P or Q or . . .”, in which o falls
under X, a falls under P, and b falls under Q.

7. The requirement that the conceptual realm respects the intuitive is the condi-
tion that if I form a judgement, ascribing a concept P to a particular object X,
then there must be a corresponding inherence determination ascribing par-
ticular attribute a to particular object o, where o falls under X and a falls
under P.

8. The unity condition for conceptual unity is the requirement that every con-
cept must feature in some disjunctive judgement.

In this section, I shall formalise the task of achieving synthetic unity of apper-
ception. The formalism introduced is necessary for the derivation of the catego-
ries below.

2.5 Achieving Synthetic Unity

Let I be the set of intuitions, D the set of determinations, and C the set of con-
nections. The signature of the three pure operations of containment, compari-
son, and inherence are:
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in : I × I ! D

< : I × I ! D

det : I × I ! D

The signature of the three pure relations of succession, simultaneity, and incom-
patibility are:

succ : D×D ! C

sim : D×D ! C

inc : D×D ! C

For example, if a, b, c are intuitions of type I , then detða, bÞ, inða, bÞ, and b< c are
determinations of type D; and succðdetða, bÞ, detða, cÞÞ and simðinða, bÞ, b< cÞÞ
are connections of type C.

The input that the mind receives from sensibility is a sequence of individual
determinations fromD. Note that the input is not a sequence of sets of determina-
tions that are already assumed to be simultaneous, but a sequence of individual
determinations. Kant insists on this:

The apprehension of the manifold of appearance is always successive. The representa-
tions of the parts succeed one another. Whether they also succeed in the object is
a second point for reflection, which is not contained in the first . . . Thus, e.g., the appre-
hension of the manifold in the appearance of a house that stands before me is successive.
Now the question is whether the manifold of this house itself is also successive, which
certainly no one will concede. [A189/B234ff]

Here, Kant asks us to imagine an agent surveying a large house from close
range. Its visual field cannot take in the whole house in one glance, so its focus
moves from one part of the house to another. Its sequence of visual impressions
is successive, but there is a further question whether a pair of (subjectively)
successive visual impressions represents the house at a single moment of objec-
tive time, or at two successive moments of objective time.63

Given a sequence ðd1, . . ., dtÞ of individual determinations, constructed from
a set I of intuitions using the three pure operations (containment, comparison,
and inherence), the task of making sense of sensory input is is to construct a syn-
thetic unity – a tuple ðJ,D, κ, υ, θÞ – satisfying various conditions, where:
– J is a set of intuitions that must include I but also includes new intuitions

that were constructed by the productive imagination

63 See also (Longuenesse, 1998, p.359).
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– D is a set of determinations that must include d1, . . . , dt but also includes
new determinations that were constructed by the productive imagination

– κ � C is a set of connections between determinations
– υ � I ×P1 is the falls-under relation (also known as subsumption) between

intuitions and unary predicates P1, between pairs of intuitions and binary
predicates P2, etc.

– θ is a collection of judgements

The connections κ are generated by the faculty of imagination. Note that not all
the determinations in κ need come from the original sequence ðd1, . . .dtÞ. Some of
the determinations may involve new invented objects constructed by pure intui-
tion (for spaces and times) or by the imagination (for hypothesised unperceived
empirical objects). The connections must satisfy the following conditions:
– For every pair of intuitions in J, there is a chain of determinations in D con-

necting one to the other
– If di, di+ 1 are successive determinations in ðd1. . ., dtÞ, then either simðdi, di+ 1Þ

or succðdi, di+ 1Þ must be in κ
– The determinations are fully connected: every determination in D is κ-connected

to every other determination via some path of undirected edges.

While the falls-under relation υ is generated by the power of judgement, the the-
ory θ is a collection of judgements that is generated by the capacity to judge.
The formal language for defining judgements, Datalog�−, is described in (Evans
et al., 2021b), but in brief: judgements are either rules or constraints. Rules are
either arrow rules α1 ^ . . .αn ! α0 (stating that if α1. . .., αn all hold, then α0 also
holds at the same time-step), or causal rules α1 ^ . . .αn �− α0 (stating that if
α1. . .., αn all hold, then α0 also holds at the next time-step). Constraints are ei-
ther xor judgements α1¯. . .¯αn (stating that exactly one of the αi hold) or a
uniqueness constraint ∀X, 9!Y, rðX,YÞ (stating that for each X there is exactly
one Y such that rðX,YÞ).

Figure 2.2 shows two different ways of grouping the four faculties, accord-
ing to two cross-cutting distinctions. According to one distinction, sensation
and imagination both fall under sensibility because both faculties process in-
tuitions.64 The power of judgement and the capacity to judge both fall under
the understanding because both faculties process concepts. According to the

64 “Now since all of our intuition is sensible, the imagination, on account of the subjective
condition under which alone it can give a corresponding intuition to the concepts of under-
standing, belongs to sensibility.” [B151].
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other distinction, sensation falls under receptivity because it is a purely passive
capacity that merely receives what it is given. The other three faculties fall under
spontaneity65 because the agent is free to construct whatsoever it pleases, as long
as the resulting construction satisfies the various unity conditions.

We have now assembled the materials needed to define the task of synthetic
unity.

Given a sequence ðd1, . . .,dtÞ of determinations, the task of achieving synthetic unity of
apperception is to construct a tuple ðJ,D, κ, υ,θÞ as described above that satisfies the unity
conditions of Sections 2.3.1, 2.3.2, 2.3.3, and 2.3.4.

65 See [A51/B75], [B133], [B151].

Figure 2.2: The relationship between the four faculties.

Figure 2.3: Both diagrams provide an explanation for an object being subsumed under a
concept. In (a), the concept is empirical, and the explanation goes via the intermediary
of an attribute of intuition. In (b), the concept is pure, there is no corresponding
attribute, and the explanation goes via the another intermediary: a pure relation.
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2.6 The Derivation of the Categories

The problem of the pure categories is explained in the opening paragraphs of
the Schematism:

In all subsumptions of an object under a concept the representations of the former must be
homogeneous with the latter, i.e., the concept must contain that which is represented in
the object that is to be subsumed under it, for that is just what is meant by the expression
“an object is contained under a concept.” . . . Now pure concepts of the understanding,
however, in comparison with empirical (indeed in general sensible) intuitions, are entirely
unhomogeneous, and can never be encountered in any intuition. Now how is the sub-
sumption of the latter under the former, thus the application of the category to appearan-
ces possible, since no one would say that the category, e.g., causality, could also be
intuited through the senses and is contained in the appearance? [A137/B176 ff]

For empirical concepts, an object’s being subsumed under a concept can be ex-
plained in terms of a particular attribute that the object has which falls under
the concept. See Figure 2.3(a). Suppose, for example, my intuition of this partic-
ular jumper is subsumed under the concept “dirty”. This subsumption is ex-
plained by (i) the object of intuition having, as one of its determinations, a
particular attribute of intuition (my representation of the particular dirtiness of
this particular jumper at this particular moment), and (ii) the attribute of intui-
tion falling under the concept “dirty”. The problem, for the pure concepts such
as Unity, Reality, Substance, and so on, is that there is no corresponding attri-
bute of intuition, so the explanation of the subsumption in Figure 2.3(a) is not
applicable. What, then, justifies or permits us to subsume the objects of intuition
under the pure concepts?

According to Kant, what justifies my subsuming an object under a pure concept
is the existence of a pure relation66 that the object is bound to. See Figure 2.3(b).
Here, the subsumption of the object under the pure concept is explained by (i) the
object of intuition being bound to the pure relation, and (ii) the pure concept being
derivable from the pure relation. Note that in both Figures 2.3(a) and (b) there is
an intermediary that explains the object being subsumed under a concept, but it is
a different sort of intermediary in the two cases:

Now it is clear that there must be a third thing, which must stand in homogeneity with
the category on the one hand and the appearance on the other, and makes possible the
application of the former to the latter. This mediating representation must be pure (with-
out anything empirical) and yet intellectual on the one hand and sensible on the other.
Such a representation is the transcendental schema. [A138/B177]

66 I.e. one of the six pure relations introduced in Section 2.2.
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The “transcendental schema” is just another term for what I have been calling
a pure relation: in, < , det, succ, sim, and inc.

This, then, is the outline of Kant’s argument explaining how the pure con-
cepts (categories) apply to objects of intuition. The next stage is to show, in de-
tail, for each pure concept, exactly how it is derived from the corresponding
pure relation. The derivation is straightforward and Kant did not see the need
to spell it out.67 But for the sake of maximal explicitness, we shall go through
each in turn.

Starting with the title of Relation, intuition X falls under the pure concept
substance if there exists an intuition Y such that detðX,YÞ is a determination
in κ [B128-9]. Likewise, X falls under the pure concept accident if there exists
an intuition Y such that detðY,XÞ is a determination in κ. Determination d falls
under the pure concept cause if there exists a determination d′ such that
succðd, d′Þ is in κ [A144/B183]. Likewise, determination d falls under the pure
concept dependent if there exists a determination d′ such that succðd′, dÞis in
κ. A set D of determinations falls under the pure concept community if for
each d, d′ in D, simðd, d′Þ is in κ [A144/B183-4].

Moving to the title of Modality, a set D of determinations falls under the
pure concept possible if there is some sequence of sensor readings, and some
theory θ that makes sense of those readings, such that D is contained in one of
the states of the trace of θ [A144/B184]. A set D of determinations is actual if it
is contained in one of the states of the trace of the best theory that explains the
sensor readings that have been received.68 A set D of determinations is neces-
sary if it is contained in every state of the trace of the best theory that explains
every possible sensory sequence.

Moving next to the title of Quality, intuition X falls under the pure concept
of reality if there exists an intuition Y such that Y <X [A168/B209]. Likewise,
intuition X falls under the pure concept of negation if there does not exist an
intuition Y such that Y <X.

67 In (Brandom, 2009), Brandom describes how new unary concepts can be derived from
given relations. So, for example, if we have the binary relation Pðx, yÞ representing that x ad-
mires y, then we can form the new unary predicate QðxÞ defined as QðxÞ=Rðx, xÞ. Here, QðxÞ is
true if x is a self-admirer. In a similar manner, the unary categories are derived from the pure
relations of Section 2.2.
68 “The postulate for cognizing the actuality of things requires perception, thus sensation of
which one is conscious – not immediate perception of the object itself the existence of which
is to be cognized, but still its connection with some actual perception.” [A225/B272].
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Moving, finally, to the title of Quantity, the categories of Unity, Plurality,
and Totality are slightly more involved because they are implicitly indexed by a
predicate p. A container is a unity of p’s if it contains all the objects that fall
under p. In other words, X falls under the pure concept of unity if for all Y,
ðY, pÞ 2 υ implies inðY ,XÞ. A container is a plurality of p’s if all the objects
within it fall under p. In other words, X falls under the pure concept of plurality
if for all Y, inðY,XÞ implies ðY, pÞ 2 υ. A container is a totality of p’s if it con-
tains all and only the objects that fall under p.69

Returning to the overall argument for the derivation of the categories,
Kant’s deontic70 argument can be summarized as:
– Achieving experience requires that I connect the intuitions using the pure

relations.
– If I connect the intuitions using the pure relations, then I may apply the

pure concepts (the categories) to the objects of intuition.
– Therefore, achieving experience permits me to apply the pure concepts to

the objects of intuition.

Thus the quid juris question [A84/B116] has been answered. Note, however, that
my permission to apply the pure concepts to objects of intuition is conditioned
on my activity, the activity of trying to achieve experience. Hence Kant’s conclu-
sion that the categories are only permitted to apply to objects of experience.71

Kant insisted that the categories are not innate. The pure unary concepts
are not “baked in” as primitive unary predicates in the language of thought.
The only things that are baked in are the fundamental capacities (sensibility,
imagination, power of judgement, and the capacity to judge) together with the
pure relations of Section 2.2. The categories themselves are acquired – derived
from the pure relations in concreto when making sense of a particular sensory
sequence. But they are originally acquired [Entdeckung, Ak. VIII, 222–23; 136.]72

because they are always derivable from any sensory sequence. The pure con-
cepts, then, are not innate but originally acquired (Longuenesse, 1998).73

69 Kant says that a totality is a plurality considered as a unity [B111].
70 The argument is deontic in that it relies on the concepts of obligation and permission. Kant
tries to show that we are permitted to apply the pure concepts to objects of experience, and his
justification is that we are obligated to perform the activity of achieving synthetic unity.
71 “The category has no other use for the cognition of things than its application to objects of
experience.” [B145].
72 This is quoted in (Longuenesse, 1998).
73 Some cognitive scientists (e.g. Gary Marcus (Marcus, 2018b)) place Kant on the nativist side of
the nativist versus empiricist debate. But the key question for Kant is not what humans are born
with, but what agents must do in order to make sense of the sensory input. It is a normative
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3 Experiments

The cognitive architecture described above has been implemented in the APPER-

CEPTION ENGINE. The computer system is described in (Evans et al., 2021b) and
(Evans et al., 2021a). In this section, I describe one experiment in detail.

3.1 The Sensory Input

In this experiment, there are two light sensors that can register various levels of
intensity. If we take readings of both sensors at regular intervals, we get Figure 2.4.
Here, the top row shows a human-readable discretised version of the sensor read-
ings, revealing a simple regular pattern. The bottom row shows a fuzzier version of
the same pattern where each sensor reading was perturbed with random noise. It
is this second fuzzier version that is used in this experiment. But the sensory
input, as presented in Figure 2.4(b), shows the sensory readings after they have
already been assigned to particular moments in time. In Kant’s theory, this time-
assignment is not something that is given to the system, but rather is a hard-won
achievement. In Kant’s theory, the sensory input is presented as a sequence of indi-
vidual sensory readings, and the agent has to decide how the various readings
should be combined together into moments of objective time. So the actual input
to the Kantian agent is shown in Figure 2.5. Here, the agent is given a sequence of
individual sensory readings, and must choose how to combine them together into
a succession of simultaneous readings. While Figure 2.5 shows the sequence of in-
dividual readings in subjective time, Figure 2.6 shows a variety of different ways of
parsing the raw sequence into moments. The bottom row of Figure 2.6 shows the
correct way of parsing the sequence in Figure 2.5; this correct parse corresponds to
Figure 2.4(b).

The input, then, is the sequence shown in Figure 2.5. In our implementation,
the continuous sensor readings are first discretised into binary vectors. The total
sequence ðd1, . . ., d50Þ is a list of 50 inherence determinations. Note that the read-
ings do not simply alternate between a and b. Sometimes there are multiple a’s or

question of a priori psychology, not an empirical question about ontogenetic development. From
Kant’s perspective, the list of innate concepts proposed by cognitive scientists (spelke and Kinzler,
2007) is a “mere rhapsody” [A81/B106] unless they can be unified under a common principle. Nati-
vists compile their list of innate concepts by looking at what human babies can do. But the capaci-
ties that evolution has hard-wired to help us in our particular situation are not maximally general.
For example, babies can distinguish faces from other shapes before they are born, but the concept
of a face is not a pure concept in Kant’s sense.
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b’s in a row. The subjective sequence records the sequence of items the agent is
attending to (he can only attend to one sensation at a time), and the agent might
attend to either sensor at any moment of subjective time. Given this sequence in
subjective time, we must reconstruct the moments of objective time by connecting
the determinations using the relations of simultaneity and succession.

Figure 2.5: The input to the APPERCEPTION ENGINE is a sequence of individual readings. The engine
must choose how to group the individual readings into groups of simultaneous readings.

Figure 2.4: A simple sequence involving two sensors. (a) shows a noise-free version, where
the pattern is clearly apparent. (b) shows the fuzzy version with random noise that is used
in this experiment.

Figure 2.6: We show three ways of parsing the individual readings (in subjective time) into a
succession of simultaneous readings (in objective time). The thin dashed lines divide the
readings in subjective time, while the thicker lines group the individual readings into sets of
simultaneous readings in objective time. The bottom row of the three represents the correct
ground-truth way of grouping the readings.
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3.2 The Model

Given the sensory sequence, the agent must construct an interpretation that
makes sense of the sequence. The interpretation consists of:
1. A synthesis of intuitions. This contains a set of determinations (that must

include the original sensory sequence, but can also include determinations
involving other invented intuitions) connected together via the pure rela-
tions of sim, succ, and inc.

2. A collection of subsumptions. This is a set of mappings from intuitions of
individual objects to general concepts. The mapping is implemented as a
binary neural network.

3. A set of judgements that connect the concepts together.

I shall go through each in turn.

3.2.1 The Synthesis of Intuitions

The given sequence ðd1, . . ., d50Þ is a sequence of individual determinations in
subjective time. We need to produce a sequence of sets of determinations in ob-
jective time. For each consecutive pair dt, dt + 1, they can either be simultaneous
or successive.

In our example, this choice rule gives us 249 possibilities.74 Once the sim
and succ relations are provided, this determines the positions of the determina-
tions in objective time.

3.2.2 The Set of Subsumptions

A subsumption maps an intuition (a bit vector) to a concept (symbol). We im-
plement the power of judgement using a binary neural network parameterised
by Boolean weights.

The neural network’s input is a binary vector and the output is a binary
vector of length jPj (where jPj is the number of unary predicates). The neural
network implements a multilabel classifier mapping binary vectors to 2jPj.

74 The current implementation assumes that any pair of consecutive sensor readings are ei-
ther simultaneous or successive. This precludes the possibility that there are intermediate
time-steps between the two consecutive readings. In future work, I plan to expand the choice
rule to allow this further possibility, so that it is possible to abduce intermediate time-steps.
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3.2.3 The Set of Judgements

Kant’s faculty of understanding is implemented as a program synthesis system
that takes as input a stream of sensory information, and produces a theory (a
set of judgements) that both explains the sensory stream and also satisfies vari-
ous unity conditions. For details, see (Evans et al., 2021b).

3.2.4 Filling in the Unperceived Details

Kant’s requirement that judgements should be underwritten by determinations
is implemented by adding a choice rule for each predicate p, stating that if an
object X satisfies predicate p at T, then there is some particular attribute Attr
ascribed to X at T (where Attr falls under p).

3.2.5 Finding the Best Model

When the three sub-systems (the imagination, power of judgement, and under-
standing) described above are implemented in one system, many different in-
terpretations are found. In order to decide between the various interpretations,
we use the following preferences:
1. We prefer shorter theories over longer theories, all other things being

equal.
2. We prefer more discriminatory neural networks which assign fewer intu-

itions to the same concept.

See (Evans et al., 2021a) for the mathematical details of how these two desider-
ata are weighted and compared.

3.3 Results

The interpretation found by the APPERCEPTION ENGINE consists of a tuple ðJ,D, κ, υ, θÞ
consisting of a synthesis of intuitions, a collection of subsumptions, and a set of
judgements. We shall consider each in turn.

The synthesis of intuitions κ.When confronted with the sensory sequence
of Figure 2.5, the engine produces a set κ of connections using the pure rela-
tions of sim, succ, and inc. Here is an excerpt:
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Here, the determinations are triples containing an attribute (a binary vector of
length 3, representing a particular shade of gray), an object (here a or b), and
an index (from 1 to 15) in subjective time. This index is needed so that two deter-
minations sharing the same object and attribute at different moments of time
are nevertheless treated as distinct.

Figure 2.7 shows how the succ and sim relations produce objective time
from subjective time.

The falls-under relation υ. The APPERCEPTION ENGINE constructs two unary
predicates, p and q, and subsumes the binary vectors under them. The binary
neural network implements a multilabel classifier, mapping binary vectors to
subsets of fp, qg. The subsumptions υ produced by the engine are:

½0,0,0� 7! fqg ½0,0, 1� 7! fqg
½0, 1,0� 7! fqg ½0, 1, 1� 7! fp, qg
½1,0,0� 7! fpg ½1,0, 1� 7! fpg
½1, 1,0� 7! fpg ½1, 1, 1� 7! fpg

Note that ½0, 1, 1� is considered ambiguous.
Figure 2.8 shows the subsumptions generated by the engine. Note the intro-

duction of an invented object, c, that was not part of the sensory input.
The set of judgements θ. Along with the synthesis of intuitions and the

collection of subsumptions, the APPERCEPTION ENGINE also generates a theory θ,
containing a set of judgements that explain the dynamics of the system. The
theory constructed for the problem of Figure 2.5 is θ= ðϕ, I,R,CÞ, where ϕ is a
type signature, I, is a set of initial conditions, R is a set of conditionals, and C

Figure 2.7: How the objective temporal sequence is constructed from the subjective
temporal sequence via the pure relations of sim and succ.

simðð½1,0,0�, a, 1Þ, ð½1,0, 1�,b, 2ÞÞ succðð½1,0, 1�,b, 2Þ, ð½0,0, 1�, a, 3ÞÞ incðð½1,0,0�, a, 1Þ, ½0,0, 1�, a, 3ÞÞ

simðð½0,0, 1�, a, 3Þ, ð½1,0, 1�,b,4ÞÞ succðð½1,0, 1�,b,4Þ, ð½0,0,0�,b, 5ÞÞ incðð½1,0, 1�,b, 2Þ, ð½0,0,0�,b, 5ÞÞ

simðð½0,0,0�,b, 5Þ, ð½1,0,0�, a,6ÞÞ succðð½1,0,0�, a,6Þ, ð½1,0, 1�, a, 7ÞÞ incðð½1,0,0�, a,6Þ, ð½0,0, 1�, a, 10ÞÞ

simðð½1,0, 1�, a, 7Þ, ð½1,0,0�,b,8ÞÞ succðð½1,0,0�,b,8Þ, ð½1,0,0�,b,9ÞÞ incðð½1,0, 1�, a, 7Þ, ð½0,0,0�, a, 15ÞÞ
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is a set of constraints. The type signature ϕ consists of types T, objects O, and
predicates P where:

T = fsensor, spaceg
O= fa:sensor, b:sensor, c:sensor, s1:space, s2:space, s3:space, sw:spaceg
P = fpðsensorÞ, qðsensorÞ, inðsensor, spaceÞ, in2ðspace, spaceÞ, rðspace, spaceÞg

The initial conditions I, rules R and constraints C are:

I =

pðaÞ
inða, s1Þ
in2ðs1, swÞ
rðs1, s2Þ

pðbÞ
inðb, s2Þ
in2ðs2, swÞ
rðs2, s3Þ

qðcÞ
inðc, s3Þ
in2ðs3, swÞ
rðs3, s1Þ

in2ðsw, swÞ

8>>>><
>>>>:

9>>>>=
>>>>;

R=
qðXÞ �− pðXÞ
inðX, S1Þ ^ inðY, S2Þ ^ rðS1, S2Þ ^ qðXÞ �− qðYÞ

( )

C=

∀X:sensor, pðXÞ¯qðXÞ
∀X:sensor, 9!Y:space, inðX,YÞ
∀X:space, 9!Y:space, in2ðX,YÞ
∀X:sensor, 9!Y:sensor, rðX,YÞ

8>>>><
>>>>:

9>>>>=
>>>>;

Here, the sensors a and b are given as part of the sensory input, but c is an
invented object, constructed by the imagination. The invented objects s1, s2,
and s3 are three parts of space, constructed by pure intuition. The three spaces
are all parts of the spatial whole sw.

The unary predicates p and q are used to distinguish between a sensor’s being
on and off. The in relation places sensors in space, and the in2 relation places
spaces inside the spatial whole. The r relation is used to define a one-dimensional

Figure 2.8: The subsumptions generated by the engine. The dashed lines divide subjective
time, while the solid lines divide moments of objective time. The atoms generated
at each moment are displayed below.
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space with wraparound.75 Note that our “spatial unity” requirement is rather min-
imal: we just insist that there is some containment structure connecting the intu-
itions together. It is not essential that the space constructed has the particular
three-dimensional structure that we are accustomed to. Any spatial structure
will do as long as the intuitions are unified , Chapter 3. In terms of Kant’s dis-
tinction between the form of intuition and the formal intuition [B160n], the re-
lation r describes the form of intuition (relations between objects) while the
particular spaces (s1, s2, s3, and sw) represent the formal intuitions.

Note that the given objects of sensation (the sensors a and b) are not di-
rectly related to each other. Rather, they are indirectly related via the spatial ob-
jects and the in and r relations.

The rules describe how the unary properties p and q change over time. The
first rule states that objects that satisfy q at one time-step will satisfy p at the
next time-step. The second rule describes how the q property moves from one
sensor to its right neighbour.

The constraints are constructed to satisfy conceptual unity (Section 2.3.4).
The first insists that every sensor is either p or q but not both. The second re-
quires that every sensor is contained within exactly one spatial region.

Filling in the unperceived details. In order to make concepts sensible (Sec-
tion 2.3.3), the engine must ensure there is a determination corresponding to
every judgement. In particular, the judgements involving invented unperceived

Figure 2.9: The determinations imagined by the engine. Here we show the given
determinations (top row), the subsumptions (middle row), and the imagined determinations
(bottom row) that are generated to satisfy condition (7): the requirement that every judgement
needs to be underwritten by a determination. Thus, for example, the atom qðcÞ in time step 1
needs to be underwritten by an inherence determination attributing a particular shade
of q-ness to object c.

75 Note that, in this example, the spatial structure is static. But see Evans et al. (2020) for exam-
ples where objects move around.
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object c must be underwritten by corresponding determinations. This means
that for each time step at which pðcÞ (respectively qðcÞ) is true, there must be
an inherence determination detðc, αÞ ascribing particular attribute α to c, where c
falls under p (respectively q).

Satisfying this condition means imagining particular attributes assigned to c
for each moment of objective time. One set of determinations satisfying this con-
dition is shown in Figure 2.9.

Thus, the unperceived object c is not merely subsumed under a predicate,
but is also involved in a determination. Even though c is an external object with
which the agent has no sensory contact, it is cognised as satisfying particular per-
ceptual determinations. This is, I believe, the truth behind the Kant-inspired
claim that “perception is a kind of controlled hallucination” (Clark, 2013).

Note that requirement (7) of Section 2.3.3 insists that object c must be involved
in some determination, but does not – of course – insist on any particular de-
termination. The productive imagination is free to construct any determination it
pleases.

Discussion. Figure 2.10 shows the whole experiment, from the original input to
the complete output consisting of a synthesis of intuitions, a collection of sub-
sumptions, and a set of judgements. It is gratifying to see the APPERCEPTION ENGINE
discerning a discrete intelligible structure behind the continuous noisy input. It
started with a fuzzy sensory input, and perceived, amongst all the noise, an under-
lying system involving two discrete unary predicates, p and q, and devised a sim-
ple theory explaining how p and q change over time.

Let us pause to check that the interpretation of Figure 2.10 satisfies the vari-
ous conditions (Section 2.4) required to achieve synthetic unity:
– The determinations are connected together via the relations of succ, sim,

and inc to form a fully connected graph, as required in Section 2.2.
– The containment condition 5(a) of Section 2.3.1 is satisfied by the initial con-

ditions I of Figure 2.10. Here, sw is the spatial whole in which all other ob-
jects are contained, directly or indirectly.

– The < relation is not needed in this particular example. The empty relation
trivially satisfies the condition 5(b) that < is a strict partial order.

– The requirement 6(a) of Section, that every inherence determination is un-
derwritten by a judgement, is satisfied by the theory θ together with the sub-
sumptions υ. Consider, for example, the first determination in the given
sequence: detða, ½1,0,0�Þ, ascribing the binary vector ½1,0,0� (representing a
particular shade of gray) to object a. Note that ½1,0,0�7!p according to υ,
and since a is an object of type sensor, the determination is underwritten by
the judgement 9X:sensor, pðXÞ.
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– The requirement 6(b) of Section, that every succession is underwritten by a
causal judgement, is satisfied by the theory θ together with the subsump-
tions υ. Consider, for example, the succession:

succðð½0,0, 1�, b, 4Þ, ð½1, 1,0�, b, 5ÞÞ

This represents the succession of detðb, ½0,0, 1�Þ by detðb, ½1, 1,0�Þ (i.e., b
changing from one particular shade of gray to another). Note that ½0,0, 1�7!q

Figure 2.10: The result of applying the APPERCEPTION ENGINE to the input of Figure 2.5. The
dashed lines divide moments of subjective time, while the solid lines divide moments of
objective time. We show the synthesis of intuitions κ, the subsumptions υ, and the theory θ.
We also show the ground atoms at each step of objective time, generated by applying the
subsumptions υ to the raw input.
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and ½1, 1,0�7!p according to the subsumptions υ, and rules R contain the
causal judgement qðXÞ �− pðXÞ.

– The requirement 6(c) of Section is not used in our initial implementation of
the Apperception Engine. See Section 4.4 for a discussion.

– The requirement 6(d) of Section, that every incompatibiity is underwritten
by a constraint, is satisfied by the constraints C in θ together with the sub-
sumptions υ. Consider, for example, the incompatibility:

incðð½1,0,0�, a, 1Þ, ½0,0, 1�, a, 3ÞÞ
This incompatibility between determinations is underwritten by the con-
straint ∀X:sensor, pðXÞ¯qðXÞ, together with the mappings ½1,0,0�7!p and
½0,0, 1�7!q.

– The requirement 7 of Section 2.3.3 is satisfied by the inherence determina-
tions featuring invented object c as shown in Figure 2.9.

– The requirement 8 of Section 2.3.4, that every predicate features in some xor
or uniqueness constraint, is satisfied by the theory θ of Figure 2.9. Here,
predicates p and q feature in the constraint ∀X:sensor, pðXÞ¯qðXÞ, in fea-
tures in the constraint ∀X:sensor, 9!Y:space, inðX,YÞ, and so on for the other
binary relations.

3.4 Perceptual Discernment and Conceptual Discrimination

Compare the interpretation of Figure 2.10 with the alternative degenerate interpre-
tation of Figure 2.11. Both interpretations satisfy the unity conditions, but they do
so in very different ways. While Figure 2.10 discerns a difference between the in-
puts – dividing them into two classes, p and q – and constructs a theory that ex-
plains how p and q properties interact over time, Figure 2.11, by contrast, fails to
discern any difference between the input vectors. Because Figure 2.11 is coarser
and less discriminating, mapping all input vectors to p and none to q, it can make
do with a much simpler theory: if everything is always p and never q, we do not
need a complex theory to explain how objects transition between p and q.76

76 The APPERCEPTION ENGINE considers and evaluates many different theories when presented
with the sensory input of Figure 2.5. It prefers the interpretation of Figure 2.10 over the degen-
erate interpretation of Figure 2.11 precisely because the former discriminates finer. In (Evans et
al., 2021a), I explain how one interpretation is preferred to another if, other things being
equal, the first makes more fine-grained perceptual discriminations. I justify the preference
using simple Bayesian considerations.
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In Kant’s theory of synthetic unity, as we interpret it, this phenomenon holds
across the board. In order to discern a fine-grained discrimination between sen-
sory input, we must provide a theory that underwrites that distinction, a theory
that explains how the various properties that we have discriminated actually in-
teract. Fine-grained perceptual discrimination requires an articulated theory (a
collection of concepts and judgements) that underpins the distinctions made at
the sensible level. Intuitions without concepts are blind.

There is a recurrent myth that humans have fallen from a state of pre-
conceptual grace (Jaynes, 2000). At some mythic earlier time, humans were not
saddled with the conceptual apparatus we now take for granted, and – pre-
cisely because they were unburdened by concepts and judgements – were able
to perceive the world in all its glory, with a fine-grained vividness we moderns
can only dream of. It is as if there is only a finite amount of consciousness to go
round; because we modern concept users waste some of that consciousness on
the conceptual side of our experience, there is less consciousness remaining to
spend on the sensible side. The mythic earlier man, by contrast, is able to
spend all his consciousness on the sensible level. Thus for him, in his state of
pre-conceptual grace, the colours are brighter.

If Kant is right, this myth gets things exactly the wrong way round. Con-
sciousness is not a zero-sum game between sensibility and understanding, in
which one side’s gains must be the other side’s losses. Rather, perceptual dis-
crimination at the sensible level requires conceptual discrimination from the un-
derstanding. The more intricate the theories we are able to construct, the more
vividly we are able to see.

4 Discussion

4.1 Rigidity and Spontaneity

There is a popular image of Kant as a rigid rule-bound automaton whose daily
routine was so tightly scheduled you could use it to calibrate your clock. Ac-
cording to this popular image, Kant’s philosophy (both practical and theoreti-
cal) is as rigid and rule-bound as his unusually unremarkable personal life.
What is most unfair about this gross mischaracterisation is that it omits the crit-
ical fact that, for Kant, the rules I am bound to are rules that I myself create.

Spontaneity and self-legislation are at the heart of Kant’s philosophy, both
practical and theoretical. In his practical philosophy, I am free to construct any
maxims whatsoever – as long as they satisfy the universalisability conditions of
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the categorical imperative. In his theoretical philosophy, I am free to construct
any rules whatsoever – as long as they satisfy the unity conditions. When con-
fronted with a stream of raw sensory input, the Kantian agent constructs a set
of connections between intuitions, a set of subsumptions mapping intuitions to
concepts, and a set of judgements connecting concepts together. The agent is
completely free to construct any set of connections between intuitions, any set
of subsumptions, and any set of judgements – so long as the package jointly
satisfies the unity conditions (Sections 2.3.1, 2.3.2, and 2.3.4). These conditions
of unity are not unnecessary extraneous requirements that Kant insists on for
some personal Puritan preference – they are the absolutely minimal conditions
necessary for it to be you who is doing the constructing. According to Kant, the
conditions that need to be satisfied to interpret the sensory input as a coherent

Figure 2.11: An alternative degenerate interpretation of the input of Figure 2.5. Here, all
sensory input is mapped, indiscriminately, to p. Because no discriminations are made, and
nothing changes, the induced theory is particularly simple. Note in particular that the set
of dynamic rules R is empty, hence nothing changes.
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representation of a single world are exactly the same conditions that need to be
satisfied for there to be a self who is perceiving that world.77

Unlike the popular image, Kant’s vision of the mind is one of remarkable
freedom. I am continually constructing the program that I then execute. The only
constraint on this spontaneous construction is the requirement that there is a sin-
gle person looking out. In our computer implementation, this spontaneity is
manifest in a particular way: when given a sensory sequence, the APPERCEPTION

ENGINE constructs an unending sequence of increasingly complex interpretations,
each of which satisfies Kant’s unity conditions. The engine must decide, some-
how, which of these interpretations to choose.78

4.2 Rigidity and Diachrony

Wittgenstein is sometimes interpreted as denying the possibility of any rule-based
account of cognition. Throughout the Investigations (Wittgenstein, 2009), Wittgen-
stein draws our attention, again and again, to cases where our rules give out:

I say “There is a chair” What if I go up to it, meaning to fetch it, and it sud-
denly disappears from sight? – “So it wasn’t a chair, but some kind of illu-
sion”. – But in a few moments we see it again and are able to touch it and so
on. – “So the chair was there after all and its disappearance was some kind of
illusion”. – But suppose that after a time it disappears again – or seems to dis-
appear. What are we to say now? Have you rules ready for such cases – rules
saying whether one may use the word “chair” to include this kind of thing? But
do we miss them when we use the word “chair”; and are we to say that we do
not really attach any meaning to this word, because we are not equipped with
rules for every possible application of it? (Investigations, § 80)

Our rules for the identification of chairs cannot anticipate every eventual-
ity, including their continual appearance and disappearance – but this does
not mean we cannot recognise chairs. Or, to take another famous example, we
have rules for determining the time in different places on Earth. But now sup-
pose someone says:

It was just 5 o’clock in the afternoon on the sun (Investigations, § 351)

77 “The a priori conditions of a possible experience in general are at the same time conditions
of the possibility of the objects of experience.” [A111].
78 Our way of deciding between the various interpretations is based on the theory size and the
fine-grainedness of the perceptual classifier. See (Evans et al., 2021a). This is one place where we
attempt to go beyond Kant’s explicit pronouncements, since he does not give us guidance here.
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Again, our rules for determining the time do not cover all applications, and
sometimes just give out. They do not cover cases where we apply the time of day
on the sun. Since any set of rules is inevitably limited and partial, we must con-
tinually improvise and update.

This point is important and true, but is fully compatible with Kant’s vision of
the cognitive agent. Such an agent is continually constructing a new set of rules
that makes best sense of its sensory perturbations. It is not that it constructs a set
of rules, once and for all, and then applies them rigidly and unthinkingly forever
after. Rather the process of rule construction is a continual effort.

Kant describes an ongoing process of constructing and applying rules to
make sense of the barrage of sensory stimuli:

There is no unity of self-consciousness or “transcendental unity of apperception” apart
from this effort, or conatus towards judgement, ceaselessly affirmed and ceaselessly
threatened with dissolution in the “welter of appearances” (Longuenesse, 1998, p.394)

Kant’s apperceptual agent is continually constructing rules so as to best make
sense of the barrage of sensory stimuli. If he were to cease constructing these
rules, he would cease to be a cognitive agent, and would be merely a machine.

In What is Enlightenment? (Kant, 1784), Kant is emphatic that the cognitive
agent must never be satisfied with a statically defined set of rules – but must
always be modifying existing rules and constructing new rules. He stresses that
adhering to any statically-defined set of rules is a form of self-enslavement:

Precepts and formulas, those mechanical instruments of a rational use, or rather misuse,
of his natural endowments, are the ball and chain of an everlasting minority.

Later, he uses the term “machine” to describe a cognitive agent who is no lon-
ger open to modifications of his rule-set. He defines enlightenment as the con-
tinual willingness to be open to new and improved sets of rules. He imagines
what would happen if we decided to fix on a particular set of rules, and forbid
any future modifications or additions to that rule-set. He argues that this would
be disastrous for society and also for the self.

Some of Wittgenstein’s remarks are often interpreted as denying the possi-
bility of any sort of rule-based account of cognition:

We can easily imagine people amusing themselves in a field by playing with a ball so as to
start various existing games, but playing many without finishing them and in between
throwing the ball aimlessly into the air, chasing one another with the ball and bombarding
one another for a joke and so on. And now someone says: The whole time they are playing
a ball-game and following definite rules at every throw. (Investigations §83)
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Now there is a crucial scope ambiguity here. Is Wittgenstein merely denying
that there is a set of rules that captures the ball-play at every moment? Or is he
making a stronger claim, claiming that there is some moment during the ball-
play that cannot be captured by any set of rules at all? I believe the weaker
claim is more plausible: we make sense of the world by applying rules, but we
need to continually modify our rules as we progress through time. Wittgen-
stein’s passage in fact continues:

And is there not also the case where we play and make up the rules as we go along? And
there is even one where we alter them, as we go along.

Here, he does not consider the possibility of there being activity that cannot be
explained by rules – rather, he is keen to stress the diachronic nature of the
rule-construction process: one set of rules at one moment in time, a modified
set of rules at a subsequent moment. Thus Wittgenstein’s remarks on rules
should not be seen as precluding any type of rule-based account of cognition,
but rather as emphasising the importance of always being open to revising
one’s rules in the light of new information. As T. S. Eliot once observed:79

For the pattern is new in every moment
And every moment is a new and shocking
Valuation of all we have been

4.3 Basic Assumptions

The APPERCEPTION ENGINE in its current form, and its limitations as described below,
are a result of some fundamental decisions that were made early on in the project,
answers to some basic questions about how to interpret and implement Kant:
1. When Kant says that every succession of determinations must be under-

written by a causal rule, does he mean that (i) there must be a causal rule
that the agent believes? Or, much weaker, (ii) the agent must merely be-
lieve there is a causal rule?

2. When Kant says that judgements are rules, does he mean (i) explicit rules
formed from discrete symbols? Or could he mean that some judgements are
just (ii) implicit rules?

3. How expressive are Kant’s judgements in the Table of Judgements? Does he
just allow (i) simple definite clauses? Or does he also allow (ii) geometric
rules (with disjunctions or existentials in the head)?

79 Four Quartets, East Coker.
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4. Given that the understanding involves two separable capacities – the ca-
pacity to subsume intuitions under concepts and the capacity to combine
concepts into rules – how should these two capacities be implemented?
Should there be (i) one system that performs both, or (ii) two separate sys-
tems, with one passing its output to the other?

The design of the APPERCEPTION ENGINE was based on choosing option (i) at each
of the four decision points. I shall attempt to justify each decision in turn.

4.3.1 Succession and Causal Rules

In the Second Analogy, Kant writes:

If, therefore, we experience that something happens, then we always presuppose that
something else precedes it, which it follows in accordance with a rule. [A195/B240]

Now this claim has a crucial scope ambiguity: does it mean that (i) whenever
there is a succession there is a rule which the agent believes that underwrites
the succession? Or does it mean that (ii) whenever there is a succession the
agent believes that there is some rule that underwrites the successsion, even if
the agent does not know what the particular rule is?

Some commentators have assumed the second, weaker interpretation. For
example, Longuenesse believes that I do not have to have already formed a
causal judgement to perceive a succession – I just need to acknowledge that I
should form a causal judgement. For Longuenesse, perceiving a succession
means being committed to look for a causal rule – it does not mean that I need
to have already found one:

The statement that “everything that happens presupposes something else upon which it
follows according to a rule” does not mean that we cognize this rule, but that we are so
constituted as to search for it, for its presupposition alone allows us to recognize a perma-
nent to which we attribute changing properties. (Longuenesse, 1998, p.366)

Others, including Michael Friedman (Friedman, 1992) take the first, stronger
interpretation.

I do not have the space or time to enter into the exegetical fray, but would
like to make one observation. If we take the first, stronger interpretation, then
any implementation of Kant’s theory will be a system that can be used to predict
future states, retrodict past states, and impute missing data. This ability to fill in
the blanks in the sensory stream is only available because the agent actually con-
structs rules to explain the succession of appearances. If we had implemented
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the second, weaker interpretation, then the agent would merely believe that
there was some rule – it would not have been forced to find the rule, it would
have been content to know that the rule existed somewhere. Such an agent
would not be able to anticipate the future or reconstruct the past.

4.3.2 Explicit or Implicit Rules

When Kant says that judgements are rules, does he mean that judgements are
(i) explicit rules formed from discrete symbols? Or could he mean that some
judgements are just (ii) implicit rules (e.g., a procedure that is implicit in the
weights of a neural network)?

The first interpretation, assuming judgements are explicit rules using dis-
crete symbols in the language of thought,80 is a form of what Brandom calls reg-
ulism (Brandom, 1994, p.18). The second interpretation allows for rules that are
universal (they apply to all objects of a certain type), necessary (they apply in all
situations), but implicit: the rule may not be expressible in a concise sentence in
a natural or formal language. For a concrete example of the second interpretation,
consider the Neural Logic Machine (Dong et al., 2019). This is a neural network that
simulates forward chaining of definite clauses but without representing the
clauses explicitly. The “rules” of the Neural Logic Machine are implicit in the
weights (a large tensor of floating point values) of the neural network and cannot
be transformed into concise human-readable rules. Nevertheless, the rules are uni-
versal and necessary, applying to all objects in all situations.

Most commentators believe that Kant’s rules are explicit rules composed of
discrete symbols.81 I do not want to contribute to the exegetical debate, but
rather want to provide a practical reason for preferring the first interpretation in
terms of explicit rules. Part of the attraction of the APPERCEPTION ENGINE as de-
scribed above is that the theories found by the engine can be read, understood,
and verified. For example, the theory learned from the Sokoban trace is not just
correct, but provably correct. If we need to understand what the machine is

80 In this project, I follow Jerry Fodor in assuming that our beliefs are expressed in a lan-
guage of thought (Fodor, 1975) which is symbolic and compositional. Moreover, I assume
that the language of thought is something like Datalog , but somewhat more expressive (Pianta-
dosi, 2011).
81 But there is a note, inserted in Kant’s copy of the first edition of the first Critique [A74/
B99], which suggests that judgements need not be explicit: “Judgments and propositions are
different. That the latter are verbis expressa [explicit words], since they are assertoric”.
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thinking, or need to verify that what it is thinking is correct, then we must prefer
explicit rules.

Another, perhaps more fundamental, reason for preferring explicit rules is
that they enable us to test whether Kant’s unity conditions (see Section 2.4)
have been satisfied. In order to test whether every succession is underwritten
by a causal judgement (Section), for example, we need to be able to inspect the
rules produced. It is unclear how a system that operates with merely implicit
rules can detect whether or not Kant’s unity conditions have actually been
satisfied.

4.3.3 The Expressive Power of Kant’s logic

Commentators disagree about the expressive power of Kant’s judgements. Some
think Kant’s logic is restricted to Aristotelian syllogisms over judgements contain-
ing only unary predicates. If this were so, Kant’s logic would indeed be “terrify-
ingly narrowminded and mathematically trivial”82 Similarly, many commentators
(for example, MacFarlane [42], p.26; also [55]) assume or claim that Kant’s logic is
highly restrictive in that it does not support nested quantifiers. Others83 argue that
Kant must have a more expressive logic in mind, a logic that includes at least
nested quantifiers of the form ∀9.

There is, of course, a tradeoff between the expressiveness of the logic and
the tractability of learning theories in that logic: the more complex the judgement
forms allowed, the harder it is to learn. Geometric logic, for example, is highly
expressive84 but it is also undecidable (Bezem, 2005). Datalog, by contrast, is de-
cidable, and has polynomial time data complexity dantsin 2001 complexity.

Because of this tradeoff, in this work we opted for a simpler logic (i.e. Datalog
rather than geometric logic) in order to make it tractable to synthesise theories in
that logic. One of the central pillars of our interpretation is that Kant’s fundamental
notion of spontaneity is best understood as unsupervised program synthesis.
To test out this claim, it was necessary to build a system that is capable of
generating theories to explain a diverse range of examples. Thus, in this

82 (Hazen, 1999), quoted in (Achourioti and Van Lambalgen, 2011).
83 See in particular (Achourioti and Van Lambalgen, 2011; Achourioti et al., 2017), and also
(Evans et al., 2019).
84 More generally, (Dyckhoff and Negri, 2015) shows that, for each set Σ of first-order sentences,
there is a set of sentences of geometric logic that is a conservative extension of Σ.
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project, we used an extension of Datalog to define a simple range of judge-
ments. We do not claim that logic adequately represents the range of judgements
expressible in Kant’s Table of Judgements: after all Datalog contains no negation
symbol, no existential quantifier, and no modal operators. In future work we
plan to extend this language with stratified negation as failure, disjunction in the
head, and existential quantifiers, to increase its expressive power.

4.3.4 One System or Two?

The understanding involves two distinguishable capacities: the capacity to
subsume intuitions under concepts (the power of judgement), and the capac-
ity to combine concepts into rules (the capacity to judge). These two capaci-
ties take different sorts of input: the power of judgement takes raw intuitions
and maps them to discrete concepts, while the capacity to judge operates on
discrete concepts. This difference could suggest that we need a hybrid ap-
proach involving two distinct systems for the two capacities: one system (per-
haps a neural network) for mapping intuitions to concepts and another (perhaps
a symbolic program synthesis system) for combining concepts into rules. Accord-
ing to this suggestion, the output of the first system is fed as input to the second
system.

A concern with this hybrid approach is that it is very unclear how to sup-
port top-down information flow from the conceptual to the pre-conceptual.
There is much evidence that expectations from the conceptual symbolic realm
can inform decisions at the pre-conceptual sub-symbolic realm. See, for example,
Figure 2.11.85 Here, part of the image is highly ambiguous: the ‘H’ of “THE” and
the ‘A’ of “CAT” use the same ambiguous image, but we are able to effortlessly
disambiguate (at the sub-symbolic level) by using our knowledge of typical En-
glish spelling at the symbolic level.

Figure 2.12: Top-down influence from the symbolic to the sub-symbolic. Here the ambiguous
image (the image used to represent both the ‘H’ of ‘THE’ and the ‘A’ of ‘CAT’)
is disambiguated at the sub-symbolic level using knowledge (of typical English spellings)
at the symbolic level.

85 This example is adapted from (Chalmers et al., 1992).
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Thus, it is essential that the high-level constraints – the conditions of
unity – are allowed to inform the low-level sub-symbolic processing. This con-
sideration precludes a two-tier architecture where a neural network transforms
intuitions into concepts, and a symbolic system searches for unified interpreta-
tions. In such an architecture, it is not possible for the low-level neural network
to receive the information it needs from the high-level system. The only infor-
mation that the neural network will receive in a two-tier approach is a single
bit: whether or not the high-level symbolic system was able to find a unified
interpretation. It will not know why it was unable, or which constraints it was
unable to satisfy. This is insufficient information.

Because of this concern, we opted for a different architecture, in which a
single system jointly performed both tasks: both mapping intuitions to concepts
and combining concepts into rules.86

4.3.5 Alternative Options

The particular design decisions taken in the APPERCEPTION ENGINE represent one
way of answering the four questions above. But there are many other possible ar-
chitectures. One option, for example, would be to represent the rules implicitly
(Dong et al., 2019), and to use a single neural network to jointly learn to map intu-
itions to concepts and to learn the weights of the implicit rules. Another option
would be to use a hybrid architecture in which a neural network, trained on gradi-
ent descent, maps intuitions to concepts, while another symbolic system combines
concepts into rules. These alternative options have issues of their own, as I hope
the discussion above makes clear, but the point remains that the APPERCEPTION EN-
GINE is certainly not the only way to implement Kant’s cognitive architecture.

4.4 Moving Closer to a Faithful Implementation
of Kant’s a priori Psychology

This project is an attempt to repurpose Kant’s a priori psychology as the archi-
tectural blueprint for a machine learning system, and as such has the real po-
tential to irritate two distinct groups of people. AI practitioners may be irritated

86 Of course, our single system itself contains both a neural network mapping intuitions to
concepts and a program synthesis component that constructs sets of rules. But this counts as a
single architecture rather than a hybrid architecture because our binary neural network is im-
plemented in ASP and the weights are found using SAT, rather than gradient descent.
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by the appeal to a notoriously difficult eighteenth-century text, while Kant schol-
ars may be irritated by the indelicate attempt to shoe-horn Kant’s ambitious sys-
tem into a simple computational formalism. The concern is that Kant’s ideas
have been distorted to the point where they are no longer recognisable.

In what ways, then, does the APPERCEPTION ENGINE represent a faithful im-
plementation of Kant’s vision, and in what ways does it fall short?

I shall focus, first, on the respects in which the computer architecture is a
faithful implementation of Kant’s psychological theory. Kant proposed various
faculties that interoperate to turn raw data into experience: the imagination (to
connect intuitions together using the pure relations as glue), the power of
judgement (to decide whether an intuition falls under a concept), and the ca-
pacity to judge (to generate judgements from concepts). Throughout, Kant em-
phasized the spontaneity of the mind: the faculties are free to perform whatever
activity they like, as long as the resulting system satisfies the various unity con-
ditions described in the Principles.

The APPERCEPTION ENGINE provides a unified implementation of the vari-
ous faculties Kant describes: the imagination is implemented as a set of non-
deterministic choice rules, the power of judgement is implemented as a neu-
ral network, and the capacity to judge is implemented as an unsupervised
program synthesis system. These sub-systems are highly non-deterministic:
the imagination is free to synthesise the intuitions in any way whatsoever, the
power of judgement is free to map intuitions to concepts in any way it pleases,
and the capacity to judge is free to construct any rules at all – so long as the
combined product of the three faculties satisfies the various unity conditions
(implemented as constraints).

Thus, while contingent information flows bottom-up (from sensibility to
the understanding), necessary information flows top-down, as the unity condi-
tions of the understanding are the only constraints on the operations of the sys-
tem. As Kant says: “through it [the constraint of unity] the understanding
determines the sensibility [B160-1n]”. This is, I believe, a faithful implementa-
tion of Kant’s cognitive architecture at a high level.

Next I shall turn to the various respects in which the computer architecture
described above falls short of Kant’s ambitious vision of how the mind must
work. I shall focus on six aspects of Kant’s cognitive architecture that are not
adequately represented in the current implementation.
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4.4.1 The Representation of the Input

The way in which raw data is given to the APPERCEPTION ENGINE is different from
how Kant describes it. Kant describes a cognitive agent receiving a continuous
stream of information, making sense of each segment before receiving the next.
The APPERCEPTION ENGINE, by contrast, is given the entire stream as a single
unit. If the APPERCEPTION ENGINE is to operate with a continuous stream, it will
have to synthesise a new theory from scratch each time it receives a new piece
of information.

In the A Deduction, Kant describes three aspects of synthesis: the synthesis
of apprehension in the intuition, the synthesis of reproduction in the imagina-
tion, and the synthesis of recognition in a concept. The synthesis of reproduc-
tion in the imagination involves the ability to recall past experiences that are
no longer present in sensation. The APPERCEPTION ENGINE does not attempt to
model the synthesis of reproduction. Rather, it assumes that the entire se-
quence is given.

The form of the raw data is also different from how Kant describes it. In
Section 3.1, the raw data is provided as a sequence of determinations: assign-
ments of raw attributes to persistent objects (sensors). Here, we assume that
the agent is provided with the sensor, as a persistent object. But in Kant’s archi-
tecture, the construction of determinations featuring persistent objects is a
hard-won achievement – not something that is given. What is given, in Kant’s
picture, is the activity of sensing and the ability to tell when a particular sens-
ing performed at one moment is the same sensing activity performed at another
(the “unity of the action”). Thus, in Kant’s picture, the agent is provided with a
more minimal initial input than that given to our system, and so his agent has
more work to do to achieve experience.

4.4.2 The Representation of Space and Time

The way space is represented in the APPERCEPTION ENGINE is different from how
Kant describes it. For Kant, space is a single a priori intuition. He starts with space
as a totality, and creates sub-spaces by division (“limitation” [A25/B39]). In the AP-

PERCEPTION ENGINE, by contrast, we start with objects representing spatial regions,
and compose them together using the containment structure (Section 2.3.1).

Similarly, with time, Kant starts with the original representation of the
whole of time, and constructs sub-times by division [A32/B48]. In the APPERCEP-

TION ENGINE, by contrast, the sequence of time-steps are determined by the
given input, and it is not possible for the system in its current form to construct

96 Richard Evans



new moments of time that are intermediate between the given moments. Relat-
edly, it is not possible to represent continuous causality (e.g. water slowly fill-
ing a container) in our formalism. In future work, we plan to enrich Datalog9 so
that it can represent continuous change{\mdottt}

4.4.3 The Minimal Conception of Space

The APPERCEPTION ENGINE unifies objects by placing them in a containment struc-
ture: each object is in some spatial region which is itself part of some larger spa-
tial region, until we reach the whole of space. In Section 2.3.1, I argued that this
containment structure is a central component of any notion of space. But there is
much more to spatial relations than the containment structure: just knowing that
x and y are in does not tell us anything about the relative positions of x and y.

Kant had a much more full-blooded conception of space than just a contain-
ment structure: he assumed three-dimensional Euclidean space [B41]. In future
work, I plan to provide the APPERCEPTION ENGINE with three-dimensional space,87

thus providing a stronger inductive bias, which should help the system to learn
more data-efficiently.

4.4.4 The Expressive Power of the Logic

In the Transcendental Deduction, Kant argued that the relative positions of intu-
itions in a determination can only be fixed by forming a judgement that neces-
sitates this particular positioning [B128]. The APPERCEPTION ENGINE attempts to
respect this fundamental requirement by insisting that the various connections
between intuitions are backed up by judgements of various forms (Section 2.3.2).
However, the forms of judgement supported in Datalog are a mere subset of
the forms enumerated in the Table of Judgements [A70/B95]. Datalog supports
universally quantified conditionals, causal conditionals, and xor constraints (cor-
responding to Kant’s disjunctive judgement). But it does not support negative
judgements, infinite judgements, particular judgements, singular judgements, or

87 Perhaps by providing an axiomatisation of Euclidean space using Tarski’s formalisation, or
somesuch (but note that axiomatising Euclidean geometry requires ternary predicates, which
are not currently handled in the Apperception Engine). But Tarski assumes points as primitive,
where a point is defined as a vector of real numbers. It would be closer to Kant’s program, I
believe, to axiomatise space starting from the notion of limitation, without assuming real num-
bers as given.

2 The Apperception Engine 97



modal judgements. In future work, we plan to extend the expressive power of
Datalog to capture the full range of propositions expressible in the Table of
Judgements.88

4.4.5 The Role of the Third Analogy

The Third Analogy states that whenever two objects’ determinations are per-
ceived as simultaneous, there must be a two way interaction between the two
objects. This does not mean, of course, that there must be a direct causal influ-
ence between them, but just that there must be a chain of indirect causal influ-
ences between them.

This requirement has not been implemented in the APPERCEPTION ENGINE. This
is because it would make it very hard for the system to find any unified interpre-
tation at all if every time it posited a simultaneity between determinations it also
had to construct some rules whereby one determination of one object indirec-
tly caused some determination of the other object. Longuenesse (Longuenesse,
1998) has a different understanding of the second and third Analogies, and does
not believe that we need to have actually formed a causal rule in order to per-
ceive succession or simultaneity. In her interpretation, we merely need to be-
lieve that there is a causal rule to find (see Section for a discussion). However,
in our interpretation, in which the rule must actually be found before a temporal
relation can be assigned, the Third Analogy does seem restrictively strong. In fu-
ture work, we hope to address this issue and find a way to respect the simultane-
ity constraint.

4.4.6 Consciousness and Analytic Unity

The first Critique contains various discussions of various aspects of self-
consciousness. But no aspect of self-consciousness is implemented in the AP-

PERCEPTION ENGINE. In the B Deduction, Kant distinguishes the synthetic unity
of apperception (the connecting together of one’s intuitions via the pure relations
in such a way as to achieve unity) from the analytic unity of apperception (the
ability to subsume any of my cognitions under the predicate “I think”). He claims
that synthetic unity of apperception is a necessary condition for achieving analytic

88 By contrast, the geometric logic used in (Achourioti and Van Lambalgen, 2011; Achourioti
et al., 2017) is much more expressive.
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unity [B133-4]. Although the APPERCEPTION ENGINE aims to implement the synthetic
unity of apperception, no attempt has been made to implement the analytic unity
of apperception.

Kant is clear to distinguish between inner sense and explicit self-conscious-
ness [B154]. Inner sense is the aspect of sensibility in which the mind perceives its
own mental activity: it notices the formation of a belief, for example, or the appli-
cation of a rule. Inner sense provides us with intuitions that must be ordered in
time. Explicit self-consciousness, by contrast, is the construction of a theory that
makes sense of the sequence of perturbations produced by inner sense. In inner
sense I become aware of some of the cognitions I am having, and in explicit self-
consciousness, I posit a theory that explains the dynamics of my own mental ac-
tivity – although this hypothesized theory may or may not reflect accurately the
actual mental processes I am undergoing [B156]. In future work, I plan to extend
APPERCEPTION ENGINE so that (some of) its own activity is perceptible via inner
sense, so that the system is forced to construct a theory to make sense of its per-
ceptions of its own mental activity.

There are, then, various aspects of Kant’s theory of mental activity that are
not captured in the current incarnation of the APPERCEPTION ENGINE. There is, I
think it is fair to say, more work still to do.

5 Conclusion

In the Critique of Pure Reason, Kant asks: what activities must be performed by
an agent – any finite resource-bounded agent – if it is to make sense of its sen-
sory input. This is not an empirical question about the particular activities that
are performed by homo sapiens, but an a priori question about the activities
that any agent must perform. Kant’s answer, if correct, is important because it
provides a blueprint for the space of all possible minds – not just our particular
human minds with their particular human foibles.

If Kant’s cognitive architecture is along the right lines, this will have signif-
icant impact on how we should design intelligent machines. Consider, to take
one important recent example, the data efficiency of contemporary reinforce-
ment learning systems. Recently, deep reinforcement learning agents have
achieved super-human ability in a variety of games, including Atari (Mnih et al.,
2013) and Go (Silver et al., 2017). These systems are very impressive, but also very
data-inefficient, requiring an enormous quantity of training data. DQN (Mnih et
al., 2013) requires 200 million frames of experience before it can reach human
performance on Atari games. This is equivalent to playing non-stop for 40 days.
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AlphaZero (Silver et al., 2017) played 44 million games to reach its perfor-
mance level.

Pointing out the sample complexity of these programs is not intended to
criticise these accomplishments in any way. They are very impressive achieve-
ments. But it does point to a fundamental difference between the way these ma-
chines learn to play the game, and the way that humans do. A human can look
at a new Atari game for a few minutes, and then start playing well. He or she
does not need to play non-stop for 40 days. A human’s data efficiency at an
Atari game is a consequence of our inductive bias: we start with prior knowl-
edge that informs and guides our search.

It is a commonplace that the stronger the inductive bias, the more data-
efficiently a system can learn. But the danger, of course, with injecting induc-
tive bias into a machine, is that it biases the system, enabling it to learn some
tasks quicker, but preventing it from learning other tasks effectively. What we
really want, if only we can get it, is inductive bias that is maximally general.
But what are these maximally general concepts that we should inject into the
machine, and how do we do so?

Neural net practitioniers, for all their official espousal of pure empiricist
anti-innatism, do (in practice) acknowledge the need for certain minimal forms
of inductive bias. A convolutional net (LeCun et al., 1995) is a particular neural
architecture that is designed to enforce the constraint that the same invariants
hold no matter where the objects appear in the retinal field. A long short-term
memory (LeCun et al., 1995) is a particular neural architecture that is designed
to enforce the constraint that invariants that are valid at one point in time are
also valid at other points in time. But these are isolated examples. What, then,
are the maximally general concepts that we should inject into the machine, to en-
able data efficient learning?

The answer to this question has been lurking in plain sight for over two
hundred years. In the first Critique, Kant identified the maximally general con-
cepts, showed how these concepts structure perception itself, and identified
the conditions specifying how the pure concepts interoperate. Kant’s principles
provide the maximally general inductive bias we need to make our machines
data-efficient.89

In the history of human inquiry, philosophy has the place of the central sun, seminal and
tumultuous: from time to time it throws off some portion of itself to take station as a sci-
ence, a planet, cool and well regulated, progressing steadily towards a distant final
state. – Austin, Ifs and Cans (Austin, 1956)

89 Thanks to Dieter Schönecker and Sorin Baiasu for thoughtful feedback.
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3 The Challenge of (Self-)Consciousness:
Kant, Artificial Intelligence
and Sense-Making

Abstract: How do we make sense of the countless pieces of information flowing
to us from the environment? This question, sometimes called the Problem of
Representation, is one of the most significant problems in cognitive science.
Some pioneering and important work in the attempt to address the problem of
representation was produced with the help of Kant’s philosophy. In particular,
the suggestion was that, by analogy with Kant’s distinction between sensibility
and the understanding, we can distinguish between high- and low-level percep-
tion, and then focus on the step from high-level perception to abstract cognitive
processes of sense-making. This was possible through a simplification of the
input provided by low-level perception (to be reduced, for instance, to a string
of letters), which the computer programme was supposed to ‘understand’. Most
recently, a closer look at Kant’s model of the mind led to a breakthrough in the
attempt to build programmes for such verbal reasoning tasks: these kinds of
software or ‘Kantian machines’ seemed able to achieve human-level perfor-
mance for verbal reasoning tasks. Yet, the claim has sometimes been stronger,
namely, that some such programmes not only compete with human cognitive
agents, but themselves represent cognitive agents. The focus of my paper is on
this claim; I argue that it is unwarranted, but that its critical investigation may
lead to further avenues for how to pursue the project of creating artificial
intelligence.
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1 Introduction

The problem of representation – of how we make sense of the countless
pieces of information flowing to us from the environment – is one of the
most significant problems in cognitive science. At least two issues have been
identified as important for a solution to the problem of representation, both
being applications of the problem to more specific parts of the cognitive pro-
cess of representation. Using a terminology which, as we will see later in
this chapter, is in some respects problematic, the two issues have been pre-
sented in some of the most influential texts in the literature, as follows. The
first was described as an issue of processing information from various sensory
modalities, this being the function of the so-called ‘low-level’ perception. Again,
this is an issue of selecting from, and making sense of, information provided to
us by the senses. The second was described as an issue of extracting meaning
from the raw material by making sense of it at a conceptual level, a job assigned
to ‘high-level’ perception. A significant step forward in the attempts to answer
the problem of representation was made when it was acknowledged that low-
level perception, high-level perception and more abstract cognitive activities are
interacting in the process of representation and are difficult to be separated from
each other.1

Even more progress was made when the problem of the integration of high-
level perception and more abstract cognitive activities was separated from the
question of how to integrate low- and high-level perception. This separation took
place through a simplification of the input, of which high-level perception and
more abstract cognitive activities were expected to make sense. Finally, more re-
cently, there was some further progress noted in cognitive science, this time of
particular relevance for Kantian studies. Thus, concerning the issue of integra-
tion of high-level perception and more abstract cognitive processes and with di-
rect relevant for the general problem of representation, it has been suggested

1 As an approximation, the distinction between low-level perception and high-level percep-
tion can be understood along the lines of Kant’s distinction between subjective and objective
perception. (KrV: A320/B377 – see n3 below for the convention used for references to Kant’s
Critique of Pure Reason.) Both ‘low-level’ and ‘high-level perception’ are regarded as spectra
of processes, some more concrete and some more abstract. For instance, an example of low-
level perception takes place when the light impinges on the retina. A further example is the
processing of brightness contrasts and of light boundaries in the visual field. High-level per-
ception may include object recognition or, more abstractly, relation recognition. An example
of a more abstract cognitive process would be the understanding of a complex situation,
such as a love affair.
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that a good solution could be found in Immanuel Kant’s theoretical work, partic-
ularly the Critique of Pure Reason.2

The resulting ‘Kantian machine’, a computer equipped with the ‘Kantian
programme’, yielded, for the same problems, results comparable with those ob-
tained by human beings. The claim, however, was not simply that cognitive sci-
ence has now the ability to match (and perhaps outdo) human performance
also for the specific type of task under consideration – this would have been a
significant claim in its own right to be sure, although the same obtained for
other type of tasks (think of computation or even more complex tasks, such as
playing chess). The claim was a much stronger one, namely, that cognitive sci-
ence has now the ability to create cognitive agents. In this paper, I examine this
claim and argue that it is, at this point, unwarranted, but that the argument
presented here may suggest further avenues for how to pursue the general proj-
ect of creating artificial intelligence.

In the next section, I introduce the representation problem and focus on
the progress made in cognitive science by those attempting to answer it. Sec-
tions 3 and 4 continue the examination of this progress with particular atten-
tion to a recent attempt to create a machine that can solve certain tasks (for
instance, verbal reasoning exercises) through a programme which follows the
architecture of the mind presented by Kant in his theoretical philosophy. Partic-
ularly encouraging are the results the Kantian machine has in the attempt to
solve specific tasks relevant for the problem of representation; the performance
of the Kantian machine here is comparable to that of human beings. Sections 5
and 6 focus critically on a further claim that the Kantian machine is in fact a
cognitive agent. The focus is on the distinction between sensory and cognitive
agency, and on what is needed for an agent to be a cognitive being. The final
section draws the conclusions of my argument.

2 The Representation Problem

In their seminal text, “High-Level Perception, Representation, and Analogy: A Cri-
tique of Artificial Intelligence Methodology”, David Chalmers, Robert French and
Douglas Hofstadter identify our capacity of making sense of the vast amount of
information constantly flowing to us from our environment as “one of the deepest
problems in cognitive science”. (Chalmers et al. 1992, p. 185) The problem, more

2 See, for instance, Evans’s paper in this volume (Evans 2022), but also some of his earlier
texts, including Evans (2017).
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exactly, is to understand how this capacity functions and, even more pre-
cisely, to understand human perception’s ability to bring order to the multi-
plicity of “raw data”. (Chalmers et al. 1992, p. 185) It is from these ‘data’ that
we select, organize and interpret specific inputs in order to obtain more or
less abstract day-to-day perceptions, whether movement in the visual field,
emotion in a tone of voice, what we should do in a game or why a particular
political phenomenon is currently unfolding.

The result of the process of perception is representation. By analogy with
Kant’s distinction between sensibility and the understanding, in the Critique of
Pure Reason,3 a distinction is identified by Chalmers et al. as implicitly func-
tioning in cognitive science. This is the distinction between high- and low-level
perception. Thus, according to them, “[t]oday Kant’s model seems somewhat
baroque”; yet, “its fundamental insight” is still “valid”. (Chalmers et al. 1992,
p. 186) This fundamental insight is Kant’s distinction between a faculty (sensi-
bility) “whose job it is to pick up raw sensory information” and a faculty (the
understanding) “which is devoted to organizing these data into a coherent,
meaningful experience of the world”. (Chalmers et al. 1992, p. 186) The focus
for Chalmers et al. is on representations produced by high-level perception.

That this Kantian distinction is taken to be the rough model for the distinction
between low- and high-level perception is not surprising, but it is not clear the lan-
guage of ‘low’ and ‘high’ is very useful in connection with Kant. To be sure, sensi-
bility and the understanding are distinct faculties in Kant, and there are specific
senses in which what the understanding does, relies indeed essentially, for specific
purposes, on what sensibility provides. For instance, the understanding is sup-
posed to provide rules for the synthesis of the intuitions given by sensibility. Kant
is famous for claiming that speculative metaphysical claims are the result of con-
ceptual rules used without reference to intuitions. Yet, there also are specific
senses in which what sensibility produces relies, for specific purposes, on the
work of the understanding. For instance, intuitions are also the result of a synthe-
sis of a manifold of sensations, a synthesis which is made possible by (the under-
standing’s) transcendental unity of apperception.

Be that as it may, Chalmers et al.’s reading of Kant is not the focus here and
I doubt their brief comments on Kant were intended as hermeneutically illumi-
nating for Kantian scholarship. Moreover, their discussion does not dwell on
this distinction, although they do challenge some of its aspects, but, as already

3 In what follows, references to Kant’s Critique of Pure Reason follow the pagination of the
first and second editions, abbreviated A/B accordingly. The English and German editions I
have used are listed under Literature.
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mentioned, the focus is on representation formed by ‘high-level’ perception.
The focus on ‘high-level’ perception is not surprising; after all, the problem of
making sense or the problem of representation is supposed to concern the pro-
cess which yields coherent, meaningful experiences of the world. This, however,
seems to be primarily the task Kant assigns to the understanding, although, as
already mentioned, not to the exclusion of sensibility.

The approach Chalmers et al. take is, in the first instance, critical. They object
to the dominant answers provided at that time to the “representation problem”.
(Chalmers et al. 1992, p. 188) What is criticised is the dominant or traditional ap-
proach in artificial intelligence, which from the start identifies not only the
structure, which ‘high-level’ perception-based representations are supposed
to embody, but also the data considered to be relevant for a particular prob-
lem. Far from offering a solution to the problem of representation, the claim is
that the traditional approach bypasses it, since it starts from data which have
already been represented in a form close to the sought-for representation.
(Chalmers et al. 1992, pp. 192–8)

One case considered is a model of scientific discovery, BACON, claimed to
be able to discover, among other laws, Kepler’s third law of planetary motion.
(Langley et al. 1987) This model is embodied in a computer programme, which
allegedly starts from the same conditions as those of the human discoverers
and is able to provide as output a formulation of Kepler’s third law of planetary
motion. Another case is that of the structure-mapping engine (SME) for anal-
ogy-making. (Falkenhainer et al. 1989) The SME programme, for instance, is
claimed to be able to ‘discover’ an analogy between an atom and the solar sys-
tem. Yet, as in the case of BACON, the process of analogy-making bypasses repre-
sentation, since data have been represented in such a way that the common
structure is almost immediately apparent.

This objection formulated by Chalmers et al. to the traditional methodol-
ogy in artificial intelligence has at least one plausible reply. It could be ar-
gued that the process of high-level perception can be separated from even
more abstract cognitive processes, such as nomic formulation or mapping.
Programmes, such as BACON or SME, focus on the latter and leave the task of
solving the problem of ‘high-level’ perception for other researchers. The main
difficulty for this reply, however, is that these two research tasks cannot be
separated so easily. First, perception depends on analogical processes, since
it depends on interpreting new situations in terms of old ones. Secondly,
however, it is not possible to introduce a temporal separation between ‘high-
level’ perception and more abstract cognitive processes, such as mapping.
Briefly, this is because perception does not take place in a vacuum, but it is
directed to further specific tasks, such as drawing an analogy or formulating
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a law. Hence, the task of understanding ‘high-level’ perception will not have
one response, which a separate research project could target. (Chalmers et al.
1992, pp. 198–200)

As mentioned, Chalmers et al. begin their seminal text with a critical discus-
sion of the answers to the representation problem in contemporary cognitive sci-
ence. Yet, their paper has also a constructive or reconstructive part. In this part,
they try to integrate ‘high-level’ perception and the more abstract cognitive pro-
cess of sense-making (in this case, analogy-making). There is, however, a second
problem of integration, namely, integration of ‘low-‘ and ‘high-level’ perception.
The two problems of integration are related and both of them would need to be
solved for a proper approach to the problem of representation.

The strategy adopted by Chalmers et al. is to deal with the second problem of
integration (namely, between ‘low-’ and ‘high-level’ perception), in order to iso-
late the first problem of integration (‘high-level’ perception and abstract cogni-
tive process of sense-making). They, then, also claim to have a solution for this
first problem of integration. To isolate the first problem, a restriction is intro-
duced, which is meant to answer the difficulty ‘low-level’ perception has to deal
with, namely, making sense of the huge amount of information available in the
real world in order to convey the relevant details to ‘high-level’ perception. The
respective restriction is on the complexity of the input that will be considered for
sense-making (in particular, analogy-making). Thus, the input is taken to be
given by the domain of alphabetical letters. For instance, for the strings of letters
abc and iijjkkll, the programme will try to build representations which will make
evident their common structure and find correspondences between the two rep-
resentations. Through this restriction, the first problem of integration is being
dealt with, and the focus can be then entirely on second problem of integration.
The programme introduced as a solution to this second problem of integration is
the Copycat programme.4 (Chalmers et al. 1992, pp. 201–10)

Imagine now a programme for which input is also considered from within
the restricted domain of alphabetical letters. The computer is given a sequence
of letters and has to predict the next letter in that set as part of a verbal reason-
ing task. It does this by making sense of the letters through the construction of
a rule, on the basis of which it will predict the next element in the series. The
programme is also influenced by Kant’s philosophy, but, unlike the case of
Chalmers et al.’s Copycat, it regards Kant’s Critical philosophy much more

4 Copycat is described as having sprung “out of two predecessors, Seek-Whence and Jumbo”.
(Hofstadter and Mitchell 1994, p. 34) The programme is intended as “universal” and, hence, as
able to deal with the problems both Seek-Whence (Meredith 1986) and Jumbo (Hofstadter
1983) are supposed to tackle.
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sympathetically and considers it as a much more useful tool.5 In addition, the
outcomes yielded by this more Kantian programme are impressive – they are sup-
posed to be comparable to human-level performance achieved for similar tasks.

Imagine, however, that the claim of such a Kantian programme’s support-
ers is not simply that, in this way, we obtain a machine with human-level per-
formance. Instead, the claim is that, thus programmed, the computer is a
cognitive agent. The Kantian programme, in this case, would not simply offer a
potential breakthrough in the attempt to answer the problem of representation,
but would also make a significant contribution to the attempts to create artifi-
cial intelligence more generally. In the next section, I introduce in more detail
this Kantian programme.

3 The Kantian Programme

The standard position in the philosophy of mind for those working in the area
of artificial intelligence is functionalism. In general, functionalism is the view
that, in order for a creature or machine to count as a cognitive agent, what is
important is not that they be made of some special kind of substance; instead,
the requirement is that they function in a particular way (usually describable in
the language of computer science). Every creature or machine that realises that
function will count as a cognitive agent.6

5 One instance of this Kantian programme, which I will also present in sections 3 and 4, is
developed by Richard Evans et al. in a series of texts, including “Kant on Constituted Mental
Activity” (2017); also see Evans (2022; in this volume). The claim that his Kantian programme
will lead to the creation of a cognitive agent, a claim I will introduce shortly, is not to be found
in all of Evans’s texts. For instance, it is absent in Evans et al. (2020) and also in Evans (2022).
In the latter text, he does talk about ‘cognitive agent’, but in relation to Kant. In other words,
there is an acknowledgement that Kant examines the conditions of cognitive agency, but there
is no claim that his Kantian programme or machine (called in this text the “apperception engine”)
is a cognitive agent. In email correspondence, Evans acknowledged my discussion in this paper
(presented in 2017 – see note 1) as having had a real impact on his thinking.
6 Functionalism can be easily distinguished from traditional mind-body dualism (e.g., René
Descartes’s), since, as already mentioned, it makes no claim that minds are made of some spe-
cial kind of substance. It can also be distinguished from identity theory (e.g., J. J. C. Smart’s),
since it does not assume mental states are states of brains and, hence, made of the matter
brains are made of. Moreover, unlike behaviourism, (e.g., B. F. Skinner’s), it accepts the reality
of internal mental states, rather than reducing it to the behaviour of the whole organism.
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Now, the Kantian model of cognitive agency takes Kant’s Critique of Pure
Reason to include a description of a rule-induction process, a process for the
creation of rules on the basis of an input.7 In our exemplary case, as we have
seen in the previous section, the input is a letter sequence given as part of a
verbal reasoning task.8 On this interpretation of Kant, the claim is that, if the
rule-induction process meets certain constraints, the internal activities of the
process count as cognitive activities.

The idea of counting certain activities as activities of a specific kind is cen-
tral for social practices. Social practices, such as taking part in a competition,
will count as practices of a particular kind, if certain necessary and sufficient
conditions are met. For instance, among other conditions for a sprint race, in-
cluded is also the requirement that sprinters run in their respective designated
lanes. If this condition is not met, if a person runs crossing lanes, then her ac-
tivity of running cannot count as participation to a sprint race. In general, to
count as social activity of type X, one specific kind of action (or one set of spe-
cific kinds of actions) Y will have to be performed in the appropriate circum-
stances or in the apposite context Z. By analogy, certain activities count as
mental activities, when specific acts or processes are performed or take place
under certain circumstances. For instance, having a representation of a red cir-
cle is a mental activity, which is counted as such when a plurality of sensory
perturbations is experienced by an agent, who applies then a specific rule to
these perturbations, in the appropriate context.

Now, counting-as does not happen automatically. Although the necessary
and sufficient actions or processes may take place in the right context, these
can only count as a specific type of activity, if somebody counts them as such.
Hence, in order to count as an activity of type X, a specific kind of action or set
of actions Y, performed in the appropriate context Z, would have to be counted

7 It is unclear, by the way, whether functionalism, as standardly presented in contemporary
philosophy of mind, would also be the view Kant would subscribe to. I have discussed this
question elsewhere (Baiasu 2018) and it would go beyond the scope of this paper to rehearse
those arguments here. I mention only that there are many interpretations of Kant on offer: ma-
terialism (Brook 1994), mere immaterialism (Ameriks 2000), ‘dual-aspect’ theory (Nagel 1989),
epistemological dualism (Schlicht 2016) and transcendental functionalism (Lau 2014). Not
even the transcendental version of functionalism proposed by Lau is clearly compatible with
standard functionalism.
8 Another set of data, where the Kantian programme is supposed to function with achieved
human-level performance, is given by sensory readings in a two-dimensional grid world. The
rules constructed must make sense of the data. Momentary apprehensions are combined into
persisting objects, which change over time according to intelligible rules and interact with
other objects according to intelligible rules. (Evans 2017, p.51).
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as such by an agent W. Hence, the agent W must not only be aware of the fact
that Y is taking place and that Z obtains, but he or she must also be aware that
Y counts as X in Z. In other words, the agent will need to be aware of the rule
for the activity which is counted as taking place (for instance, the social prac-
tice of sprint racing) and will need to apply this rule.

For instance, if a plurality of sensory perturbations is taking place in a cer-
tain context, then an agent may count those sensory perturbations as a certain
kind of activity. Consider a thermometer which measures the temperature of the
water in a recipient (say, an aquarium). When the temperature of the water
changes, the mercury in the thermometer rises. The internal activity of the ther-
mometer (the perturbation manifested by the rise of the level of mercury) counts
(in the right context, say, when the thermometer is not faulty) as a change in the
properties of the water, which is external to the thermometer. What is important
for us to note for our purposes here is that the agent who counts certain sensory
perturbations of the thermometer as a change in the water’s temperature is me.
Contrast this with the situation in which we consider the thermometer on its
own. The water’s temperature will produce the same sensory perturbations of the
mercury, whose level will rise. Yet, we usually do not consider the thermometer
as able to count the plurality of its sensory perturbations leading to the rise of
the mercury level as its representation of a change of the properties of the exter-
nal world (the rise of the water’s temperature).

Consider the claim that a thermometer is representing the temperature of
the water in the aquarium. On some accounts, we can say that A is a represen-
tation of B only if A expresses a thought about B or only if the relation between
A and B is an intentional one.9 If either of these is correct, it follows that, when
we talk about the thermometer’s mercury level as representing the water’s tem-
perature, then we assert that the thermometer is expressing a thought about
temperature or that thermometer and temperature are in a relation of intention-
ality. This, however, is at least awkward, if not completely implausible.

What may attenuate the implausible character of such claims (although they
may still be awkward) is the idea of derivative intentionality, more exactly, the
fact that this is intentionality we attribute to the thermometer. In general, as noted
by John Haugeland, symbols have their intentionality derivatively when they in-
herit it from something else that has the same content already; for instance, a

9 This is a premise identified by some commentators in Roger Scruton’s argument against
photography and film as art (1983); for instance, Robert Stecker formulates it in terms of
thought, but also considers a possible reply from Scruton, who could formulate the premise in
terms of intentionality. (Stecker 2009, pp. 122–3).
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secret signal between you and me has a particular meaning derivatively from the
stipulation we made about the signal, when we agreed to have it. (Haugeland
1990, p. 385) Haugeland emphasises the need for an original intentionality, as a
way of stopping the infinite regress of a series of derivative intentionalities. Thus,
in the case of the secret signalling, if our intentionality were also derived and the
intentionality of the source of our intentionality were in its turn derived, and we
simply moved from derivative intentionality to derivative intentionality, an infi-
nite regress would threaten. (Haugeland 1990, p. 385)

Haugeland rightly notes that the issue of a potential regress can be answered
by reference to an original, non-derivative intentionality; some intentionality
must be non-derivative. The significant problem does not concern the transfer or
derivation of intentionality from the original, non-derivative instance, but the
very possibility of this original intentionality. One question concerns the nature
of original intentionality. Haugeland rejects the assumption sometimes held that
only mental intentionality is original. (Haugeland 1990, pp. 385–6) Thus, it seems
clear that some intentionality must be non-derivative; it also seems plausible
that at least some instances of original intentional are mental in character;10

it does not follow, however, Haugeland concludes, that all original intention-
ality should be mental.

We have seen that functionalist accounts of the mind regard as cognitive any
processes which realise specific functions. On the Kantian-programme-based ac-
count of cognitive agency, a computer equipped with the Kantian programme
will count as a cognitive agent and, hence, as an agent with original intentional-
ity. For such accounts, therefore, it is important to subscribe to a version of Hau-
geland’s scepticism about the character of original intentionality, namely, to
subscribe to scepticism about the standard view that cognitive agents cannot be
machines. Otherwise we could not take a machine equipped with the Kantian
programme to be a cognitive agent with original intentionality, although the
plausible assumption is that a cognitive agent (and perhaps any agent more gen-
erally) has original intentionality. Moreover, these accounts also rely on scepti-
cism about another claim, sometimes made in these debates, namely, that only
biological organisms can achieve original intentionality. A computer or robot,
which is programmed to function in accordance with the Kantian programme is
expected to achieve original intentionality and represent an instance of cognitive
agency.

10 To be sure, what ‘having mental character’ means is an issue for ongoing debate. The argu-
ment in this paper does not rely on any particular response to this question.
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In the following section, I would like to focus more closely on those aspects
which are specified by the supporter of the Kantian-programme-based account
of cognitive agency as characteristic for the cognitive agent.

4 Cognitive Agency

Consider a merely sensory agent, such as the thermometer in the example
above. There are, to be sure, vigorous debates on the nature of agency,11 so my
understanding of what an agent is will aim to be sufficiently general to avoid
the main issues. I take agency to refer very generally to a capacity to do some-
thing. For instance, the thermometer can measure the temperature of the water.
As the name indicates, a sensory agent has sensors. The behaviour of the merely
sensory agent depends on the state of its sensors. To make this more evident, con-
sider a slightly more complex instance of a merely sensory agent – a thermostat.
We can assume that the context is the same – an aquarium – and we assume it is
an aquarium housing tropical fish, who need a temperature between 25° and 27°
Celsius. When the thermostat’s sensors indicate low temperature, the thermostat
will react by switching on the aquarium heater. The thermostat does react to the
perturbations of its temperature sensors, but it is an automatic response. Switch-
ing the aquarium heating on is not done because the thermostat counts the per-
turbations of its gauge as its representation of the water’s low temperature; we
may do so, but the thermostat itself only responds blindly according to the way it
was programmed.

Unlike a merely sensory agent, a cognitive one is a sensory agent who, in
addition to behaving in response to his sensings, also counts his sensings as
his representation or presentation of an external world – hence, an agent who
also has original intentionality. The move from a merely sensory agent to a cog-
nitive agent can be understood at least in part as the result of the way in which
the cognitive agent combines the plurality of sensings obtained by the sensors
(or provided as input). Consider now a programme that includes rules of com-
position, which combine parts into wholes. For instance, the programme may
be permitted to combine a group of sensings representing a nose with a group
of sensings representing an ear under the totality of a face.

These rules of composition are defeasible, but they enable the programme
to place groups of sensings under one element. For instance, the rule for the
totality of the face mentioned above is defeasible, since specific features of a

11 For an introductory presentation, see Markus Schlosser (2019).
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context may undermine the composition of a face out of the representation of one
ear and of one nose. We may discover that what the programmed machine senses
is not a person’s face, but, say, a cubist painting. Sensings can be combined not
only by composition, but also by connection. Rules of connection are normative:
they specify which combination must be made, once a group of sensings is re-
garded as composing a whole, and which combinations should be avoided. For
instance, if a group of sensings composes a nose, then it must also compose part
of the face and, moreover, it should not be regarded as composing an ear.

On the Kantian model of cognitive agency, the activities of combination are
similar to social practices, as discussed in the previous section. Thus, both com-
posing and connecting are done by doing something else, in the same way in
which I cannot simply run a sprint race, but I do so indirectly by performing
some actions (including keeping within my designated lane). Similarly, activi-
ties of combination would be performed by constructing rules, which permit or
obligate me to combine representations in a certain way and then apply these
rules. Hence, combinations are performed indirectly, too, through the construc-
tion and application of rules.

To sum up, the Kantian-programme-based account of cognitive agency
claims that a cognitive agent counts his sensings as representations of the ex-
ternal world; moreover, the claim is that, in order to do so, the cognitive agent
needs to combine these in a certain way, and, in order to combine his sensings
in the appropriate way, he needs to construct rules and apply them. We can
take Kant to suggest the same; for instance, according to Kant,

when we think of a triangle as an object, we do so by being conscious of the assembly
[Zusammensetzung] of three straight lines according to a rule whereby such an intuition
can always be exhibited [dargestellt]. (KrV: A 105)

Kant can be read here to claim that, in order to count the three lines as a triangle,
we need to apply a general rule for counting certain sets of three lines as trian-
gles. We cannot combine sensings directly, without constructing and applying a
rule, because a combination without rules does not satisfy the condition of unifi-
cation, which is very important. According to this condition, unguided combina-
tion would not produce a unity of experience that I could call mine. To be able to
combine sensings without rules would mean that there would be no need for a
self that would have the sensings. Yet, without a self, the notion of cognitive
agency would no longer apply.

This argument offered by the supporter of the Kantian-programme-based
account of agency moves rather quickly from the assumption of a unification
without rules to the absence of a self to whom experience and its unity are
supposed to belong. This, as we will see, will be reflected by the objection I will
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formulate in the next sections. Presumably, however, the argument could be
reconstructed as follows: the unity of experience, which is needed in order for a
cognitive agent to have experience, is a unity of presentations; for Kant, how-
ever, any presentation should be connected with a possible consciousness of
the cognitive agent’s having it. My presentation of this window, for instance, is
connected with a possible consciousness that I am seeing this window. If there
is a presentation of a door, but I cannot connect it with a possible conscious-
ness that I am seeing this door (for instance, it is your presentation of a door),
then I cannot unify these presentations as part of my experience of a house.

The defeasible rule which connects the presentations of a window and of a
door to yield the experience of a house is indeed necessary for the unity of ex-
perience required by the experience of the house. Without that rule, it is indeed
the case that I cannot have the unity of the experience of a house, which I can
call mine. If a unity of experience would still be possible without this rule, the
self-related requirement imposed by the application of the rule (namely, that
the presentations be the presentations had by the same conscious agent) may
not be needed.

This interpretation seems also confirmed by the following passage in Kant:

Hence the original and necessary consciousness of one’s own identity is at the same time a
consciousness of an equally necessary unity of the synthesis of all appearances according
to concepts – these concepts being rules that not only make these appearances necessarily
reproducible, but that thereby also determine an object of our intuition of these appearan-
ces, i.e., determine a concept of something wherein these appearances necessarily cohere
[zusammenhängen]. For the mind could not possibly think its own identity in the manifold-
ness of its presentations, and moreover think this identity a priori, if it did not have present
to it the identity of its act – the act that subjects all synthesis of apprehension (a synthesis
that is empirical) to a transcendental unity, and thereby first makes possible the coherence
[Zusammenhang] of those presentations according to a priori rules. (KrV: A 108)

Kant can be read here (as we will see, quite controversially) to claim that we can-
not perceive the unity of the self in our sensings; we can perceive objects, which
are determined by connecting the sensings under rules. The unity of the self is
achieved by what persists through the sensings, and these are the constraints on
the rules applied. A cognitive agent on this model does not have a primitive abil-
ity to combine representations, but can only combine them through a rule which
says that she may or must do so. Hence, the cognitive agent sets down rules,
which she will then follow in order to make sense of her sensings and perceive
the world. Hence, in order for a sensory agent to count her sensings as represen-
tations of an external world (and, hence, in order for her to be a cognitive agent
with original intentionality), she will have to construct and apply rules of combi-
nation satisfying various constraints.
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A rule is understood as a general relation, which applies in many situations
and specifies that a certain activity is permitted or obligatory. This is not an ex-
plicit, linguistically formulated conditional. Although we may employ language
in order to describe a rule, the rule is an implicit procedure for generating a re-
presentation. Yet, although implicit, nor is a rule the same as a disposition. A
disposition indicates a high probability for specific behaviour under certain con-
ditions. A rule, by contrast, requires or allows the performance of an activity.

Rules of composition are perceptual rules – they are rules for apprehending
particular configurations as parts of objects. For instance, one such rule may
state that, if sensors meet certain conditions, the agent will count them as his
representation of an ear. Rules of connection may form concepts or make judge-
ments. Some rules, for instance, may form a concept by stipulating that it is a
sub-concept of another concept or excludes another concept. Some rules may
connect concepts conditionally, depending on external factors – for instance,
that if a tree gets no water, then it dies. Finally, some rules may specify that if
something is counted as a man, then it must also be counted as mortal, or if
someone is Caesar, then he is a general.

Apart from constructing rules of combination, the cognitive agent needs
also to apply them, in order to count the result as representation of the external
world. One important aspect about rules in general is that their applicability is
not conditional on the applicability of some further condition. Were a rule to be
of this kind, an infinite regress would threaten, because, in order to determine
whether or not the additional condition applies, another rule would be re-
quired, which, in its turn, would also require another rule with a potential for
an infinite number of such iterations. Hence, rules are themselves responsible
for determining whether or not they apply. If a rule applies in a particular situa-
tion, then it is will either be a rule of composition or a rule of connection. In the
case of the former, the agent knows she may perform the combination activity,
but whether or not she will perform is not decided on the basis of a further rule,
since this will again lead to an infinite regress.

Kant certainly also makes this point about the applicability of rules; Kant
explains that, in general logic, to show whether something stands under a rule
or not, another rule would be needed. In its turn, this would also require for its
application another rule. Hence, Kant concludes that the understanding can be
instructed and equipped through rules, but the power of judgement cannot be
taught, but only practiced. (KrV: A 133/B 172) So where, in the Kantian-
programme-based account of agency, can we find the power of judgement?
The answer seems to be that the power of judgement just is the application of
rules, which contain procedures for determining whether or not they apply.
The practice of rule application just is the faculty of judgement.
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The rules of composition will be applied with the help of the imagination.
The imagination is considered a faculty involving spontaneity, since it has the
choice over whether to form a particular combination under rules of composi-
tion or not. However, the imagination is part of sensibility, since it applies rules
of composition on sensings, which sensibility has provided. For rules of con-
nection, there is no longer the same latitude in the application of rules, since
rules of connection obligate the agent, rather than merely permitting her, to
perform the respective mental activity.

So far, we have seen that a cognitive agent is a sensory agent, who counts her
sensings as representing an external world. We have also seen that, to count these
sensings as representing an external world, the agent must combine those sens-
ings together in the right way. Finally, to combine the sensings together in the
right way, the agent must construct and apply rules that satisfy a set of constraints.
These constraints are severally necessary and jointly sufficient in order for the
agent to count the plurality of sensory perturbations as representing an external
world, since this is what it means for the agent to have original intentionality, and
this is required for cognitive agency.

For the Kantian-programme-based account of cognitive agency, these con-
straints are provided by Kant in the Critique of Pure Reason. If one aim of the
account of cognitive agency is to explain original intentionality, then one as-
pect which needs to be explained is the unity of cognitions. Cognitions can be
unified in time, and this process involves four aspects: constructing moments
in time, generating intermediate moments of time, providing a total ordering of
moments of time and generating the totality of time (by excluding moments
that are impossible).

These aspects, it is claimed, determine constraints on the construction and
application of rules. The starting point is the highest principle of all synthetic
judgements, which is a top-level constraint, according to which knowledge
claims must be about items of possible experience. The four aspects mentioned
above follow. They generate constraints on the types of rules that can be con-
structed and further constraints on the results of applying the rules.

We now have a relatively comprehensive picture of the Kantian computational
architecture, the realisation of which (for instance, in a computer programmed on
the basis of this architecture) is supposed to be a cognitive agent with original in-
tentionality. The input provided is the result of a simplification, which, in the case
of Chalmers et al., was meant to avoid the problem of the integration of ‘low-’ and
‘high-level’ perception. In the remaining part of this paper, my question will be
whether we can indeed regard the resulting programmed machine as a cognitive
agent, that is, as a sensory agent endowed with original intentionality.
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5 Original Intentionality and (Self-)Consciousness

As we have seen, A is said to have original intentionality in representing p, when A
himself counts his activities as A’s representing p. By contrast, a merely sensory
being, a being without original intentionality (think of the example of the barome-
ter or of the thermostat) cannot count a plurality of its sensory perturbations as its
representation of a change of properties in the external world. Now, in order for a
being to count its activities as its representing something, it needs to be able to rep-
resent those activities as (its) representing activities. After all, this process of count-
ing activities as representing the external world is an interpretive process. Yet, on a
Kantian account of representation or presentation [Vorstellung], we can only pres-
ent something and, hence, have presentations, when these presentations are con-
nected with a possible consciousness of having them. As Kant famously puts it,

The I think must be capable of accompanying all my presentations. For otherwise some-
thing would be presented to me that could not be thought at all – which is equivalent
to saying that the presentation either would be impossible, or at least would be nothing
to me. (KrV: B 131–2)

As is often pointed out, Kant does not require that every presentation be actu-
ally accompanied by this consciousness of having it. All that is needed is the
possibility of this consciousness. It follows that, in order for a being to count its
own activities as its representing something, the representing process of count-
ing-as should be accompanied by the possibility of a consciousness of this pro-
cess. This is a point Kant also makes explicit in the first edition of the Critique:

All presentations have a necessary reference to a possible empirical consciousness. For if
they did not have this reference, and becoming conscious of them were entirely impossi-
ble, then this would be tantamount to saying that they do not exist at all. (KrV: A 117 n)

Here Kant presents a similar reductio, starting from the contradictory of what is
to be demonstrated (that is, starting by assuming that there is a presentation
without a necessary reference to a possible empirical consciousness) and con-
cluding that, in order to exist, presentations must have a reference to the possi-
bility of consciousness. The argument is that, if a presentation might not have
reference to a possible empirical consciousness, then it might be impossible for
a person to become conscious of that presentation. Yet, if a person cannot be-
come conscious of a presentation, then that presentation cannot be that per-
son’s presentation and, hence, cannot exist as that person’s presentation.12

12 Consider the objection (which I owe to Dieter Schönecker; see his paper in this volume,
Schönecker 2022) that the unifier need not be an I; a computer’s control unit might suffice.
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Perhaps the clearest way to see how the argument works is by an analogy
with a fictional idea. If, say, I create a character for a short story, then that char-
acter’s existence depends on the representing activity I perform through imagi-
nation. If it is impossible for me to be conscious of this character, then I cannot
imagine it and, hence, it cannot exist as my creation. The same goes for any of
my presentations or representations – if I cannot be conscious of them, then I
cannot represent them and, hence, they cannot exist.

Now, I have been using ‘consciousness’ without additional qualification;
the claim that presentations have a necessary reference to a possible empirical
consciousness may suggest that we may have presentations of which we are
not actually conscious. The point here, however, is not to debate the possibil-
ity of unconscious or subconscious presentations in Kant.13 When Kant makes
a claim to a possible empirical consciousness as necessary for every presenta-
tion, the implication is not that we have presentations of which we are not
conscious. The point is rather that, in some cases, the link between me and
my presentation is not the focus of my attention. I may well be conscious of a
particular presentation without being explicitly aware of it as my presenta-
tion.14 This is then a presentation of which I am conscious, but which is not
accompanied by the I think or by a consciousness of the presentation as mine.

Presumably the implication will be that, if a presentation cannot exist as a person’s presenta-
tion, it does not mean that it cannot be part of a unity the computer will offer through its proc-
essing. The average calculator, which synthesises ‘2’, ‘2’ and ‘+’ offering as an answer ‘4’,
seems to perform precisely this synthesis without any I. But consider the simplified similar
process of dropping two balls next to two others; in order to see the four balls as the result of a
synthesis, I would need to be aware of the initial two balls, of the additional two and of the
process of addition. If I am simply presented with four balls, it will not be self-evident that this
is the result of a synthesis, and the calculator or the mechanism which leads to the result of
four (say, four balls) will not be able to take this result as representing the result of an addi-
tion; it will just go through a mechanical process.
13 This issue is sometimes discussed when the history of psychoanalysis is researched and
presented, but the topic is not directly relevant for this paper.
14 In what follows, I rely on aspects of my interpretation of Kant’s account of the transcenden-
tal unity of apperception in Kant and Sartre: Re-discovering Critical Ethics. (2011: Ch. 1, esp.
§§12–3) In that text, I draw a parallel between Kant’s transcendental apperception and Sartre’s
(self-)consciousness (as non-reflective self-consciousness) – hence, the title of this paper. See
also José Luis Bermúdez (1994, p. 234–7). For the relevant aspects on which I focus here, Ste-
phen Engstrom’s account offers a similar interpretation, although Engstrom does not link his
account of the transcendental unity of apperception to the issue of identity and the Paralo-
gisms. (2013, pp. 52–3 for what Engstrom takes to be the link to the problem of identity) The
closest to my focus in this paper is the discussion by Melissa McBay Merritt. (2009) Merritt
thinks that the philosophy of mind Kant advances in the Deduction is part of an enlightenment
epistemology, which requires that a subject be able to recognise herself as the source of her
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This can be easily noticed in cases where we are absorbed by the object of
some activity or other to the point of ‘forgetting about ourselves’. We are cer-
tainly aware of the object of activity and of the activity itself, but we are not
aware of them as our activities or objects. Asked what we are doing, we then
change the focus of attention, reflect on ourselves and regard the previous ob-
ject of consciousness as our presentation. Again, applied to the presenting pro-
cess of counting-as, which is crucial for the notion of original intentionality,
what this implies is that a cognitive agent can only take its sensory perturba-
tions as representing activities of an external world, if this presentation of the
sensory perturbations is linked to a possible consciousness of the presentation
as the agent’s presentation.

This, however, is a condition for a second condition, which is a fundamental
requirement for cognition in general. According to Kant, cognition relies on the
“principle of the original synthetic unity of apperception”. (KrV: B 137) Kant re-
gards this principle as “the primary pure cognition of understanding [. . .] en-
tirely independent of all conditions of sensible intuition”. (KrV: B 137) The role of
this synthesis is to make possible the unification of the manifold both under con-
cepts and under intuitions. As Kant puts it, “not only do I myself need this condi-
tion in order to cognise an object, but every intuition must be subject to it in
order to become an object for me.” (KrV: B 138) Kant takes ‘cognition’ to refer to
intuitions, concepts or (in the case of “the proper meaning of the term” – KrV:
A 78/B 103) a synthesis of intuitions and concepts.15 In all these cases, a synthe-
sis is required – whether of sensations, of marks or of intuitions and marks – and
this synthesis is made possible by the a priori synthesis of the transcendental
unity of apperception. Thus, Kant sees this principle of the synthetic unity of ap-
perception to be a condition which makes possible “all thought”.

As we have seen, each of our presentations is potentially accompanied by
a consciousness of the presentation as our presentation. Cognitions (whether
intuitions, concepts or a mixture of the two) are presentations, which refer to
an object. For this objective reference, however, the understanding needs to
synthesise under a rule the manifold of the elements, which constitute the

cognitions. She reconstructs “Kant’s argument for the apperception principle [the principle of
the original synthetic unity of apperception]” as connected “with the notion of cognitive
agency”. (2009, p. 63).
15 “Cognition is either intuition or concept (intuitus vel conceptus). An intuition refers directly
to the object and is singular; a concept refers to the object indirectly, by means of a character-
istic that may be common to several things.” (KrV: A 320/B 376–7) For further discussion of
Kant’s account of cognition and the distinction between cognition and knowledge, see Marcus
Willaschek and Eric Watkins (2020).
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respective cognition. This rule is given by the original synthetic unity of ap-
perception. This is an a priori unity, which is created by apperception. Every
aspect of my experience – whether a sensation, a conceptual mark, an intui-
tion, a concept or a combination of these – is, as we have seen, an aspect of
which I am potentially aware as an aspect of my experience. Hence, every aspect
of my experience presupposes a potential link to a form of self-consciousness.
The original synthetic unity of apperception is the mode in which aspects of our
experience are formed, so that they are potentially linked to the same conscious-
ness, namely,my identical consciousness.

I have called this original apperception ‘(self-)consciousness’, since it is a
form of self-consciousness, but one in which I am not reflecting on a self or
ego, but on an aspect of experience as an aspect of my experience. The self,
therefore, is still not explicitly posited and the identity of this self is only pre-
supposed by the a priori synthetic unity of apperception or (self-)conscious-
ness. It is unclear, however, that a Kantian machine would be able to meet this
condition of (self-)consciousness or at least this is what I will claim in the next
section.

6 (Self-)Consciousness and the Kantian Machine

As we have seen, (self-)consciousness is what makes possible for me to reflect
on a presentation I have and to make it explicit that it is my presentation. The
presentation which I have and of which I am conscious as a presentation is pre-
sented as my presentation (since I can realise that it is I who thinks the thought
represented by this presentation). Moreover, given the principle of the synthetic
unity of apperception, this presentation of which I am now conscious as my
presentation is already part of a formal unity, given by the identity of the I in
the ‘I think the thought represented by this presentation’.

This is how I understand Kant’s very condensed explanation of the princi-
ple of the synthetic unity of apperception:

For it says no more than that all my presentations in some given intuition must be subject
to the condition under which alone I can ascribe them – as my presentations – to the
identical self, and hence under which alone I can collate them, as combined synthetically
in one apperception, through the universal expression I think. (KrV: B138)

Kant explains here that the principle of the synthetic unity of apperception,
which he claims to be also the primary pure cognition of the understanding
is itself an analytic judgement. It claims that in order for me to have a cogni-
tion, the presentations constituting that cognition must be unifiable as my
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presentations and, hence, must meet the condition that they are the presenta-
tions of an identical self. What follows is that cognition in general relies on the
possibility of reflection, as given by (self-)consciousness or transcendental apper-
ception. This is needed for the synthetic unity of apperception, for cognition and,
hence, also for cognitive agency with its capacity to make sense.

Now to see why the Kantian machine seems unable to meet this fundamental
condition for cognitions and, hence, for cognitive agency, consider a different ther-
mostat. Apart from the temperature sensor, this thermostat has also a sensor for
atmospheric pressure. The thermostat no longer regulates temperature in an
aquarium, but in a recipient where the liquid should not go over the boiling
point. It is well known that the boiling point occurs at a lower temperature when
the pressure is reduced. So the thermostat measures continuously air pressure
and the temperature of the liquid in order to avoid the boiling of the liquid. This
example is useful, since we have a system which is regulated by two types of rule.
There is first the temperature-related rule, which determines the thermostat to
switch on a cooling element, when the temperature of the liquid is close to the
boiling point. There is, then, the pressure-related rule, which tells the thermostat
what the boiling temperature is, depending on the pressure of the air around the
recipient. The second rule is in fact a higher-order rule relative to the first, since it
modifies the first rule. In fact, it can be seen as a constraint on the first rule.

Level of complexity aside, the second thermostat has a structure similar to
the Kantian machine. Recall that the Kantian machine receives a relatively sim-
ple input, has certain rules (of combination, more exactly, composition and
connection) and some constraints on the rules. Nevertheless, there seems to be
no doubt that the second thermostat is a merely sensory agent, not a cognitive
agent yet; by contrast, the claim of the supporter of the Kantian-programme-
based machine is that the Kantian machine is a cognitive agent.16 As a cognitive
agent, this machine should have original intentionality, that is, should be able
to count its own perturbations as its representation of the external world.

Yet, in discussing Kant’s account of cognition, we have seen that, apart
from rules and constraints, Kant’s account also presupposes as a significant
condition (self-)consciousness. This is a capacity of the agent to represent her
representations as her own. This condition is important for the synthetic
unity of apperception, which Kant takes to be the fundamental condition for
cognition in general and, hence, presumably, a fundamental condition for a

16 Some of the things a Kantian machine would need to do in order to be a cognitive agent
seem to be doable by an extended model of what Evans calls in this volume the “Apperception
Engine”. (See esp. sub-subsection 4.4.6.) The claims there are programmatic and go in the
same direction as this paper’s argument.
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cognitive agent too. Yet, there is no further aspect presented as part of the
Kantian machine, which would play the role or function in the way in which
(self-)consciousness is supposed to.

Neverthless, as we have seen, Kant takes (self-)consciousness to be very
significant for cognition. He thinks a cognition, such as an intuition, can be a
synthetic unity of presentations only if I can ascribe these presentations – as
my presentations – to the same I, and, hence, only if I can combine them syn-
thetically as one cognition. This is also a presentation, which I can count as my
presentation of the world, since the synthesis of its components is not mechani-
cally performed according to a rule, but it is the result of a collation that I per-
form given the potential for each component to be presented by me as my
thought.

By contrast, the account of the Kantian programme presented in Sections 3
and 4 explains unity solely by reference to rules, in particular, first, the con-
struction and application of rules of combination, and, secondly, the con-
straints on the generation of the rules and on the results of the applications of
the rules. Thus, to consider the first source of unity, there is a claim that presen-
tations cannot be combined directly, but we need rules to combine them. A
combination without rules, the argument goes, would not satisfy the condition
of unification, would not produce the unity of experience that I can call mine,
and a self that would have the presentations would no longer be needed.
The second source of unity, as already mentioned, is given by the constraints
on the construction and application of rules. The Kantian highest principle of
all synthetic judgements is considered a top-level constraint, which stipulates
that knowledge claims must be about items of possible experience.

While it is correct that rules and constraints are needed for synthesis, it is
also the case, as we have seen, that a synthetic unity is not possible without
the condition which makes it possible for me to collate the elements to be syn-
thesised as mine. (Self-)consciousness is, therefore, also a necessary condition
for cognitive agency, a condition which is distinct from those related to rules
and constraints. At the same time, it is a condition for which the Kantian pro-
gramme provides no account.

As an illustration, consider again the second thermostat: As we have seen,
we also have rules and constraints in that case, yet, it is quite plausible to see
this thermostat as a merely sensory agent. The gap between the merely sensory
agent and the cognitive agent is not bridged by any additional specific aspect
of the Kantian programme.
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7 Conclusion

Consider a Kantian computer17 – a computer programmed with all the rule-
generating procedures provided by Kant in the Schematism, Transcendental
Deduction and Analytic of Principles. Assume that it provides good answers to
verbal reasoning tasks – in fact, as good as those provided by human beings.
Does this not mean the computer has to unify the various inputs as part of its
experience? Does this not mean it can count its ‘sensings’ as its representing
the external world?

In this paper, I have argued that these claims implicit in these rhetorical ques-
tions are unwarranted. To be sure, the significance of the successes of the Kantian
machine in solving verbal reasoning tasks and other tasks relevant for the problem
of representation is not questioned here, but it is taken for granted. What I have
argued is unwarranted is the further claim that a Kantian machine is more or less
the same as a cognitive agent, that is, an agent with original intentionality. The
problematic assumption seems to be the assumption that some of the necessary
conditions of experience presented by Kant are sufficient conditions.

I have argued that combining through rules is necessary for my experience,
but it is not sufficient. Hence, it might be sufficient to equip a computer with
rules which enable it to respond better to various tasks than other computers
usually do, but from here to getting the computer to count its ‘sensings’ as its
representing the external world is a gap that at least for Kant requires (self-)
consciousness. It is, however, unclear how the Kantian machine could be seen
as being equipped with this type of apperception. This, however, might be a
line of inquiry that is worth pursuing in the attempt, both in cognitive science
and philosophy, to solve the problem of representation.
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Hyeongjoo Kim

4 Tracing the Origins of Artificial
Intelligence: A Kantian Response
to McCarthy’s Call for Philosophical Help

Abstract: Computer scientist John McCarthy has been tremendously influential in
our understanding of what Artificial Intelligence really is. I shall argue that, from
a Kantian point of view, the underlying theoretical framework of McCarthy’s
position – which I summarize as the claim that AI as a technical entity is an
imitation of the computational ability of human intelligence for problem solving
in the empirical physical world – can be understood as transcendental realism.
McCarthy dispels the distinction between phenomena and things-in-themselves
by fundamentally blocking the reflective ability of intelligence, that is, the ability
to intuit oneself as a synthetic act. The reflective ability of intelligence, i.e. the
self-consciousness contained in the “cogito, ergo sum”, is the barometer, as it
were, for distinguishing transcendental idealism from transcendental realism; at
the same time, it is the watershed that separates Kant from McCarthy. In a philo-
sophical paper, McCarthy called for the help of philosophers to define AI; Kant, I
shall argue, can offer such help.

1 Introduction

The term “artificial intelligence” (AI) has become a global buzzword. AI chat-
bots on smartphones speak to us, today’s children are called digital natives,
and AI companion robots serve at senior centers. However, what exactly is AI?
Is it a robot, a program, or a kind of intelligence? While AI is a commonly used
term, people seem to use it in reference to different concepts. In other words,
the meanings encapsulated by this term are diverse.

In the 1780s, Kant took issue with the ambiguity of the concept of “meta-
physics.” At that time, the term “metaphysics” was a hot buzzword among
philosophers as well; just as AI, metaphysics had become a “battlefield of
endless controversies” (A VIII).1 Kant introduced the synthetic-analytic distinction

Hyeongjoo Kim, Chung-Ang University
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(of subject-predicament judgments) as a methodological means for concept clar-
ification. The emphasis on this distinction is still valid in the quest for the mean-
ing of artificial intelligence. A synthetic proposition’s predicate concept is not
contained in its subject concept and is therefore knowable only through experi-
ence, whereas an analytic proposition’s predicate concept is contained in its sub-
ject concept and thus is knowable through concept analysis (A6/B10 ff). I will
expand this synthetic-analytic distinction to include a distinction between con-
cepts referring to empirical objects and concepts relating to speculative and phil-
osophical ideas; I will then apply the latter distinction to the semantic layers of
the concept of AI. While this article aims to trace the original meaning of AI, the
scope of discussion will be limited to the works by McCarthy, who boldly coined
this oxymoronic term as early as 1956. More specifically, the paper will focus on
the definition and explanation of “artificial intelligence” as discussed in his phil-
osophical writings (McCarthy 1987, 1995, 2007).

On the assumption that “philosophers have not really come to an agree-
ment [concerning the definition of intelligence: HJ. K.] in 2500 years” (McCarthy
2007, p. 5), McCarthy considered it hardly possible to develop a “solid defini-
tion of artificial intelligence” (McCarthy 2007, p. 2). Nonetheless, he discussed
the question of “Why Artificial Intelligence Needs Philosophy” (McCarthy &
Hayes 1969, p. 2) from an epistemological perspective, defined artificial intelli-
gence, and attempted a philosophical explanation of it. This attempt set a mile-
stone for the foundation of future AI research, as expressed in his call for
support: “Philosopher! Help!” (McCarthy 1995, p. 5)2

This article is my response to McCarthy’s call from a Kantian viewpoint. In
doing so, I pursue two goals: one is related to the definition of artificial intelli-
gence and the other to the epistemological background of AI. First, I will pro-
vide an analysis of McCarthy’s definition of artificial intelligence. To give a
brief preview of the results of this analysis, there are, I submit, three interre-
lated semantic layers in McCarthy’s concept of AI: engineering AI, philosophi-
cal AI, and literary AI. Engineering AI is the object of direct reference as a
technical entity; philosophical AI is a conceptual premise of engineering AI;
and literary AI is the ideology of engineering AI development. In other words, I
define literary AI as AI geared toward the goal of AI engineering that is outside
the realm of current technology, such as strong AI or super AI, which is mainly

2 Kant is not, of course, what McCarthy has in mind here. In this context, he mentions that he
received the help of linguistic philosophers such as Searle, Austin, and Grice. From his men-
tion of Carnap, Quine, and Putnam, it can also be assumed that what he had in mind is the
philosophy of logical positivism, which became the philosophical basis for the development of
artificial intelligence in the early and mid-20th century.
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discussed in the post-humanist world based on the fundamental skepticism
about the distinction between humans and machines. Based on this categoriza-
tion, what McCarthy ultimately wanted to assert in his definition of AI is that
artificial intelligence (as a technical entity) is a model for the human computa-
tional ability for problem-solving in the empirical physical world. Second, by ana-
lyzing its epistemological background, I argue that it corresponds to Kantian
transcendental realism. Furthermore, I will demonstrate that both a Kantian
and McCarthy’s understanding of intelligence have a common denominator:
they both define intelligence as problem-solving computational ability in the
world of empirical realism. However, Kant demands another necessary condi-
tion for intelligence: the self-consciousness represented by the “I think.” While
this demand functions as the core evidence of the Kantian worldview of tran-
scendental idealism, it was neglected by McCarthy.

2 McCarthy’s Concept of Intelligence

McCarthy’s definition of artificial intelligence is densely formulated in his arti-
cle “What Is Artificial Intelligence?” (McCarthy 2007). It can be summarized as
follows:

[1] Artificial intelligence is the science and engineering of intelligent ma-
chines, especially intelligent computer programs. [2] Artificial Intelligence is re-
lated to the similar task of using computers to understand human intelligence.
However, the concept of intelligence is not completely independent from the
concept of human intelligence yet. [3] It is certain that intelligence is the
computational part of the ability to achieve goals in the world. [4] Varying
kinds and degrees of intelligence occur in people, animals, and machines.3

Now, the AI referred to in [1] is a technical entity as an a posteriori designa-
tion of an empirical embodiment existing in reality (be it a robot with a body or a
program), not a term analytically derived from the concepts of artificial and intel-
ligence. [2], [3], and [4], however, deal with the original meaning of intelligence,
the traditional subject of epistemology. In this regard, McCarthy uses the term
AI, though unintentionally, in two senses: AI as a technical entity and AI as a
type of ‘intelligence’. On this premise, while [2] points out the dependence of the
concept of intelligence on human intelligence, [4] talks about the ubiquity of the
concept of intelligence. Two seemingly contradictory (yet compatible) arguments

3 Cf. McCarthy (2007, p. 2).
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coexist in these two statements.4 [Claim 1] is derived from [4], and [Claim 2] is
derived from [2]:

[Claim 1]: Intelligence is a concept that encompasses AI and human intelligence.
[Claim 2]: Artificial intelligence is dependent on human intelligence.5

In [Claim 1], intelligence is a necessary condition both of AI and of human intel-
ligence. Furthermore, AI has an intelligence like human intelligence; accord-
ingly, it can be regarded as artificial intelligence, that is, a kind of intelligence.
AI and human intelligence have one thing in common: intelligence. They are
distinct from each other only by what (or who) possesses this intelligence. In
this sense, the term animal intelligence is also possible. In other words, intelli-
gence does not originate from the human being and therefore is not a human-
specific element. In fact, McCarthy emphasizes the expression “our notion of
general intelligence” (McCarthy & Hayes 1969, p. 3) as an ability to perceive
“commonsense knowledge” (McCarthy 1987, p. 1030) of the world and uses it
as a key concept to guide the discussion on the definition of intelligence.6 Ac-
cording to McCarthy, “an entity is intelligent if it has the intellectual world of
mathematics, an understanding of its own goals, or other mental processes [in-
cluding the human mind: HJ. K.]” (McCarthy & Hayes 1969, p. 4). Furthermore, he

4 However, the coexistence of two claims described contrastively in the above summary does
not mean that they are incompatible. This aspect will become clear in the discussion that
follows.
5 In this regard, McCarthy (1995) says, “Human level artificial intelligence requires equipping a
computer program with a philosophy, particularly epistemological attitudes” (p. 1). And I point
out that the basic idea for the distinction between this two claims was drawn from Kim (2016).
6 This is the conceptual basis of artificial general intelligence (AGI) currently under discus-
sion. However, it is not what McCarthy intends to express through this concept. AGI, which is
considered the next-generation AI or a term synonymous with strong artificial intelligence
(SAI) as the ultimate goal of AI development, means the ability of an intelligent agent to per-
form any intellectual task that a human being can. AGI belongs to the category of synthetic-
empirical concepts according to the classification I previously made, i.e., empirical reality. In
his article “Generality in Artificial Intelligence,” McCarthy still regards the purpose of AI as
reasoning and problem-solving ability (McCarthy 1987, p. 1032). Here, “generality” refers to
the possibility that AI abilities (problem-solving and computation) can have human abilities
and his emphasis on its imperativeness. This is ultimately linked to the implementation of one
of the rule-based AI programs, “General Problem Solver” (McCarthy 1987). In the course of
these discussions, McCarthy does not clearly distinguish between the synthetic and analytical
concepts of AI. To develop my argument, I pay attention to the expression “our notion” in the
phrase “our notion of general intelligence.” McCarthy himself initially used the concept of gen-
erality in the sense of human-like rather than in the sense of transcending that of humans and
machines. Therefore, Claims 1 and 2 are connected, which will be addressed later.
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claims that “the physical world exists and already contains some intelligent ma-
chines called people” (McCarthy & Hayes 1969, p. 5). Considering his comments,
[Claim 1] can be rephrased as follows:

[Claim 1*]: The intelligence of AI is general intelligence.

But what is the artificiality of AI? The dictionary meaning of “artificial” is: “made
or produced to copy something natural” (https://dictionary.cambridge.org/).
“Something natural”, however, does not refer to anything other than intelligence
itself. AI as an object of philosophical analysis, different from the synthetic sense
of AI referring to a discipline of science or a concrete entity such as robots as
defined in [1], is imitative intelligence. More explicitly, AI as part of any machine
or program is artificialized intelligence of (human) intelligence, that is, an intelli-
gence modeled after (human) intelligence.7 Re-examining [Claim 2], AI should be
considered as an intelligence in the sense that AI shares some of the faculties of
human intelligence. Thus, at first glance there seems to be a difference between
[Claim 1*] and [Claim 2]. This difference can be expressed by the thesis of the in-
dependence of intelligence in general from human intelligence; it is a matter of
determining whether endowing AI with the status of intelligence is admitting
that (general) intelligence encompasses AI and human intelligence, logically pre-
ceding them, or that it is similar to human intelligence.

On a related note, McCarthy’s statement mentions the first premise of gen-
eral intelligence: “The physical world exists and already contains some intelli-
gent machines called people” (McCarthy & Hayes 1969, p. 6). This premise
serves as the rationale supporting the principle behind this interpretation: hu-
mans are intelligent machines, these machines already exist in the world, and
homo sapiens is only one of them. This is consistent with [4], “Varying kinds
and degrees of intelligence occur in people, many animals, and some ma-
chines.” Against this background, combining [Claim 1] and [Claim 2] allows for
the understanding that both machines and humans have intelligence; however,
since humans have had a higher form of intelligence so far, machines are mod-
eled after human intelligence.

Now, let us turn to [Claim 3]: “It is certain that intelligence is the computa-
tional part of the ability to achieve goals in the world.” This statement makes it
clear that McCarthy limits the scope of the definition of intelligence to computa-
tional power. Regarding the purpose of using this power, he says:

7 The Turing Test, the first experiment related to the feasibility question of artificial intelli-
gence which has served as a direct model for McCarthy’s concept of AI, is based on the concept
of intelligence as imitation (McCarthy, 2007).
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Work on artificial intelligence, especially general intelligence, will be improved by a
clearer idea of what intelligence is (. . .) We have to say that a machine is intelligent if it
solves certain classes of problems requiring intelligence in humans.

(McCarthy & Hayes 1969, p. 4)

According to McCarthy, the purpose of AI (as a technological entity) is problem-
solving, which requires human intelligence.8 That is, problem-solving ability is
what endows AI with a type of intelligence – machine intelligence – with a sta-
tus similar to that of animals and humans. Thus, McCarthy’s statement [3*],
“Intelligence is an ability to solve problems through computation,” helps us to
understand the link between the seemingly contradictory [Claim 1*] and [Claim 2]
(again, [Claim 1*]: The intelligence of AI is general intelligence; [Claim 2]: AI is
dependent on human intelligence. With [3*] as an underlying statement, the two
claims can be formally synthesized as follows:

[Claim 3]: All intelligence (general intelligence) is a computational ability to solve prob-
lems. Therefore, AI and human intelligence have computational abilities.

However, [Claim 3] does not explain general intelligence and dependence on
human intelligence. Therefore, we must revisit the three interrelated layers men-
tioned in the introduction: engineering AI, philosophical AI, and literary AI.
I have already pointed out that the first two concepts are implied in [1] and
[2, 3, 4], respectively. From a scientific viewpoint, literary AI is a regulative
idea, to borrow the term from Kant.

If the “general intelligence” implied in [Claim 3] directly refers to such liter-
ary AI, how should we understand it? If intelligence means general intelligence
that precedes any concrete form of intelligence possessed by a specific entity,
general intelligence logically precedes AI or human intelligence, and, accord-
ingly, what bestows the status of intelligence on AI would not be human intelli-
gence but intelligence itself. The attributes and limits of general intelligence
constitute an uncharted terrain for us. Against this background, strong AI,
super AI, or any intelligence that goes beyond such limits and attributes is free
from the restraints of discussion. However, although this argument can serve
the purpose of AI engineers, including McCarthy, as an ideology for AI develop-
ment as an engineering entity, it cannot be its premise. As stated in [3], McCar-
thy clearly limits the scope of intelligence to computational power. Even if the
general ability he advocates is intelligence as a “general representation of the

8 McCarthy’s argument that the purpose of AI is problem-solving is still valid. For example,
Artificial Intelligence: A Modern Approach, which is the standard of AI textbooks, defines AI as
a “problem-solving agent” (2010, p. 64).
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world” (McCarthy & Hayes 1969, p. 1), that is, intelligence with common sense
and human-like flexibility (McCarthy & Hayes 1969, p. 3), it merely means up-
graded reasoning and computational ability, far from strong AI with intuition
and self-consciousness. To reiterate, the essence of AI as established by McCar-
thy is the ability to solve problems in a “specific situation” (McCarthy & Hayes,
1969, p. 4)9 in the external physical world10 based on logical reasoning. As
such, we can concretize his claim as follows:

[Claim 3*]: AI as a technical entity is an imitation of the computational ability of human
intelligence for problem solving in the empirical physical world.

3 Kant’s Concept of Intelligence and McCarthy’s
Transcendental Realism

As McCarthy states, philosophical discussions about intelligence have been
around for 2,500 years. It is true that human interest in intelligence dates to
ancient Greece. The Greeks persistently inquired into what can be known (noe-
tos; intelligible) by the Geist (nous) and its cognition or function (noesis) (see
Plato 2008, p. 235 f.). Parmenides was the first philosopher who put the Geist
over physical or sensible abilities, and this line of thought led to Plato, who
subdivided the concept of Geist and extended it into discussions about the rela-
tionship between the Idea and its cognition, as well as the activities and divi-
sions of Geist’s abilities. This conception of intelligence was represented by the
concept of “intellectus or intelligentia” (Copleston, 1993, p. 191) which is the
etymological background of the concept of intelligence we are discussing now.

9 In this sense, Russell and Norvig (2010) attempted to organize the definition of existing AI
(with four frameworks: thinking humanly, thinking rationally, acting humanly, and acting ratio-
nally) through a combination of two separate categories: ‘ability to act and think’, and ‘similarity
with humans and rationality’. Thinking humanly relates to understanding and developing pro-
grams in relation to human cognitive abilities, specifically the relationship between sensory or-
gans, the ability to think, and knowledge. Thinking rationally (with the subtitle “Approach based
on the ‘law of thought’”) is based on human (formal) logical thinking. The definition of AI based
on acting humanly is no different from the keynote of the Turing Test. Acting rationally is an
extended concept that includes thinking rationally and aims to solve a given problem under spe-
cific circumstances based on the ability to reason (pp. 2–5).
10 This is related to Kant’s transcendental realism, which will be addressed later. Transcen-
dental realism is the theory that space-time exists independently of our sensitivities; therefore,
representations that exist in this space-time are considered things-in-themselves.
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Against this linguistic tradition, Kant limits intelligence to the cognitive
faculty of cognizing empirical objects along with the faculty of cognizing the
self. That is, Kant boldly discards the role of human intelligence as the faculty
that intuits God, and simultaneously asserts an agnosticism of metaphysical
objects beyond the empirical world.11 Kant describes his worldview as transcen-
dental idealism, and the worldview he criticizes as transcendental realism. This
leads us to the following passage:

[K][K1] I understand by the transcendental idealism of all appearances the doctrine that
they are all together to be regarded as mere representations and not as things in them-
selves, and accordingly that space and time are only sensible forms of our intuition, but
not determinations given for themselves or conditions of objects as things in themselves.
[K2] To this idealism is opposed transcendental realism, which regards space and time as
something given in themselves (independent of our sensibility). The transcendental realist
therefore represents outer appearances (if their reality is conceded) as things in themselves,
which would exist independently of us and our sensibility. (. . .) [K3] The transcendental
idealist, on the contrary, can be an empirical realist. (. . .) [K4] He can concede the exis-
tence of matter without going beyond mere self-consciousness and assuming something
more than the certainty of the representation in me, hence the cogito, ergo sum. (A369)

As can be seen from [K1], transcendental idealism clearly distinguishes between
the thing-in-itself and the phenomenon and limits the area that is cognized by
human intelligence to the world of phenomena. The cause of this distinction
and limitation is the consciousness-immanence of space and time. According to
it, space-time is not an entity that exists independently of human intelligence
but is a form of human intelligence that enables cognition. Hence, according to
Kant’s transcendental idealism, “we have to do only with our representations”
(A190/B235) that we self-create, intuited through space-time.

From the Kantian viewpoint, McCarthy’s statement [3]12 matches the tran-
scendental realism designated by Kant as an object of criticism in [K2]. The
epistemological premise of [Claim 3] is as follows:

11 In this linguistic context, Kant distinguishes two types: archetype intelligence (intellectus
archetypes) and ectype intelligence (intellectus ectypus). Archetype intelligence indirectly ex-
presses divine intelligence. Divine intelligence implies intuition as part of it. In other words, it
means intelligence without distinction between intelligence (Verstand) and intuition (An-
schauung), that is, intuitive intelligence (intuitiver Verstand). For God, cognition is knowledge.
“God cognizes the object as it is” (AA XXVIII, 606). Therefore, divine intuition is a logical
premise about the existence of the thing-in-itself. On the other hand, human cognitive ability,
which is ectype intelligence for divine intelligence, is limited.
12 [3] reads: “It is certain that ‘Intelligence’ is the computational part of the ability to achieve
goals in the world.”
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[M][M1] The physical world already containing intelligent machines called people exists.
[M2] Information about this world is obtainable through the senses and is expressible in-
ternally. [M3] Our common-sense view of the world is almost right, and that is our scien-
tific view. [M4] The right way to think about the general problems of metaphysics and
epistemology is not to attempt to clear one’s own mind of all knowledge and start with
“Cogito, ergo sum” and build up from there. (McCarthy & Hayes, 1969, p. 6)

According to [M1] and [M2], the understanding of the world in which problems
to be solved are assigned to AI, that is, the world underlying the situation re-
quiring a specific output value, posits a scientific worldview (in [M3]) in which
the existence of an external physical object is taken for granted as common sense
(in [M1]). [M2] justifies direct knowledge of the physical world, that is, the
world external to consciousness, by claiming that the knowledge of the physi-
cal world obtained through our sense organs can become the immanent knowl-
edge of the cognitive subject. This can be reformulated as:

[M*] The existence of a physical world that contains humans is real. Therefore, as Kant
says, the physical world exists outside human cognition. However, empirical knowledge
of the physical world obtained through sense organs is immanent. This is our common
scientific sense. Therefore, this is correct.

Applying [M*] to [K] yields transcendental realism, as described in [K2]:

[K2] This idealism is opposed to transcendental realism, which regards space and time as
something given in themselves (independent of our sensibility). The transcendental real-
ist therefore represents outer appearances (if their reality is conceded) as things in them-
selves, which would exist independently of us and our sensibility.

Acknowledging that time and space are things-in-themselves acknowledges the re-
ality of physical objects that occupy time and space, regardless of the perceiver’s
abilities. More specifically, transcendental realism affirms the existence of things-
in-themselves, as opposed to transcendental idealism. In [M*], the physical world,
which exists outside the perceiver and whose existence is justified beyond doubt,
has the same contextual meaning as that of things-in-themselves ([K2]). This con-
firms transcendental realism as the theoretical framework for [Claim 3*], “AI as a
technical entity is an imitation of the computational ability of human intelligence
for problem solving in the empirical physical world.” Thus, when viewed from the
Kantian perspective, McCarthy is a transcendental realist [K2].

On the other hand, from the statement in [K3] that a transcendental idealist
can be an empirical realist and thus concede the existence of external things,13

13 Kant argues that transcendental idealism and empirical realism are compatible (as seen in
A369 above), even though the point to emphasize through the two concepts is different. While
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it can be inferred that there is a common denominator in these seemingly contra-
dictory positions. As suggested by the term itself, transcendental idealism means
that anything outside the realm of human intelligence is transcendental, that is,
only ideal. Against this background, the realm of things-in-themselves and the
realm of phenomena are divided, with the field of the activity of human intelli-
gence limited to the latter. However, from the viewpoint of the phenomenal
world, only empirically perceived external things are real. Transcendental ideal-
ism and empirical realism differ in that the former defines the realm of human
cognition in a negative way, that is, by reductio ad absurdum, and the latter in a

transcendental idealism focuses on the separation between thing-in-itself and phenomenon due to
the consciousness-immanence of the space-time form, in empirical realism, the perception of ex-
ternal things derives the reality of things in space directly from reality, and based on this, the cor-
respondence between representations and external objects, that is, the objective validity of
representation is discussed. This has resulted in a variety of interpretations and controversies. At
the time of republishing the Critique of Pure Reason, Jacobi assessed that Kant’s explanation of
materialism had failed and Kantian idealism, or transcendental idealism, was likely to be a non-
idealism (Nicht-Idealismus), since it took on an object corresponding to representation, in David
Hume über den Glauben oder Idealismus und Realismus (1787). “It is still controversial whether em-
pirical realism connected to transcendental idealism can be justified as a kind of realism” (see
Heidemann 2015, p. 1894, translated by the author). Putnam regards Kant’s empirical realism as
intrinsic realism, while Allison protects Kant’s idealism from the overemphasis of the realist stance
(see Heidemann 2015, p. 1894). It is another philosophical issue to establish a philosophical stance
on transcendental idealism. Transcendental idealism can also be interpreted as “idealism, phe-
nomenology, and realism” (see Edmundts 2015, p. 1109). For example, Strawson regards transcen-
dental idealism as a phenomenological idealism (Strawson 1966, p. 246), whereas Allison argues
that there is a clear difference between the two concepts (see Allison 2004, p. 41). Whether tran-
scendental idealism can be regarded as a phenomenology or phenomenological idealism was al-
ready triggered by Garbe and Feder when Kant was alive has been a debate between “two worlds
or two perspectives,” as introduced and attended by many researchers, including Van Cleve.

Despite this conceptual difference and many controversies arising out of it, this paper focuses
on the statement that “a transcendental idealist can be an empirical realist” since “the certainty of
representation in me, that is, ‘Cogito, ergo sum,’ the certainty of self-consciousness” (A369) can be
the basis for both theories; and it considers that “transcendental idealism is a realism only possi-
ble when one pays attention to the subjective conditions of our cognition” (Edmundts 2015,
p. 1108). The meaning of empirical realism is nothing more than the theory that time and space
and our representations in them are meaningful only within the limits of our experience (Kim
2016, p. 25). It is well identified that the primary commonality between the two must be the con-
sciousness-immanence of space and time, if we temporarily reserve the emphasis itself based on
Kant’s plan for the difference in expression, the interpretation by expression, criticism of skepti-
cism, and the objective validity of cognition. In addition, reserving various secondary interpreta-
tions that can be derived from transcendental idealism, I will just focus on this point to proceed
with the discussion by contrasting transcendental idealism (empirical realism) and transcendental
realism centered on self-consciousness.

138 Hyeongjoo Kim



positive way. By virtue of these rules, Kant presents the task of finding an answer
to the question of how limited human intelligence works as the ultimate task of
his epistemology. In other words, the goal of his transcendental philosophy is to
justify how synthetic a priori propositions are possible (B73). Kant responds to
this task with the following statements:

In this way synthetic a priori judgements are possible, if we relate the formal conditions
of a priori intuition, the synthesis of imagination and the necessary unity of the synthesis
in a transcendental apperception, to a possible empirical knowledge in general.

(A158/B197)

[T]he unity of apperception in relation to the synthesis of the imagination (Einbildung-
skraft) is the understanding (. . .) In the understanding there are therefore pure a priori
cognitions that contain the necessary unity of pure synthesis of the imagination in regard
to all possible appearances. (A119)

The imagination is the ability to derive a schema that is “intellectual on the one
hand and sensible on the other” (A138/B177), and the unity of apperception is
“the formal unity of consciousness in the synthesis of the manifold of the repre-
sentations” (A105). In summary, for Kant, the necessary conditions for legiti-
mate knowledge are the synthesis of receptive sensibility and spontaneous
intellect, and the awareness that the subject of this synthesis and the destina-
tion of the resultant representation is the self. What is important from our
standpoint, i.e., the perspective of empirical realism, is that this process of ex-
perience must relate to possible empirical cognition in general. What matters
here is that this possible empirical cognition in general signifies “possible ap-
pearances” for Kant. Bearing this in mind, let us take a brief look at the working
principle of AI.

First, I will briefly describe the core contents of deep learning technology,
which has gained significant interest among the currently available AI techniques.
Although deep learning is technically different from rule-based AI techniques such
as list processing (LISP), which is an AI language designed by McCarthy, they
share the same goal, that is, problem solving. Deep learning is an AI technique
that processes inputted information based on the vast amount of data already pro-
vided to produce a desired result as accurately as possible. For example, if we
draw the number “3” in handwriting, the deep learning technique will print a
clearly recognizable number “3” based on the numerous data already obtained.
Handwriting “3” is compared with other similar handwriting “3” data already en-
tered; then, common features are extracted as a group of related things. With this
process of repeated feature extraction, handwriting “3” is recognized as a definite
character, that is, digitized character “3”. Handwriting “3” is stored as data to be
used for the next input information. Language and face recognition, which are a
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tagging function of Facebook, work by a similar mechanism. When a picture of a
human face is entered into a computer and deep learning is activated, a series of
processes lead to the final judgment that “this is a human face.”

Let us consider the widely used cat-recognition process model as an example.
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In this model,14 the algorithm quantifies the input images and substitutes them
into multilayered functions until the final output is expressed as 0 or 1 to deter-
mine a match or mismatch. Although omitted in the figure above, the error
range in the D-E section is reflected in section B–C, and this iterative process
lasts until the error range reaches the minimum value. The back-propagation
algorithm is the algorithm governing the entire process. This is understood
herein as a meta-function because it continuously changes the mapping func-
tion. In the figure above, x denotes the initial value, e denotes the output value
of f xð Þ, ŷ denotes the output value of the decision function (0 or 1), and y de-
notes the true value of the target image. In summary, computers with deep
learning can conceptualize information. Computers can take handwriting “3”
as a digitalized number “3” and analyze data with patterns in the pictures of
human faces to define the concept of “human face”.

To return to Kant, he explains that the key to human intelligence is simply
the conceptualization of sensible information. The object of the external be-
comes the object of the internal, and in the process, synthesis by affinity (Affini-
tät) occurs. Then, the synthesized diversity is unified into one representation,
and when it is defined by concepts, it is stated in a form of judgment. If we see
a set of red dots in the space of a circle, these manifold (mannigfaltige) dots are

14 The lecture materials of Prof. Jaesung Lee of Chung-Ang University. Special thanks to him.
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synthesized by the principle of affinity in the circle; then, by the understanding
of the synthesized representation, we derive the judgment that “this representa-
tion is an apple.” When other similar judgments are given, by reason, we can
make abstract judgments such as “An apple is a fruit.” Given a picture of “3”,
the principle of AI, which conceptualizes it as a digitalized number “3” and de-
rives new judgments through reasoning based on the learned (determined)
data, is similar to the principle of human intelligence just discussed. This simi-
larity can be expressed in McCarthy’s terms, “problem-solving ability using in-
telligence,” or in Kant’s terms, “faculty of combination of understanding.” If
the world of objects of “problem solving” (McCarthy) and “empirical cognition”
(Kant) is limited to the phenomenal world, McCarthy can also be classified as
an empirical realist in the sense that the experience of the existence of an object
can be obtained by artificial intelligence through its synthesis ability.

As we have pointed out, however, McCarthy is also a transcendental realist,
and the core of Kant’s criticism of transcendental realism is the lack of the dis-
tinction between things-in-themselves and phenomena; behind the rationale
for this criticism lies the concept of “intelligence” as defined by transcendental
idealism. With this in mind, let us compare Kant’s [K4] and McCarthy’s [M4].

[K4] One can concede the existence of matter without going beyond mere self-consciousness
and assuming something more than the certainty of the representation in me, hence the co-
gito, ergo sum.

[M4] The right way to think about the general problems of metaphysics and epistemology
is not to attempt to clear one’s own mind of all knowledge and start with “cogito, ergo
sum” and build up from there.

In the Critique of Pure Reason, “cogito” (I think) often means self-consciousness,
15

and [K4] matches this concept. In this context, self-consciousness is a definite re-
presentation of “I think (therefore, I am)”. For this reason, “without going out of
his consciousness” can be matched with “not to attempt to clear one’s own mind
of all knowledge,” and “without assuming more than the certainty of the repre-
sentation within me (‘I think, therefore I am’) with “start with ‘cogito, ergo sum’
and build up from there.” Thus, [K4] is simplified as follows:

[K4*] An empirical realist acknowledges the existence of matter without going out of the
cogito of self-consciousness.

[K4*] has two semantic layers: (1) the cognition realm of self-consciousness,
and (2) “I think must be able to accompany all my presentations” (B130). Based
on these two thoughts, [K4] can be reformulated as follows:

15 As a prime example, see B130 f., B413. For further information, see Kim (2016).
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[K4**] Our knowledge starts with our self-consciousness of “I think, therefore I am” and
ends there.

In the same vein, [M4] can be simplified as follows:

[M4*] Our knowledge is not an epistemological quest for self-knowledge and therefore
does not start with “I think, therefore I am.”

A direct comparison of [K4*] and [M4**] shows that the decisive difference be-
tween the two, that is, between empirical realism and transcendental realism,
lies in the answer to whether the self-consciousness of “I think” is acknowl-
edged. According to Kant, this self-consciousness constitutes human “intelli-
gence.” In the “deduction” of the Critique of Pure Reason (§ 25), which deals
with the problem of self-consciousness as the main subject, Kant says the fol-
lowing about intelligence:

(. . .) through which [intuition of the manifold in me: HJ. K.] I determined this thought [I
think myself: HJ. K.]; and I exist as an intelligence that is merely conscious of its faculty
for combination (. . .) [T]his spontaneity is the reason I call myself an intelligence.

(B158 footnote)

In this passage, intelligence is defined first and foremost as the faculty of com-
bination. As examined above, this holds true for both Kant and McCarthy. How-
ever, Kant adds the faculty to be aware of this faculty as an additional essential
attribute of intelligence. For Kant, the human being is a subject constantly con-
scious of the fact that the representations and thoughts that the subject is
thinking certainly belong to the subject. This is where Kant and McCarthy part.
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Lisa Benossi & Sven Bernecker

5 A Kantian Perspective on Robot Ethics

Abstract: What conditions does a robot have to satisfy to qualify as a moral agent?
Should robots become moral agents, or should humanity fully retain agency and
personhood for itself? Is it permissible to prevent robots from developing moral
agency? This paper examines these questions from a viewpoint-neutral and a Kant-
ian perspective. Regarding the first question, we argue that the Kantian standards
for moral agency could not possibly be met by robots. The second and third ques-
tions are more difficult to answer, in part because the viewpoint-neutral perspec-
tive does not provide a clear verdict. We argue that it is a feature of the Kantian
perspective to propose a plausible answer. The idea is that preventing robots from
achieving moral personality is morally permissible, insofar as our intention is con-
sistent with the respect of human life and its rational nature.

1 Introduction

The term robot ethics can mean different things. It can refer to the professional
ethics of roboticists, the moral code programmed into robots, the ability of ro-
bots to do ethical reasoning, or moral issues concerning the design and devel-
opment of robots. It is the latter usage of the term that is presupposed in this
paper. In particular, we are concerned with the question of whether it is permis-
sible to prevent robots from developing moral agency.

What are robots? This much is clear: that a robot uses sensors to detect as-
pects of the environment, software to reason about it, and actuators to interact
with it. Sensors are needed to obtain information from the environment. Reac-
tive behaviors (like the stretch reflex in humans) do not require any deep cogni-
tive ability, but on-board intelligence is necessary if the robot is to perform
significant tasks autonomously, and actuation is needed to enable the robot to
exert forces upon the environment (Bekey 2005). Beyond these truisms, how-
ever, there is a lot of disagreement about how to characterize robots.

For this paper, we stick to the general definition of a robot in terms of sensors,
on-board intelligence, and actuators. This definition excludes virtual or software
robots (so-called ‘software bots’). Fully remote-controlled machines are also not
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robots because they do not think for themselves. The way we use the term, a robot
must think and decide for itself. Thus, conventional landmines and calculators are
not robots. A robot thinks in the sense that it can process information from sensors
and internal set of rules (either programmed or learned) to make some decisions
autonomously. A robot decides for itself if it has the capacity to operate in a spe-
cific environment for some time without any form of external control.

We tend to picture robots as artifacts made of nuts and bolts such as driv-
erless cars. Yet robots can also be constructed of organic material. Recently
scientists have repurposed living frog cells and assembled them into so-called
xenobots, which can move toward a target and heal themselves after being
cut. These novel living machines are neither traditional robots nor any known
species of animal. They are living yet programmable organisms (Wu 2020).

A necessary feature of robots – living and inanimate – is intelligence. Given
that robots are artifacts, the intelligence in question is artificial intelligence (AI).
It is common to distinguish two kinds of AI – strong and weak. Weak AI is goal-
oriented, designed to perform singular tasks and is intelligent at completing the
specific task it is programmed to do. Examples of weak AI are Siri by Apple, drone
robots, and driverless cars. For a system to exhibit strong AI, by contrast, it must
act like a brain. Rather than classifying things according to set rubrics, it uses clus-
tering and association to process data. Strong AI solves not only specific tasks but
also mimics human intelligence and behavior, with the ability to learn and apply
the intelligence to solve a wide range of problems. It is generally assumed that
strong AI includes consciousness, autonomy, reason, knowledge representation,
the ability to sense, to plan, to learn and to generalize, and the ability to communi-
cate in natural language (Russell & Norvig 2016, pp. 1–3, 1020–40, 1044–6). Since
strong AI can think, understand, and act in a way that is indistinguishable
from that of a human in any given situation, it would pass the Turing Test
with flying colors. The reason we use the subjective mood is that strong AI does
not currently exist.

Instead of arguing for the possibility of strong AI, we assume the possibility
of robots with strong AI (‘robots’ for short) and explore three follow-up issues.
First, could a robot qualify as a moral agent in the sense of being an intelligent
being who can self-consciously choose its own life goals, rather than serving as
a mere means to the ends of others? Second, given that robots could qualify as
moral agents or present some features necessary for morality, do we have an
obligation to work towards developing such robots? In other words, do we have
an obligation to help robots achieve full moral personality? Third, given that
we are not obligated to create robots who are moral persons, are there no limits
on what we can do to robots? When and to what extent is it permissible to ex-
ploit robots?
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The significance of these issues is obvious. If, with our help, robots can
evolve into moral agents, humans must decide whether they should allow this to
happen. If robots are persons, they presumably have the same rights and duties
we have. And if robots have the same rights as we, we can no longer assign them
jobs that are so dull, dirty, and dangerous that no human wants to do them. By
helping robots reach personhood, we increase their capabilities but, at the same
time, decrease their usability because it is immoral to exploit persons. The more
capabilities robots have, the less useful they are, and vice versa. We could try to
circumvent this dilemma by keeping robots at a stage of development below per-
sonhood. We could prohibit the development of robots with strong AI. However,
this strategy gives rise to further moral qualms: is it morally permissible to not
help or actively prevent robots from developing their full potential?

Kant’s moral philosophy provides criteria for moral agency and personhood
whereby it is very unlikely that robots will ever qualify as moral agents. On
Kant’s view, moral personality ultimately requires access to the moral law and
an autonomous will. For a robot to be a moral agent it would not only have to
be able to decide freely and to act in a way that looks moral, but its practical
reason would have to be autonomous. The robot would have to govern itself.
Moreover, Kant’s practical philosophy offers a criterion for deciding whether it
is permissible to prevent a robot from becoming a moral person. The moral per-
missibility of an action, on Kant’s view, depends on whether the maxim in
question may be willed to be a universal law, and on whether we respect ratio-
nality and rational nature.

Section 2 explains why it is generally thought that robots are unable to de-
velop moral agency. Section 3 lays out Kant’s conception of moral agency and
argues that, given this conception, it is highly unlikely that robots can become
moral agents. Sections 4 asks whether and why it would be desirable to have
robots that are moral agents. Suppose it is not to our advantage that robots be-
come moral agents: is it permissible to prevent them from developing moral
agency? Section 5 discusses this question from a Kantian perspective. Section 6
contains some concluding remarks.

2 Robots and Moral Agency

The two standard objections to attributing full-fledged moral agency to a robot
with strong AI is that it lacks two key components required for morally relevant
decision making – an emotional ‘inner’ life and freedom of will. Let us look at
these objections in turn.
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The Aristotelian tradition has it that humans have two distinct kinds of de-
cision-making systems – an instinctual (irrational) and a cognitive (rational)
system. The instinctual decision-making system is emotionally laden and is
shared with higher mammals. It is part of cognitive system S1, which is fast,
intuitive, and mostly unconscious. By and large, people are not considered
(fully) morally responsible for actions performed based on the instinctual sys-
tem. While much of human activity is due to the instinctual system, we can
also form decisions based on conscious reasoning. The cognitive system, which
is part of type 2 thinking, enables us to imagine different possible futures and
choose a course of action based on our values and the likely outcome of the
action under consideration. Moral agency is usually reserved for actions due to
the cognitive system. Higher mammals and human non-agents such as babies
and severely cognitively disabled are not held morally responsible for their ac-
tion precisely because their decisions to act are not the result of the cognitive
deliberative system.

Some deny robots moral agency because robots lack an emotional inner life
needed for decision-making. This is a dubious move for two related reasons.
First, for someone to be morally responsible for their actions, that person needs
a functioning deliberative decision-making system. Yet if robots are unlike us,
it is presumably because they lack our instinctual system, not because they
lack something akin to a cognitive deliberative decision-making system. Hence,
this difference between humans and robots does not seem to affect the possibil-
ity of moral agency. Second, human agents with a dysfunctional or missing
emotional inner life (such as psychopaths) may still be morally (and legally) re-
sponsible for their actions,1 while those who have normal emotional responses
but cannot rationally deliberate (such as babies and the mentally disabled)
may not.

Another standard reason to deny robots moral agency does not have to do
with their lack of emotions but with their lack of free will, that is, the ability to
choose to do otherwise in similar circumstances. The idea is that robots are not
free because their choices are the result of a deterministic algorithm.

A lot of ink has been spilled on the question of whether causal determinism
is compatible with free will. Compatibilists argue that free choices may be
caused by a metaphysical (but not physical) chain of events. Kant is often un-
derstood as a compatibilist of sorts, since he distinguished between the law of

1 Scanlon (1998, pp. 287–290) and Talbert (2014) argue that agents who are fully impaired
for moral understanding are still open to blame as long as they possess broader rational
competencies.
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causality in the phenomenal world and the law of freedom in the noumenal
world. It might be interesting to notice that Kant employs stern expressions to
describe compatibilism, such as “wretched subterfuge” and “petty word jug-
glery” (KpV, AA 05:96). However, in these passages, by compatibilism Kant
understands the claim that moral actions can be free in a deterministic world
insofar as they come from within us, rather than being forced externally. Hence,
it seems that Kant is right that this proposal does not suffice to explain how cau-
sality and freedom can coexist. In any case, he does clearly take moral agency to
require freedom of the will. Hence, in what follows, we will consider the related
questions of whether robots can be moral agents and whether robots can have a
free will.

Harry Frankfurt (1969) developed counterexamples to the principle of alter-
nate possibilities, which holds that an agent is morally responsible for an ac-
tion only if that person could have done otherwise. Consider the following
Frankfurt-style case. Black wants Jones to kill Smith. Black has set up a device
for manipulating Jones’s brain processes, so that Black can determine that
Jones chooses to kill Smith. Black only interferes with Jones’s decision process
when Black is unhappy with the way Jones is about to decide. Suppose that
Jones decides on his own to kill Smith and does kill Smith. Jones has no alter-
native but to do what Black wanted him to do; whether he does it of his own
accord or because of Black’s intervention, he would kill Smith.

Many philosophers maintain that Jones is responsible for the killing of
Smith. Yet it also seems to be the case that Jones could not have avoided killing
Smith. When Jones kills Smith on his own, he is morally responsible. His respon-
sibility is not affected by Black’s lurking in the background ready to interfere,
since that interference does not come into play. Jones is morally responsible for
what he did, but he could not do otherwise. The upshot for our purposes is that
even if robots are not free, they could still be morally responsible. And according
to Kant, moral agency depends on whether we regard an agent responsible for
their action.

3 Kant on Robots and Moral Agency

Famously, Kant’s moral philosophy is an example of logocentrism, insofar as it
pivots around rational beings and rationality. For instance, moral concepts and
moral laws are necessary and a priori (GMS, AA 04:408), and because of this
they are said to be valid for all rational beings. Kant takes the realization that
moral concepts must be valid for all rational being to be a great innovation in
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moral theorizing. Previous attempts at morality failed because they were
grounded either on empirical considerations, or on the general concept of
will. In contrast, he bases morality on the concept of a pure will, which is
common to all rational beings (GMS, AA 04:390, 4:407). Moreover, moral con-
cepts derive from the concept of rational being itself (GMS, AA 04:412).2 What
are rational beings, and how do moral precepts rely on their rationality? In
the simplest terms, rational beings are beings endowed with practical reason
and a capacity for willing that is determined by practical reason itself. On
Kant’s view, humans constitute a special kind of rational beings, insofar as
their will is influenced both by practical reason and by sensible desires and
inclinations. Hence, for humans the precepts of practical reason can be in
tension with sensible inclinations. Therefore, the moral law necessitates us
and becomes imperative. Other rational beings, such as God and angels, are
divine or holy wills who are already in complete conformity with the moral
law (GMS, AA 04:414). A way to illustrate the difference between human and
holy will is the following. To act morally, we must act from duty rather than
in mere conformity with duty. For humans, we can never be certain that our
volitions are from duty, because we might have been influenced by our incli-
nations such as self-love (GMS, AA 04:406). In contrast, the concepts of duty
do not apply to God’s will, which is necessarily and without exception in
agreement with the moral law (GMS, AA 04:414).

Kant’s moral theory is centered around rational beings, but his actual expo-
sition of moral duties and rights in the Metaphysics of Morals (MS) focuses on
human beings. In particular, Kant seems to endorse a distinction between di-
rect and indirect duties. The former duties apply only to the relations between
human beings, either as duties to ourselves or as duties to other human beings.
What sets relationships among humans apart from relationships to other crea-
tures is that they contain both direct rights and direct duties (MS, AA 06:442).
Moreover, there are certain duties, such as the duty to avoid deliberate destruc-
tion of what is beautiful in nature and the duty to avoid unnecessary violence
towards animals (MS, AA 06:443), which appear to be duties to non-rational
and non-human beings. However, Kant’s view is that these duties are indirect:
they are duties towards ourselves, which concern non-rational and non-human
beings. Hence, it seems that we ultimately only have direct duties to respect the

2 According to the GMS, AA (04:412), rational beings are characterized by the capacity to act
in accordance with the representations of laws. In the Groundwork, practical reason as the fac-
ulty to derive actions from laws is equated with the will. In the MS, however, Kant distin-
guishes the will in a strict sense, which has no determining ground, from the will insofar as it
can determine choice. The latter is again identified with practical reason itself (06:213).
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humanity in ourselves and in other humans. This idea is based on the fact that
only humans, as rational beings, partake in moral legislation and yet are ob-
jects of possible experience.

With regard to non-rational beings such as non-human animals and nature,
we have duties towards ourselves to respect them for our sake, not for their
own.3 The reason we should avoid the destruction of what is beautiful in nature
is that this would weaken our ability to love something regardless of our own
aims and interests (MS, AA 06:443). And the reason we should not treat non-
rational animals cruelly is that we might grow tolerant to suffering by fellow
humans (MS, AA 06:443). With regards to rational beings who are perfectly in
agreement with the moral law, we do not have duties towards them because
they are not objects of our possible experience (MS, AA 06:242, 06:444). God is
the supreme head of moral legislation, yet insofar as God is not an object of
experience, God is not a subject of duties nor rights (GMS, AA 04:433). How-
ever, we still ought to believe in God as a practical duty to ourselves.

Let us suppose for a moment that robots might be rational beings, namely,
beings endowed with practical reason and with a will that can be determined
by practical reason. Could robots be an example of a holy will, so that their vo-
litions are in automatic agreement with the precepts of practical reason? It
seems dubious for two reasons. First, such rational beings such as God and an-
gels are said not to be objects of our possible experience. Robots, however, are
perceivable by us. Nonetheless, it could be an accidental fact that Gods and an-
gels fall under both categories of holy or divine will and of beings who cannot
be objects of possible experience for us. Second, and most relevant, even
though robots lack a system 1, there is a sense in which they display instinct-
like behavior. It is conceivable, and much a pressing problem in current dis-
cussion on self-driving cars, that robots can display a conflict between the
precepts of practical reason, such as to protect the life of humans, and other
lower-level rules, such as to optimize comfort or the like. In what follows, we
argue that if robots can be moral agents, they must be akin to human beings.
This entails that, if they can be moral agents, they must be receptive to the
concepts of duty. We shall argue that robots cannot count as rational beings,
for they lack autonomy.

3 Taken together the claim that we only have direct duties to human beings and the claim
that we ought to respect nature and non-human animals for our sake constitute the so called
‘indirect view’. Korsgaard notices that these two elements of Kant’s view do not have to be
paired together. For instance, we might only have duties to other humans but value nature
and animals for their own sake (Korsgaard 2018, p. 116).
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In the introduction to the Metaphysics of Morals, Kant offers a preliminary
definition of a moral agent or person as someone to whom actions can be im-
puted (MS, AA 06:223), who can be regarded as the author (causa libera) of an
action (06:227).4 This seems to mirror the commonsense idea that a person’s ac-
tion can only be morally wrong if the person is in control of the action (see
Rohlf, 2020). Moral personality requires the ability to act in accordance with
the general law, or the will (MS, AA 06:224; GMS, AA 04:412). For rational
beings, this boils down to two features: first, “the freedom of a rational being
[consists in being] under moral laws” (MS, AA 06:223) and second, a person is
subject only to the laws they give themselves (MS, AA 06:223).5 Let us consider
these two features in turn.

Human and non-human animals alike have the capacity to bring about the
objects of their representations and desire (MS, AA 06:211). Animal choices (arbi-
trium brutum), however, are completely determined by sensible inclinations and
impulses (MS, AA 06:213; 27:344) while human choices can be affected by incli-
nations without being fully determined by them. A human’s choice is free to the
extent that it is determined by pure reason (MS, AA 06:213). Famously, in the G
and in the KpV, Kant refers to the will itself as free, while in the MS he introduces
the notion of ‘free choice’ (Willkür). According to the MS then, the will is strictly
speaking neither free nor constrained, it ‘has no determining ground’ (MS, AA
06:213). Regardless of the slightly different conceptions of free will in Kant’s
moral opus, the will is characterized as “the faculty to act in accordance with the
representation of laws, i.e., in accordance with principles” (GMS, AA 04:412,
04:427; see MS, AA 06:213). In simple terms, the will is a causal power, found in

4 This preliminary definition of moral agency should not be given excessive weight, since it is
unclear how it would apply to holy wills and God. Nonetheless, it is useful as a first approach
to Kant’s conception of moral agency for human beings.
5 Personality is one of the three predispositions of human nature. Kant distinguishes, within
humans themselves, between our animal nature, our human nature, and our personality. Ani-
mality includes our natural desires and sensible impulses. Humanity is the capacity to set arbi-
trary ends. Personality is the rational capacity to give laws and obey them (06:26, 7:321–324).
As Wood (1998, p. 189) rightly notices, humanity is composed of the technical ability to set
arbitrary ends for ourselves, and of the practical tendency to harmonize our ends into a whole,
called happiness. This element becomes crucial when we consider the content of duties to our-
selves and to other humans presented in the Metaphysics of Morals. For instance, we have a
duty towards the happiness of others. In understanding this duty, we must remember both
that humans are rational beings, and value their rationality, but also that their humanity gen-
erates the need for happiness. Arguably, other rational beings such as a holy will do not have
such needs.
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rational beings, to direct their choice of ends by principles or judgments about
what is good (Gregor, Introduction to Critique of Practical Reason, p. xvi).

Prima facie, it might seem that the definition of the will as the ability to act
in accordance with the representation of laws can easily apply to robots. After
all, a straightforward manner to describe robot behavior is to claim that they
act based on rules, be it programmed or learned ones. Yet it is implausible that
robots act based on their representations of laws or rules rather than simply fol-
lowing these rules blindly. Likewise, non-human animals act based on rules
given to them by their instincts and desires, but they lack practical reason,
which is the source of laws. In what follows, we spell out what it means to act
with or without practical reason in the context of Kant’s conception of morality.

To understand Kant’s conception of free choice it is helpful to recapitulate
his notion of freedom. On one hand, Kant spells out the positive conception of
freedom in terms of “the ability of pure reason to be of itself practical” (MS, AA
06:214) or in terms of “the internal lawgiving of reason” (MS, AA 06:227). On
the other hand, the negative conception of freedom as the ability to act without
any external cause requires that we are transcendentally free. Transcendental
freedom is, negatively spoken, the ability to act without being determined by
external causes and natural laws, such as causality (KpV, AA 05:29). This
seems to be a condition of practical freedom, understood as autonomy (see
Düsing 1993, cf. KpV, AA 05:29). Famously, in G III, Kant attempts to ground
morality in freedom. Later, in the KpV, Kant returned to the relationship be-
tween morality and freedom.6 In the KpV, he argues that freedom is the ratio
essendi of the moral law, but we only learn about our freedom because of the
moral law (KpV, AA 05:6 n). He claims that our moral experience as constrained
by the moral law is a “fact of reason”, because it cannot be derived from other
data of our reason, such as the consciousness of our freedom (KpV, AA 05:31).7

Regardless of whether the moral law affords our practical freedom or vice
versa, freedom is an essential ingredient of Kant’s conception of morality. In
KpV, Kant goes as far as to claim that without our freedom, understood as the
autonomy of the will, we would be like automata or robots (KpV, AA 05:101). If

6 Whether and how the view about freedom and morality expound in the Groundwork differs
from the view expressed in the Critique of Practical Reason is matter of controversy. Schönecker
(1999) defends the view that Kant did change his mind between the two works. By contrast, Allison
(2011, p. 297, n. 41) submits that there is no “radical chang[e] in Kant’s conception of freedom”.
Recently, Puls (2016) also argued for the view that there is a substantial agreement between G III
and KpV.
7 There is much debate on how the ‘fact of reason’ talk should be understood, see, for in-
stance, Lueck (2009), Kleingeld (2010), Schönecker (2013), and Ware (2014).
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we were not actually free in this sense, even our consciousness of our spontane-
ity would be an illusion. For even if our cognitive mechanism might seem inter-
nal and self-caused, ultimately there would be “an alien hand” directing all our
actions. This remark highlights the priority that we are in fact autonomous over
our consciousness of this autonomy.

Kant explains our practical freedom in terms of the autonomy of our practi-
cal reason (KpV, AA 05:31; MS, AA 06:227).8 Practical reason is the same thing
as the broad conception of the will. To say that practical reason is autonomous
means that humans are bound only by laws that they give to themselves (GMS,
AA 04:432). In other words, every rational being must regard themselves as giv-
ing universal laws through the maxims of their will (GMS, AA 04:432). The im-
portance of the concept of autonomy in Kant’s practical philosophy cannot be
overstated. Autonomy explains not only freedom but also the intrinsic dignity
of human beings. Everyone agrees that autonomy plays a central role in Kant’s
practical philosophy but there is disagreement on what it exactly means for our
reason to be law giving.9

In this paper, we rely on the conception of autonomy defended by Kleingeld
and Willaschek (2019). They argue that our reason is autonomous not in the
sense that it gives itself the moral law (CI), on which all specific moral laws are
based, but in the sense that we are the source of the binding force of the moral
law. We are lawgivers to ourselves insofar as we make the law valid for us. In
what follows, we investigate whether robots could count as moral agents under
such a conception of autonomy. Notice that if a subject, be it human or robot,
cannot be autonomous in the sense of providing normative force for the moral
law, then it cannot count as autonomous in the strong sense of contributing to
giving the moral law. There is no relevant sense according to which robots can

8 The notion of autonomy employed by Kant differs substantially from the notion of auton-
omy employed in AI, and as introduced in section 1. In AI, a robot is considered autonomous
when it is not completely dependent on its prior knowledge, but it is able to integrate the in-
formation from its own percepts. Towards this aim, it is essential that knowledge-based robots
can learn from their own percepts (Russell & Norvig, 2016, p. 39, p. 236). Furthermore, the no-
tion of ‘preference autonomy’ introduced in section 5 also differs from autonomy both in the
Kantian sense and in AI. Preference autonomy consists in the ability of human and non-
human animals to have preferences based on their needs and impulses and to initiate actions
(see Wood 1998, p. 200; Regan 2004, pp. 84–6).
9 Reath (1994) famously offered an analysis of autonomy in analogy to the political case: a
state is free insofar as the laws that bound citizens are the result of their action, e.g., through
voting. For the constructivist reading see Rawls (1980), Korsgaard (1996), O’Neill (2003), and
Engstrom (2009). For the realist tradition, see Ameriks (2003), Wood (1999), Langton (2007),
Kain (2004). See also Sensen (2012), and Bacin & Sensen (2018).
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be understood as giving to themselves the moral law, because regardless of
whether it is hard-wired or generated though empirical learning, it would still
ultimately come from an “alien hand” (KpV, AA 05:101). Nonetheless, even ac-
cording to the conception of autonomy as the source of the binding force of the
law, robots cannot possibly count as autonomous, for they seem unable to make
the moral law valid for themselves. Therefore, it is impossible to consider robots
as rational agents.

If, as we suggest, robots must be considered rational beings akin to humans,
in that their will can be in contrast with the precepts of practical reasons, robots
would have to satisfy further requirements to qualify as rational agents. The con-
ditions of morality mentioned so far apply to humans qua rational beings. Kant,
however, also presents us with a list of moral feelings which are grounded on the
concept of duty (MS, AA 06:399). In the Metaphysics of Morals, the feeling of
respect, which is already discussed in the Groundwork and in the Critique of
Practical Reason (in the section on the incentives of pure practical reason) is
expanded to four feelings: moral feeling, conscience, love of one’s neighbor,
and respect for one-self (self-esteem). In general, moral feelings are character-
ized by the fact that they precede neither the desire nor the representation of
the law. By contrast, pleasures arising from inclinations can precede the de-
sire and the maxim. They are characterized in terms of the “aesthetic receptiv-
ity to the concepts of duty (respect)” (MS, AA 06:399). These feelings are
further characterized as the “subjective predispositions of the mind for being
affected by the concepts of duty” (MS, AA 06:399). Kant argues forcefully that
there can be no duty to have them, but only a duty to cultivate them. Indeed,
these feelings make us aware of the obligations contained in the moral law.10

In other words, we could say that these feelings constitute the way morality
can have an effect on us; sensible beings like us who tend to deviate from the
commands of the moral law.

Let us briefly see how these four feelings can nudge us in the direction of
the moral law. Moral feeling is the feeling of pleasure or displeasure that de-
pends on our consciousness that our actions agree or disagree with the moral
law (MS, AA 06:399). Conscience is characterized through the metaphor of an
“inner court” (MS, AA 06:438). Practical reason judges and condemns our ac-
tions, providing objective rules for our conduct. But it is the faculty of judgment
that submits the specific judgments that are relevant for conscience. These are
subjective judgments, concerning not what is objectively our duty but rather

10 Dieter Schönecker (2018a) suggests that these feelings play an important role in our know-
ledge of the moral law.
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whether a maxim leading to action has been submitted to practical reason.
Hence, within the judicial metaphor of an inner court, Kant attributes the role
of the prosecutor to practical reason itself. By contrast, conscience is our atten-
tiveness to the voice of this inner judge (MS, AA 06:401) or the consciousness
of this inner court (MS, AA 06: 438). In other words, conscience is a natural
predisposition on the side of feeling that allows us to listen to the verdicts of
this inner court, and hence it allows us to judge whether our actions conform to
our duties or not, causing remorse or rejoicing (MS, AA 06:440). Moreover,
through this process, it becomes possible for us to attribute actions to ourselves
(MS, AA 06:838–9). Love of one’s neighbor is the third moral feeling presented
in the Metaphysics of Morals. It is related to the duty to be benevolent towards
other in the sense of directly helping them with their material well-being and
indirectly helping them with their moral well-being (06:393–94). Kant clarifies
that the benevolence ought not be based in practical love for our neighbors. If
we acted in this manner, we would be acting merely on the basis of inclinations
and might stop helping others as soon as we are not inclined to it anymore.
Love is characterized in terms of amor complacientiae, which appears to be an
immediate delight that results from our striving for moral perfection.11 It is nat-
ural to suppose that such love requires some sense of social membership (see
also Bauer 2018; Jaarsma et al. 2012; Williamson 2009). Finally, respect for one-
self (or self-esteem) is a feeling towards oneself that aids our duty to respect the
humanity in ourselves.12 Just as respect was in the Groundwork, the sensible
criteria for morality are merely the effects of the moral law on us.

Prima facie, it might seem that Kant’s sensible criteria are equivalent to re-
quiring robots to have an inner emotional life discussed in section 2. Yet notice
that a crucial element of Kant’s account is that the sensible criteria are the way
the moral law and the concept of duty bind us. Hence, if robots can be in dis-
agreement with practical reason, they too must have some way for the moral
law to bind them and to produce its effects on them as subjects to the law.13

To probe whether robots could count as Kantian moral agents, we intro-
duced the crucial features of Kant’s theory of morality. Moreover, we proceeded

11 Love of one’s neighbor is often interpreted in terms of benevolence. Contra this general trend
and for a more comprehensive account of love as amor complacientiae see Schönecker (2010).
12 Cf. GMS, AA 04:401 n, where respect is characterized as follows: “What I immediately recog-
nize as a law for me, I recognize with respect, which signifies merely the consciousness of the
subjection of my will to a law without any mediation of other influences on my sense. The imme-
diate determination of the will through the law and the consciousness of it is called respect, so
that the latter is to be regarded as the effect of the law on the subject and not as its cause.”
13 For a similar point, see Schönecker (2018b).
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by considering the two possible ways in which robots could qualify as rational
agents. Either they are holy wills, and in such case, they would lack autonomy
and a free will; or they are akin to human wills, and in such case, they lack
autonomy, free will, and the sensible criteria for morality. In either case, robots
cannot qualify as moral agents in the Kantian sense. We have no idea what it
would take to build a robot that would meet Kant’s condition of moral agency.

4 The Desirability of Moral Robots

In the previous section we saw that, given the Kantian perspective, the pros-
pects of robots ever qualifying as moral agents are bleak. For the moment, how-
ever, let us bracket the improbability of robots ever becoming moral agents and
let us instead ask whether we should want to create robots with moral agency.
Would it be desirable to have moral robots?

There are at least three considerations in favor of there being moral robots
(Danaher 2019). First, robots with moral agency would become more socially
useful and integrated in our lives than robots without moral agency. Robots
with moral agency could, for instance, be deployed as nurses for patients with
highly infectious diseases and space explorations. Second, in some areas
(e.g., medical care, military, autonomous vehicles) it would be irresponsible
to deploy robots unless they have some form of moral agency. Third, since ro-
bots are less ambiguous in their moral judgment and less fickle and erratic in
their moral sentiments, they can help us in our own moral decision making.
For example, when making decisions about distributive and criminal justice,
we tend to be bogged down by the multitude of moral variables and interests
at play, and we tend to struggle to balance those interests effectively when
making decisions. Because of their greater simplicity and stricter rule follow-
ing, robots might help us cut through the moral noise. Robot-aided moral de-
cisions could be faster, more consistent, fairer, and ultimately safer (e.g., in
the case of driverless vehicles). Another place where robots could prove useful
is jury service. It is usually difficult to find impartial jurors for high-profile tri-
als. This is where an impartial yet morally competent juror in the form of a
robot would very useful.

On the other side, there are also good reasons to not want robots to develop
moral agency. For starters, by allowing robots to acquire moral agency we
would rob ourselves of the possibility to exploit them. As was mentioned in the
introduction, robots are currently being used to perform jobs that that are so
dull, dirty, and dangerous that no human wants to do them. If robots became
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moral agents, they would have the same rights as us, and hence the way they
are used would have to change.

Another reason to not want robots to develop moral agency is that the sce-
narios in which we have the greatest need for competent ethical agents are
ones that involve moral ambiguity and the call for contextual understanding.
Ambiguous situations are ones in which judgment is required and there is not a
single correct answer. A prime example of an ambiguous situation is a battle-
field. We probably do not want to give moral robots the power to make autono-
mous decisions about killing people. But even in less serious contexts, a moral
robot could cause harm by not fully understanding the complexity of the situa-
tion. Sharkey gives the example of a bar-tending robot, which serves the adult
customers as much alcohol as they want. She writes:

But how could a robot make appropriate decisions about when to praise a child, or when
to restrict his or her activities, without a moral understanding? Similarly, how could a
robot provide good care for an older person without an understanding of their needs, and
of the effects of its actions? Even a bar-tending robot might be placed in a situation in
which decisions have to be made about who should or should not be served, and what is
and is not acceptable behavior. (Sharkey 2020, p. 293)

5 Kant on the Permissibility of Preventing
Robots from Becoming Moral Agents

If robots became moral agents, we would have clear moral duties to robots, and
they would have the same rights as we, or at the very least, some minimal
rights such as the right to their ‘life.’14 If we were still allowed to employ their
labor, we would have to treat them also as ends and not merely as means. In
section 3, we saw that Kant’s notion of moral personality is not applicable to
robots. This is a welcome result, for if robots had moral personality, they would
have rights and duties to themselves. Consequently, we could not make them
sacrifice themselves to protect human lives in critical situations. This, however,
is one of the crucial features of the human-robot interaction.

In what follows we address two pressing questions about robots and their
development. First, we must understand whether we are morally allowed to
prevent robots to ever achieve moral personality. This question leads us into
uncharted territory since, to the best of our knowledge, Kant did not explicitly

14 On Kant’s technical notion of life, see 6:211.
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address the question of whether we may prevent a being that might have practi-
cal reason, or some preconditions for rationality, from achieving full moral per-
sonality. Moreover, this question is entirely hypothetical. In section 3, we
established that according to Kant’s conception of moral agents, robots do not
qualify as moral agents. We now consider whether it is conceivable that they
might become moral persons, or at least participate in some parts of our ratio-
nal nature. Prima facie the question of whether it is permissible to prevent ro-
bots from achieving moral personality is analogous to the question of whether
it is morally allowed to prevent a child or a person with cognitive deficiencies
from achieving full moral personality. The characterization of rational beings in
section 3 entails that being endowed with the faculty of practical reason is a
conditio sine qua non for moral personality. Yet we also saw how on Kant’s
view, much more than the mere potential to be rational is required to be a
moral agent. Some Kant scholars even argue that, given Kant’s criteria, children
and people with cognitive deficiencies and impairments do not qualify as full
moral persons (Regan 2004; Wood 1998; Merkel 2002; Nida-Rümelin 2002; see
also Kain 2009). This view resonates with our intuition that such agents should
not be blamed for their amoral actions. However, Kant seems committed to the
idea that we ought to allow children and cognitively impaired persons to
achieve their full rationality and hence their moral agency. Or, at the very least,
Kant claims that we have the wide, imperfect duty not to interfere with the
moral development of other human beings. For instance, this wide, imperfect
duty can take the form of ensuring that their material conditions do not corrupt
their moral status (MS, AA 06:394).15 Moreover, the appendix to the MS, where
Kant presents his views on teaching ethics, suggests clearly that virtue “can
and must be taught” (MS, AA 06:477). Wood (1998, p.198) even suggests that,
given the fragility of children and the cognitively impaired, the respect of rational

15 Kant’s phrasing at MS, AA 06:394 is quite infelicitous for the case under consideration, for
he writes: “[I]t is my duty to refrain from doing anything that, considering the nature of men,
could tempt him to do something for which his conscience could afterward pain him, to refrain
from what is called giving scandal”. In the case of human beings who have not yet fully devel-
oped their rational ability and their moral agency, such as children, it is plausible to assume
that children cannot yet feel with full force the sensible effects of our consciousness of our
duties and hence feel pain in their conscience. Nonetheless, this is but an apparent problem:
first, children presumably do feel already some form of remorse for their actions; second, they
can or potentially could achieve full moral standing, and hence feel remorse over their actions.
The second point applies even to humans who might never achieve full moral standing and
full rationality again, because their potential rationality if fully actualized would cause them
to feel remorse, hence they are potentially subject to remorse.
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nature required of us might even dictate that we protect them and give priority to
their development.

Under a strict interpretation of what counts as rational being, wherein only
beings with full and actual practical reason are rational, it is clear that robots
cannot become moral persons and hence the question of whether we ought to
allow their moral development does not arise. In recent years, Kant scholars
have argued that Kant’s moral system requires an extension to include and sat-
isfactorily explain our duties not only to children and cognitively impaired hu-
mans, but also with regard to non-human animals and nature (Wood 1998;
Korsgaard 2018). These interpretations revise Kant’s notion of rationality to
show that a coherent understanding of Kant’s system requires some form of ra-
tionality to be shared by all these categories.

Wood (1998) develops an account of ‘potential rationality’ or of the ‘infra-
structure of rationality’. He argues that Kant appears to subscribe to the person-
ification principle: according to the second formulation of the moral law, the
formula of humanity (FH), we ought to respect the rational nature that is per-
sonified in ourselves or in others.16 Wood suggests that a coherent account of
Kant’s ethics requires rejecting the personification principle and understanding
the FH in terms of respect of rational nature itself. Moreover, he claims that
Kant’s commitments to the fair treatment of animals presuppose an analogy be-
tween the rationality we encounter in human beings and the ‘infrastructure of
rationality’ that we encounter in non-human animals. On his picture, moral
considerations concern not only those who are fully rational, but also all those
who potentially have a rational nature. The concept of potential rationality in-
cludes individuals who virtually have rationality, or had it in the past, as well as
those who have parts of rational nature or its necessary conditions (Wood 1998,
p. 200–1). Children, cognitively deficient people, and animals are therefore worthy

16 Kant famously offers three main formulations of the moral law in the Groundwork, and two
of these formulations have variants (see also Schönecker & Wood, 2015, pp. 122–172). The first
formulation, called Formula of Universal Law (FUL), is as follows: “Act only in accordance
with that maxim through which you can at the same time will that it become a universal law”
(GMS, AA 04:421). The third formulation, called Formula of Humanity (FH), claims “Act so
that you use humanity, as much in your own person as in the person of every other, always at
the same time as end and never merely as means” (GMS, AA 04:429). The third formulation,
called Formula of Autonomy, prescribes “the idea of the will of every rational being as a will
giving universal law” (GMS, AA 04:431). These three formulations, with their variants, are sup-
posed to be theoretically equivalent: they all express the moral law under different aspects.
Nonetheless, they are not practically equivalent. For instance, in the Metaphysics of Morals
which presents the content of Kant’s ethics rather than merely its foundation, FH has clear
priority (see Kant 1999, introduction by A. Wood, pp. xxxi–ii).
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of moral considerations. Wood (1998, p. 200) and Regan (2004, pp. 84–6) argue
that animals have ‘preference autonomy’ because they have preferences and the
ability to initiate action. Wood presents preference autonomy as the necessary pre-
condition for moral autonomy and as a fundamental constituent of our rational na-
ture. In other words, on this account, animals have the necessary ‘infrastructure of
rationality’. When we are unnecessarily violent towards animals, we are disrespect-
ing the part of rational nature which we share with animals. This part of our ratio-
nal nature seems to coincide with our animality, the capacity to act based on
natural impulses and desires. Therefore, both rationally imperfect humans, non-
human animals have rights.

Korsgaard (2018) similarly suggests that Kant’s account of duties to animals
presupposes that humans and non-human animals are analogous in a relevant
aspect. Korsgaard argues that we can distinguish two senses of the expression
‘ends in themselves’. On one hand, human beings are ends in themselves be-
cause they can give force of law to their claims and practical judgments, by par-
taking in moral legislation. On the other hand, human beings are ends in
themselves understood as the source of legitimate normative claims– claims
that must be recognized by all rational agents. It is under the latter conception
of ends in themselves that animals are ends in themselves just as much as we
are. According to Korsgaard’s view, animals constitute the things for which
things are good or bad. We share this feature of animality, and it is morally
required of us to respect this status both in humans (MS, AA 06:420 and
ff., 06:452), and in non-human animals.

Wood and Korsgaard’s accounts are much more inclusive than the standard
account. The upshot of these accounts is that animals are appropriate objects
of moral considerations, even if the duties regarding animal welfare remain du-
ties to us. Our feelings of gratitude towards animals that served us are appropri-
ate only because animals are analogous to us, i.e., they share something which
we ought to respect in other humans. Nonetheless, even according to these lib-
eral interpretations of Kant’s conception of the recipients of moral rights, we
would have no duty to allow the moral and rational development of robots. First,
notice that even according to Korsgaard we should not have any duty to the
moral development of animals. After all, we share with them the sense of ends in
themselves according to which ends in themselves are the source of normative
claims. Animals do not partake in moral legislation, and they can never partici-
pate in moral legislation. Second, rationally imperfect humans clearly have prac-
tical reason either potentially or virtually as well as the necessary preconditions
of practical reason. On Wood’s view, animals display the ‘infrastructure of ratio-
nality’ and hence they deserve our respect. Robots, however, lack all constitutive
elements of practical rationality: they are not potentially or virtually endowed
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with practical reason, nor do they display the preference autonomy of animals.
Robots seem to fall short even of our animal nature. Robots do not exhibit pain,
desires, and natural impulses in the same way human and non-human animals
do. Preference autonomy might constitute a condition of moral personality (for
humans) only insofar as sensible impulses in animals are not forced or pro-
grammed into animals. Robots are not the sorts of things for which things are
valuable, good, or bad. Even if robots were able to display pain and desire-like
behavior, it would still be as the direct or indirect result of our own program-
ming. It would fail to constitute a part of rationality that robots have independent
of us and that we share with them. Therefore, we do not owe robots the moral
considerations that on Wood’s and Korsgaard’s view we owe to animals.

At this point, it is useful to bring Kant’s universalizability test into the pic-
ture. An action is morally permissible if we can will it to become a universal
law (GMS, AA 04:402, 04:421–3). We ought not to kill humans, because we can-
not even imagine a world where killing becomes a universal law: there would
be no human left. We ought to help others because we cannot will a world
where nobody helped others. Perfect, narrow duties result from the impossibil-
ity to imagine a maxim from becoming a universal law. Imperfect, wide duties
result from the failure to will the maxim in question to become a universal law
(GMS, AA 04:421–5, see also MS, AA 06:390–4). We cannot prevent humans
from developing their moral personality, because this would destroy humanity
and its ability to act morally. Preventing a human from achieving moral person-
ality would consist in a failure to respect the rational natural of this person,
and it would amount to disrespecting our own greatest moral perfection, that
is, the ability to act from duty (MS, AA 06:392). Yet we can both imagine and
will a world where robots are prevented by us from achieving moral personal-
ity. Robots, as we argued, cannot become moral beings and it is legitimate for
us not to want this to happen.

When Kant provides us with the full exposition of our duties, in the Meta-
physics of Morals, he often relies on the formula of humanity rather than the for-
mulation of universal law or law of nature. Hence, it might be useful to reframe
our discussion on the basis of the formula of humanity: “act so that you use hu-
manity, as much in your own person as in the person of every other, always at
the same time as an end and never merely as means” (GMS, AA 04:429). The rea-
son why it should be morally impermissible to stop a human from achieving
moral personality is that this maxim violates the rights and value of humanity.
We would be degrading our own rational nature. Similarly, preventing robots
from achieving moral personality is morally permissible, insofar as our intention
is consistent with the respect of human life and its rational nature.
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Based on everything we argued so far, it might seem that Kantian ethics
allows us to do whatever we please with robots. But this is not the case. Kant’s
ethical system can offer guidelines on a morally permissible usage of robots.
Through the development of robots, we ought not to kill other humans, to re-
spect humanity in us and in others, etc. In nuce, the system of duties Kant de-
vised should regulate our experiments with robots.

Suppose that we decided to employ autonomous robots, in the sense de-
scribed in section 1, in warfare to kill an enemy army or to decimate civil-
ians. One obvious reason why this might seem preferable to wars conducted
merely by humans is that killing persons often leads to traumatic conse-
quences, post-traumatic stress disorder and other psychological conditions.
Nonetheless, from a Kantian perspective such a path is contrary to morality,
or so we suggest. By allowing an autonomous robot to extinguish life, the
dignity of the human lives terminated by a robot is disregarded and disre-
spected. As Ulgen (2017) argues, such a scenario prioritizes a relative end,
such as protecting a soldier from post-traumatic stress disorder, over the
fundamental principle of humanity as an objective value. Hence, by devising
robots killing humans we would violate the formula of humanity. Similarly,
the usage of robots ought not to detriment or infringe the material well-being of
other humans. If we decided to create robots that would render other humans
unnecessary or reduce them to a condition of slavery, we would degrade the ab-
solute value of humanity to mere means.

6 Conclusion

We have argued that Kant’s conception of moral agency offers answers to some
of the core questions of robot ethics. We have considered three such questions:
might robots qualify as moral agents? Is it desirable that robots develop moral
agency? Is it permissible to prevent robots from developing moral agency?
From a Kantian standpoint, the prospects of robots with strong AI evolving into
moral agents are bleak. But notwithstanding the low probability of robots ever
becoming moral agents in the Kantian sense, there is the issue of whether this
is desirable and, if not, whether it would be permissible to prevent robots from
developing moral agency. We have argued that even on a liberal interpretation
of Kant’s metaphysics of morals, robots with strong AI are not appropriate ob-
jects of moral considerations for their own sake. It is morally permissible for us
to prevent robots from achieving moral personality, insofar as they are neither
rational agents in the practical sense nor share our animal nature. This does
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not mean, however, that Kantian ethics does not impose moral constraints on
the development or use of robots. Our usage of robots is regulated by the duties
we have to ourselves. Hence, in the development of robots with strong AI, we
ought to bear in mind the respect of rational nature, both in our own person
and in the person of others.17
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Dieter Schönecker

6 Kant’s Argument from Moral Feelings:
Why Practical Reason Cannot
Be Artificial

Abstract: Can practical reason be artificial? The answer, from a Kantian point
of view, is clearly negative: Practical reason cannot be artificial. After a prelimi-
nary remark on the possibility of Kantian moral machines (1.1) and some basics
on the concept of practical reason (1.2) and Kant’s intuitionism (1.3), I will
argue that in a Kantian model of moral obligation, the typical (human) moral
subject has moral feelings and must have them in order to cognize the validity
of the moral law as a categorical imperative (1.3). Using the knowledge argu-
ment against physicalism and functionalism, I shall argue that computers have
no feelings and, a fortiori, no moral feelings; therefore, computers are not
moral subjects (1.4). This conclusion is based on a Kantian I feel rather than I
think (2.). I will then tackle two problems with this argument (3). I will conclude
with an analogy (4): Just as planets do not fly, computers do not feel.

Artificial Intelligence (AI) has given rise to a variety of moral, juridical, eco-
nomic and political, or for short, practical questions that need to be answered
soon – from how to deal with self-driving cars to AI being the end of the human
race due to some kind of technological singularity.1 Since AI is, at least by phil-
osophical standards, a fairly recent phenomenon, both these practical ques-
tions and problems as well as the possible answers and solutions to them are
fairly new. Note, however, that these answers in turn will depend on founda-
tions that are a far cry from unbiased or innocent; in applied ethics and politi-
cal philosophy, one arrives very quickly at traditional questions and positions
that one needs to discuss both on a metaethical and a normative level in order
to provide sustainable answers. Hence, it is no surprise that in papers about
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moral machines arguments are put forward on the grounds of good old fash-
ioned utilitarianism, for instance.2

However, practical questions or the applied ethics of AI are not my concern
here. Rather, the question that I shall address belongs essentially to the philo-
sophy of mind: Can practical reason be artificial? Practical reason is best under-
stood, I submit, as a genuine power to cognize and will the good. From a
Kantian point of view, the answer to that question is clearly negative: Practical
reason cannot be artificial. It is tempting to think that this answer has a founda-
tion already in Kant’s epistemological, or ‒ as Kant would put it ‒ theoretical
thought that reason is always someone’s reason, so that there is no thinking
without someone who thinks or can always think I think. I will briefly look into
this, but my focus will be on Kant’s practical philosophy. From this practical
point of view, too, the conclusion that practical reason cannot be artificial is
quick, solid and inevitable; for practical reason is free and computers are not.
However, my approach is different; it is based on the idea that moral reason
comes along with moral feelings that computers cannot have. After a prelimi-
nary remark on the possibility of Kantian moral machines (1.1) and some basics
on the concept of practical reason (1.2) and Kant’s intuitionism (1.3), I will
argue that in a Kantian model of moral obligation, the typical (human) moral
subject has moral feelings and must have them in order to cognize the validity
of the moral law as a categorical imperative (1.3). Using the so-called knowledge
argument against physicalism and functionalism, I shall argue that computers
have no feelings and, a fortiori, no moral feelings; therefore, computers are no
moral subjects (1.4). This conclusion is based on a Kantian I feel rather than I
think (1.5). I will then tackle two problems with this argument (2). I will con-
clude with an analogy (3): Just as planets do not fly, computers do not feel.

1 The Argument From Moral Feelings

It is easy to understand a Kantian argument that, if true, clearly rules out the
possibility that computers have practical reason. It is the argument from trans-
cendental practical freedom. Here is a very brief sketch: Moral obligation pre-
supposes transcendental practical freedom of practical reason. Such freedom
is, negatively speaking, independence from natural causality or physical deter-
minism. Computers, however, are determined by the laws of physics; therefore,
they cannot be free. But practical reason – and thus the human being – is free,

2 Cf., for instance, Bonnefon & Shariff & Rahwan (2015).
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and it needs to be free for morality to make sense (Kant is an incompatibilist);3

therefore, no computer can have practical reason. Note that even on a non-
deterministic understanding of physics, and even with regard to quantum com-
puters, this argument from freedom will hold. For freedom is not only, negatively
speaking, independence from natural causes; it is also, positively speaking, the
faculty of determining oneself in an autonomous act of absolute spontaneity,
and such spontaneity, unlike chance, is not lawless.

Thus, one can easily see that at least from a Kantian point of view it is quite
obvious that a computer cannot have practical reason. Since this is so obvious, I
would like to address or rather develop an argument from Kant’s practical philos-
ophy that often goes unnoticed; I shall call it the argument from moral feelings.4

1.1 A Preliminary Remark: Kantian Moral Machines

Alan Turing once listed a number of things that people think computers will
never be able to do; these included the ability to “tell right from wrong”. Of
course, it depends on what one means by ‘telling right from wrong’, but at least
with regard to the output of such ‘telling’, that assumption might very well turn
out not to be true. There has been a serious debate about “moral machines” for
quite some time already,5 and the development of robots raises moral questions
that are not only of theoretical (or philosophical) interest, so to speak, but are
being addressed quite practically. Moral algorithms seem possible, and such al-
gorithms may not only help, for instance, judges to make moral decisions, but
will soon make, in some very limited sense, moral decisions on their own;6 just

3 Kant is an incompatibilist in the sense of denying the possibility of being a moral agent that
is not strictly speaking free; morality presupposes absolute spontaneity (which is incompatible
with determinism). Kant is a compatibilist only in that sense that freedom and determinism
are compatible on the assumption ‒ which is not the conceptual assumption in the debate
about compatibilism and incompatibilism ‒ of the difference between the noumenal and sen-
sible world such that in some (transcendental or noumenal) respect the agent is free whereas
in another (empirical or sensible) respect she is not; cf. Schönecker (2005).
4 In the English literature (with the famous exception of Antonio Damasio), it is common to dis-
tinguish between feeIings and emotions; the former are understood as non-intentional (e.g. pain),
the later as intentional (e.g. love). I will speak of feelings throughout without thereby referring to
feelings in that strict sense. Moral feelings, in that sense, should be called moral emotions.
5 Cf. for instance, Wallach & Allen (2009).
6 It is very difficult to put into language what computers or robots do – which is (almost) a
case in point, because strictly speaking, computers and robots do not do anything, if by deeds
we mean those acts that persons perform. As I see it, robots do not think or feel, they do not
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think of so-called autonomous vehicles and the related trolley-problem.7 It is
maybe tempting to assume that such moral machines must be based on some
kind of utilitarian reasoning, given the mathematical character (and prima facie
easiness) of a utilitarian or hedonistic calculus. Given the formal aspect of
Kant’s famous categorical imperative and the idea of universalization, however,
this could be a prejudice; a computer might be able to perform a moral algo-
rithm on Kantian grounds as well. Recall the basic idea of the so-called natural
law formula: Suppose someone has a maxim, for instance, that she will commit
suicide when her life irreversibly brings about more suffering than agreeable-
ness. The categorical imperative obligates her to ask herself whether such a
maxim could be a universal (natural) law such that everyone who experiences
more suffering than agreeableness will actually kill himself or herself; then she
might realize that this leads to some kind of contradiction. There has been a
long and ongoing debate on how to understand the contradiction Kant has in
mind; but at least on a somewhat formal (logical) interpretation of the contra-
diction involved, a Kantian moral machine that runs a universalization test
seems possible.8

1.2 Kant’s Concept of Practical Reason

‘Practical reason’ is (pure) good volition: “Every thing in nature works in accor-
dance with laws. Only a rational being has the faculty to act in accordance with
the representation of laws, i.e. in accordance with principles, or a will. Since for
the derivation of actions from laws reason is required, the will is nothing other
than practical reason” (GMS: 412).9 It is important, however, to differentiate three
aspects of Kant’s concept of practical reason or good will: The noumenally-good
will, the practically-good will, and the holy will. The noumenally-good will is the
autonomous will that as such wills the good. It is this noumenally good will Kant
presupposes when he says that “a free will and a will under moral laws are the

play a game nor do they make moral decisions that would be sufficiently similar to what per-
sons do, let alone truly perform these actions. So when I say that a robot ‘makes a moral deci-
sion on its own’, this is to be taken at best by way of analogy. I will get back to this later.
7 For an overview, cf. Misselhorn (2018). On the trolley-problem see Schmidt (2022) and
Wright (2022), in this volume.
8 Cf. Powers (2006) and Lindner & Bentzen (2018).
9 Cf. GMS: 427: “The will is thought as a faculty of determining itself to action in accord with
the representation of certain laws.“
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same” (GMS: 447, emphasis mine).10 As a moral faculty, it gives the moral law
(the categorical imperative) for imperfect beings and, by means of moral feelings,
it is also a motivating force. Every human being has such a will, even if he or she
acts immorally.11

The noumenally-good will is the basis both for the practically-good will
and for the holy will. The practically-good will is the will that finite beings have
when their volition is indeed moral; it is the noumenally-good will considered
as a will that manifests itself successfully in a finite being against the influence
of inclinations and desires. For imperfect beings, to act morally (to act with a
practically-good will) means to act from duty. The noumenally-good will that is
manifest in a person without (active) sensual hindrances is what Kant calls the
holy will; it only belongs to God and other holy beings. These beings have no
inclinations and desires contrary to the good; the “will whose maxims necessar-
ily harmonize with the laws of autonomy is a holy, absolutely good will” (GMS:
439). The noumenally-good will as such (regardless of its being incorporated in
a finite being) cannot be differentiated from the holy will (regardless of its
being incorporated in an infinite being). It is a noumenal causality: “The ratio-
nal being counts himself as intelligence in the world of understanding, and
merely as an efficient cause belonging to this world does it call its causality a
will” (GMS: 453, first emphasis mine).

This will is then identified with the will that is autonomous, i.e., with au-
tonomy itself: “if we think of ourselves as free, then we transport ourselves as
members into the world of understanding and cognize the autonomy of the will,
together with its consequence, morality” (GMS: 453, m. e.). Note how Kant con-
tinues: “. . . but if we think of ourselves as obligated by duty, then we consider
ourselves as belonging to the world of sense and yet at the same time to the
world of understanding” (GMS: 453, m. e.). Thus the free will is the noumenal
will (pure practical reason), and autonomy is its property. In some contexts,
this will is considered not as the will of a human being that is also part of the
sensible world, but as a noumenal will only: as “a mere member of the world of
understanding, all my actions would be perfectly in accord with the principle
of the autonomy of the pure will” (GMS: 453, m. e.). It is important to keep in
mind that the noumenally-good will as such is not only a mere capacity to act
morally; for this will as such wills the good. Nonetheless, it is the noumenally-
good will that enables the human being to act morally; thus, for the human
being – who is a member both of the noumenal and of the sensible world – the

10 Cf. Schönecker (2013b).
11 Cf. GMS: 400, 34–37; 412,30–35; 440,7–13; 449,16–23; 455,7–9.
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noumenally-good will is indeed a capacity. Also, unless autonomy and having
a practically-good will are not the same, a scoundrel would not be autono-
mous – which he actually is insofar as even he, to some extent, wants to be
morally good, i.e., insofar he has a noumenally-good will (we shall return to
this later).12

1.3 Kant’s Moral Intuitionism

It is often striking to see how defenders of strong AI13 find it obvious that com-
puters “can domany things as well as or better than humans” (Russell & Norvig
2016, 1022, m. e.). But such an assumption, of course, is begging the question;
for the point is rather whether they can do anything a human being can do
when it comes to feeling, thinking, and acting. On Kant’s account, there is no
‘doing’ in any narrow sense here. Human actions, strictly speaking, are not
only free actions; if they are guided by the moral law, they are embedded in
moral feelings. Computers have no feelings; therefore, they do not act morally
even if they make decisions in accordance with duty. Let us take a closer look
at this argument from moral feelings.

To the present, Kant is believed to defend, as Edmund Husserl put it, “an
extreme and almost absurd rationalism” (Husserl 1988: 412), an “extreme intel-
lectualism” (ibid.) that leaves no room for feelings. Such a position betrays his-
torical and textual ignorance. For even every beginner in an introductory class
on Kant’s ethics will learn that Kant consistently argues that reason “obviously”
(GMS: 460,9, m.H.) can only bring about actions by means of feelings; hence,
feelings necessarily come into play here already as a determining (motivating)
ground. However, it is important to realize that on Kant’s account, feelings
serve a much more important function.

As we have already seen, Kant draws a very strict line between holy and
non-holy beings. Whereas holy beings always will what a good will wants, this
is not true for non-holy, sensuous-rational beings. For them, the moral law is
always a categorical imperative that necessitates them. Let me quote Kant in
more detail here:

12 In the last section I have drawn from Schmidt & Schönecker (2018) and Schönecker &
Wood (2015).
13 By “strong AI” I mean for my purposes that a computer or robot could have consciousness,
an inner life (qualia) and really think the way we do. Such a computer would not just imitate
thinking, and would not just imitate moral thinking, but really think and therefore also think
morally.
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If reason determines the will without exception, then the actions of such a being, which are
recognized as objectively necessary, are also subjectively necessary, i. e. the will is a faculty
of choosing only that which reason, independently of inclination, recognizes as practically
necessary, i. e. as good. But if reason for itself alone does not sufficiently determine the will,
if the will is still subject to subjective conditions (to certain incentives) which do not always
agree with the objective conditions, in a word, if the will is not in itself fully in accord with
reason (as it actually is with human beings), then the actions which are objectively recog-
nized as necessary are subjectively contingent, and the determination of such a will, in ac-
cord with objective laws, is necessitation, i. e. the relation of objective laws to a will which is
not thoroughly good is represented as the determination of the will of a rational being
through grounds of reason to which, however, this will in accordance with its nature is not
necessarily obedient. The representation of an objective principle, insofar as it is necessitat-
ing for a will, is called a ‘command’ (of reason) and the formula of the command is called an
imperative. All imperatives are expressed through an ought and thereby indicate the relation
of an objective law of reason to a will which in its subjective constitution is not necessarily
determined by that law (a necessitation). (GMS: 412 f.)

The crucial step is to see that this necessitation is experienced by the feeling of
respect (which in turn has a negative and a positive aspect that I cannot deal with
here). But this feeling is not just a side effect, as it were. Since by ‘necessitation’
Kant means nothing but the fact that for non-holy, sensuous-rational beings like
us the moral law is an imperative, that is, a duty, the obligation involved in this is
experienced in the feeling of respect. As a matter of fact, it is not only somehow
experienced, but cognized by this feeling: “What I immediately recognize as a law
for me, I cognize with respect“ (GMS: 402, fn.). And it is important to see that
Kant’s famous theory of the ‘fact of reason’ is directly related to this thought.14

In § 7 of the Critique of Practical Reason, Kant formulates the categorical impera-
tive; a bit later, he says that one could call the “consciousness of this fundamental
law a fact of reason” (KpV: 31). The so-called factum-theory explains our insight
into the binding character of the moral law; it is, among other things, a theory of
justification. The basic idea is that there can be no deduction of the categorical
imperative in any normal (deductive) sense,15 and yet the objective reality of the
moral law is “nevertheless firmly established of itself” (KpV: 47, m. e.). In our con-
sciousness of the categorical imperative, the moral law is immediately given in its
unconditional and binding validity; in this sense (but only in this sense), the fac-
tum theory is a theory of moral self-evidence. This consciousness of the categorical
imperative, however, is determined by the feeling of respect, that is, the uncondi-
tional validity of the categorical imperative is given in the feeling of respect.

14 Cf. Schönecker (2013) and (2013a).
15 “Hence the objective reality of the moral law cannot be proved by any deduction” (CPrR:
47,15).
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Hence, it is through the feeling of respect that we cognize the validity or binding char-
acter of the moral law.16 Thus, Kant is by no means the pure rationalist that Husserl
and others represent him as being. Rather, Kant is a moral intuitionist. A moral in-
tuitionist is someone who holds the view that we cognize the validity of the moral
law, the moral You ought, not by some kind of deductive (or inductive or abductive)
reasoning, but by means of a certain kind of self-evidence, through a feeling. It is
important not to misunderstand these claims: On Kant’s account, it is not the con-
tent of the categorical imperative that is understood through the feeling of respect;
what we ought to do or omit we cognize by reason and some kind of universaliza-
tion. Kant is not a moral sentimentalist. Also, the moral law itself does not depend
on the moral feeling of respect for its validity; it is not that the moral law is valid
becausewe have that feeling. Yet what we do cognize through the feeling of respect
is that we ought to act morally, that the moral law is categorically binding.

1.4 A Kantian Knowledge Argument

From this, however, it follows that a computer can have no practical reason. To
see this, we have to take a brief look at the so-called knowledge argument put
forward in one version or another by Thomas Nagel and, historically more prop-
erly speaking, Frank Jackson.17 This is quite an intricate story, and here we can
only sketch the main idea behind it.

For our purposes, recall Jackson’s thought-experiment about Mary: Think
of her as a scientist who knows everything there is to know about colors and
their perception from the point of view of the natural sciences; but Mary, being
locked in a room with only black and white books, TVs, etc., has never seen

16 Colin & Varner & Zinser (2000, 260) see that emotions have more than just a motivational
function; they do not, however, recognize their cognitive function as regards the validity of
the moral law.
17 Cf. the pertinent texts by Nagel (1974) and Jackson (1982). Nagel’s argument is not that we
can never understand or intuit or have access to someone else’s inner life and the phenomenal
qualia involved. The point is that this understanding is subjective and not objective, i. e., it
cannot be reached by a third person perspective and hence not by the natural sciences
(cf. Nagel 1974, 441 f.). So in some sense, the bat-example is misleading. Even if there were
only human beings and no other sentient organisms, the problem (or fact) Nagel describes
would remain. Levine’s explanatory gap argument (1983) and Chalmer’s related ‘hard prob-
lem’ are somewhat similar, but still different, since here the focus is not so much on the
physical inexplicability of the first-person-perspective as such but on the (presumably inex-
plicable) relation between consciousness (qualia, what-it-is-likeness) and their physical rela-
tum as well as function.
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any objects that are not black or white. One day, however, she leaves her room
and actually sees something that is, say, red. Now according to physicalism
(materialism, naturalism), only natural (physical) objects exist, and natural ob-
jects are those described and explained by physics (and possibly by chemistry,
biology, or neuroscience). If this were true, then Mary would not gain any new
knowledge of a quality she had not already known because everything there is
to know about colors from an scientific, objective, third-person perspective, she
already knows. But there is something she did not know before she left the
room, to wit, how it feels or what it is like (the later is Nagel’s famous formula,
of course) to see something red, to experience a certain quale; therefore, there
is something in the world that is not physical, i. e. not fully describable by
physics. This something is consciousness making phenomenal experiences.
Thus we could know everything there is to know about the physical or func-
tional facts concerning a mental state (such as having a perception of some-
thing being red) and still we would not know everything about that mental
state; therefore, this mental state cannot be identical with or be reduced to
those physical or functional facts. From this it follows, some at least have ar-
gued, that physicalism is false.

Although there is some dispute as to which mental states are qualia or are
accompanied by qualia, it is obvious that feelings are indeed qualia. But then
the argument is apparent: We can know everything a computer is made of and
how it works. There is no what it is like to be a computer, and therefore, unlike
beings for whom there is a certain phenomenal inner life, to be in a computa-
tional state is not to be in a mental state (and vice versa). And so unless com-
puters experience qualia, they cannot have practical reason. For practical
reason comes along with practical necessitation through the feeling of respect;
the categorical imperative cannot be understood without this feeling; since
computers have no feelings, and a fortiori no feeling of respect, they cannot un-
derstand the categorical imperative.

That is the basic argument. From a Kantian point of view, there are three
more important points: First and only in passing, I should note that in his later
work (The Metaphysics of Morals) Kant further developed his theory of moral
feelings by distinguishing four kinds of moral predispositions and, conse-
quently, four moral feelings: the moral feeling proper, conscience, love of
human beings as amor complacentiae, and self-respect.18 With regard to each of

18 Cf. Schönecker (2010). ‒ Kriegel & Timmons (2021) claim to work on a ‘phenomenology of
Kantian respect for persons’. For some reason or other, however, they pay no attention to
‘respect’ (as self-respect) as one of the four moral predispositions. They also seem to be unaware
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these feelings Kant stresses that there is no obligation to have them; for to have
these feelings is already a necessary presupposition to make sense of the very
concept of duty in the first place. Second, to Kant, practical reason is the nou-
menal will that both cognizes and wills the good; it is autonomous and there-
fore a noumenal causality. As I have indicated already, this is a complicated
story, but moral feelings cannot be naturalized as they are brought about by
reason which cannot be naturalized; so even if computers did have feelings,
they could not have the feeling of respect, because this feeling has its source in
reason which is not a natural (physical) entity. Third, Kant, too, understands
feelings as qualia. Of course, Kant did not use this term. Nevertheless, he had a
clear understanding of the fact that feelings have a phenomenal side that can-
not be grasped by physical knowledge but must be experienced. The phenome-
nal side of feelings is particularly emphasized by Kant in his theory of beauty.19

Feelings as such, says Kant in the so-called First Introduction to the Critique of
the Power of Judgment, “cannot be explained at all”; rather, they “must be felt,
not understood [eingesehen]” (EEKU: 232).20 In a similar vein, Kant writes in the
Metaphysics of Morals that “pleasure and displeasure cannot be explained for
themselves” (MS: 212).

In any case, the purity in pure practical reason by no means suggests that
there are no feelings involved in the process of moral self-determination. The
purity of practical reason consists in its being free from considerations of happi-
ness and self-love; in human beings, it is pure reason that becomes practical on
the strength of moral feelings. So even if a computer ‘makes a decision’ (as it
were) on the basis of a moral algorithm, it has no idea of what it is ‘doing’ (as it
were): it has no understanding whatsoever of what the moral law as a categori-
cal imperative really is. In Kant’s terminology, a computer can perform actions
(as it were) according to duty. But it certainly cannot perform actions from duty.
And it certainly has no conscience or self-respect; as I see it, such a claim is not
even apprehensible.

Before I move on to two problems for this Kantian position, let us have a
quick look at a possible further argument, the argument from the power of judg-
ment; given the latitude of many ethical duties, this is obviously an important

that Kant himself presents his own detailed ‘phenomenology’ of respect in KpV: 71–89 (which
plays no role whatsoever in their analysis).
19 Cf. Berger (2022).
20 In German: “Man sieht hier leicht, daß Lust oder Unlust, weil sie keine Erkenntnisarten
sind, für sich selbst gar nicht können erklärt werden, und gefühlt, nicht eingesehen werden
wollen”.
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aspect of practical reason.21 The argument could run like this: Following Kant,
the power of judgment is the “faculty of thinking the particular as contained
under the universal“ (KU: 179). If there is a rule, then the faculty of the power
of judgment is the “faculty of subsuming” something particular under this rule;
Kant calls this the determining power of judgment (bestimmende Urteilskraft). If
the rule is yet to be found for something particular that cannot be subsumed
under an already existing rule, then Kant calls it reflective power of judgment
(reflektierende Urteilskraft). At least for the determining power of judgment,
Kant argues, there can be no further rule. For if one “wanted to show generally
how one ought to subsume under these rules, i. e., distinguish whether some-
thing stands under them or not, this could not happen except once again
through a rule. But just because this is a rule, it would demand another instruc-
tion for the power of judgment, and so it becomes clear that although the un-
derstanding is certainly capable of being instructed and equipped through
rules, the power of judgment is a special talent that cannot be taught but only
practiced” (KrV: A133/B172). Put another way: There can be meta-rules on how
and when to apply rules; but on pain of a vicious circle or an infinite number of
rules, there must be a point at which the power of judgment takes action with-
out applying a rule. Computers, however, have nothing but rules to work with,
i. e., nothing but algorithms (and data, of course, in regard to which they are
applied). If the power of judgment is a faculty that does not follow rules, then
this faculty cannot be something a computer could have. The “lack of the
power of judgement,” says Kant, “is that which is properly called stupidity”
(ibid.); in this sense, computers are stupid.

Yet it is dubitable whether this argument actually goes through. The neces-
sity of something like a power of judgment is due to the fact that there is no com-
plete ascertainment or definition of all possible concepts and cases a priori or in
advance.22 But if a decision based on the power of judgment is not based on a
rule, on what is it based? It had better not be based on chance; for that is some-
thing a computer could do (following the rule to choose randomly). One might
think that the power of judgment has to do with something like intuitions; but
intuitions (the way G. E. Moore, for instance, understands them) are different
and have nothing to do with the power of judgment. However, intuitions broadly

21 Kant actually thinks that all ethical duties (unlike juridical duties) are wide duties. Note,
however, that there are negative ethical duties that despite being duties of omission have lati-
tude; cf. Schmidt & Schönecker (2018).
22 Cf. KrV: B 756: “One makes use of certain marks only as long as they are sufficient for mak-
ing distinctions; new observations, however, take some away and add some, and therefore the
concept never remains within secure boundaries”.
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understood as somewhat unconscious, strong, quick seeing(judging)-as-true
states of mind (as understood in moral psychology), might very well not be ran-
dom, but based on some (unconscious, strong, quick) weighing of goods, and
such a weighing could follow rules. In any case, I would not be ready to defend
the argument from the power of judgment.

2 I Think vs. I Feel

Obviously, moral subjects will something, and they act on the basis of their voli-
tions. But they also think, and even if it is disputed how and how much thinking
is actually involved in moral decisions as such, it cannot be disputed that moral
subjects must also think, at least with regard to the cognition of the surrounding
world in which they will and act; moral knowledge involves non-moral know-
ledge about the internal and external world. Now Kant famously argues (in
the second edition of the Critique of Pure Reason) ‒ or appears to argue, anyway ‒
that there is no thinking and hence no knowledge of the internal and external
world without self-consciousness; the I think, he says, “must be able to accompany
all my representations” (KrV: B 131). What exactly this means has been the object
of painful and long discussions among Kant-scholars.23 One problem is the nature
and relation of what Kant calls the analytic unity of apperception to what he calls
the synthetic unity of apperception (cf. KrV B133 ff.); it is neither clear what exactly
each of these unities really is and in what sense the synthetic unity of appercep-
tion is a necessary condition of the analytic unity of apperception. Very generally
speaking, I take the basic idea to be that all thinking as the “capacity to judge”
(A69/B94) involves the synthesis24 of representations as someone’s representations
in a judgment, such that these representations ‒ as well as the act of synthesizing
them ‒ belong, and must belong,25 to a self-conscious I that can always say I think
(these representations). In any case, if Kant is right, and if it is true that a computer
has no I, then a computer does not and cannot think, and it is not intelligent the
way human beings are.26 At best, then, a computer (AI) can only imitate intelli-
gence and moral thinking.

23 Cf. Klemme (1996), Rosefeldt (2000), Allison (2015); for a very brief overview Schlicht
(2016). For a recent brief account cf. Hoeppner (2022).
24 Cf. KrV: A69/B94: “All judgments are therefore functions of unity among our representa-
tions”; categories are “concepts of synthesis” (A80/B106). Evans (2022, 50) speaks of contain-
ment, comparison and inherence as the three basic operations.
25 Friebe (2005, 53) seems to think that such a reading is too strong.
26 For further discussion of this argument, see Baiasu (2022) and Evans (2022) in this volume.
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I’m not quite convinced of this argument. It seems true to me that (devel-
oped) human beings must always be able to think I think when they think (not
that they always do think I think, of course). Now, if this is true, and if it is true
that computers have no I (which I think is true indeed), then computers do not
think the way we do. Still it might be justified to say that they think: If theoreti-
cal (not practical) thinking is essentially the act of synthesizing content that re-
quires a center or unit by which this act is performed, then one could possibly
understand this center or unit as the control unit of a computer. My point is that
the act of combining content (synthesis) might require neither Meinigkeit nor
self-consciousness (apperception, as Kant calls it) as a higher (egological) form
of Meinigkeit, but just a control unit. This unit must not necessarily be aware of
itself because the content of (something like) perceptions (intuitions) and
(something like) thoughts or propositions does not require an I that thinks it
and not even a form of Meinigkeit; all that is needed for thinking as synthesiz-
ing is synthesis itself, not synthesis that is aware of itself.27

It seems to me that Kant himself might have been aware of this and that all he
claims is that the way a human being thinks is such that an underlying I is in-
volved that thinks. Now in thinking I think a human being is not only aware of
itself as the I that thinks I think and only this (transcendental apperception, mere
spontaneity), but also of itself as determinable by representations in the order of
time because “without any empirical representation, which provides the material
for thinking, the act I think would not take place” (KrV: B 423, fn.).28 So one’s own
existence (Dasein) is given in two ways: as the existence of the mere and “wholly
empty representation: I” (KrV: A345/B404), and as this very (numerically identical)
I that thinks something (has representations in time) and therefore thinks itself as
determinable in time and therefore also exists as an empirical I. This is why Kant
calls the I think an “empirical proposition” (KrV: B422 fn, cf. B 404, 420, 428) and
why he also says, in direct connection with this, that the proposition I think

27 There remains, of course, the question of how computers have representations. Friebe
(2005, 61) is quite right in claiming that representations (Vorstellungen) as such are always
someone’s representations; and it might also be true that the property of being my representa-
tions (Meinigkeit) does imply an I whose representations they are. However, the question re-
mains whether thinking must be understood as an operation that involves representations as
something mental.
28 Cf. KrV: B 420: “But because my existence in the first proposition [I think, D. S.] is consid-
ered as given, since it does not say that every thinking being exists (which would at the same
time predicate absolute necessity of them, and hence say too much), but only ‘I exist thinking,’
that proposition is empirical, and contains the determinability of my existence merely in re-
gard to my representations in time.”
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“contains within itself the proposition ‘I exist’” (KrV: B 420, fn.): As an empirical
proposition, the I think contains the potentially (determinable) empirical existence
of the I.29

In this context, Kant repeatedly criticizes Descartes for (allegedly) saying
“Everything that thinks, exists” (KrV: B422, fn.; cf. B 404 and B420). If this were
true, he argues, “the property of thinking would make all beings possessing it
into necessary beings” (KrV: B422, fn; cf. B420). Thus, Kant criticizes the follow-
ing argument (which he claims is Descartes’): Everything that thinks, exists; I
think; therefore, I exist. He does so by criticizing the first premise. Taken liter-
ally, it seems almost impossible to understand what his critique of the first
premise (‘necessary beings’) really consists in. However, Kant’s argument does
make sense if we assume that not every act of thinking is accompanied by the I
think. ‘Everything’ that thinks and does so by also thinking I think is “given”
(KrV: B 420) its existence; and if it were true that every act of thinking involved
an I that thinks, then the major premise of Descartes’ inference would be true
as well. If, on the other hand, it is possible to think of thinking as not involving
an I that thinks, then obviously I exist is not implied by that thinking (it is only
implied, as Kant says, by the I think).30

In the introductory passage of the chapter on the Paralogism of Pure Rea-
son, Kant makes the following remark:31

But right at the start it must seem strange that the condition under which I think in gen-
eral [daß die Bedingung, unter der ich überhaupt denke], and which is therefore merely a
property of my subject, is at the same time to be valid for everything that thinks, and that
on an empirical-seeming proposition we can presume to ground an apodictic and univer-
sal judgment, namely, that everything that thinks is constituted as the claim of self-
consciousness asserts of me. But the cause of this lies in the fact that we must necessarily
ascribe to things a priori all the properties that constitute the conditions under which
alone we think them. Now I cannot have the least representation of a thinking being
through an external experience, but only through self-consciousness. Thus such objects
are nothing further than the transference of this consciousness of mine to other things,
which can be represented as thinking beings only in this way. (KrV: A 346 f./B 404 f.)

29 Though this is an intricate story; cf. Kim (2017).
30 I do not mean to say that the alternative to an egological account of the self in self-
consciousness is a non-egological account, because in the later account there is conscious-
ness, too (though without an I), that is, conscious of itself (for this difference cf. Frank, 2015,
14 ff.). I mean thinking without consciousness; it allows for self-knowledge, though.
31 In the earlier version of this paper (s. fn. 1) I misinterpreted this passage.
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So two things ‘seem strange’: First, that the I think32 as ‘the condition under
which I think in general’ and which is ‘merely a property of my subject’, shall be
a condition ‘valid for everything that thinks’; and, as a consequence, that that
proposition (I think), which (as we have seen above) also has an empirical aspect,
could be the ground for the proposition ‘that everything that thinks is constituted
as the claim of self-consciousness asserts of me’, to wit, that ‘everything that
thinks exists’ – which is exactly the Cartesian proposition Kant later vigorously
opposes. And since we know for sure from the other passages that Kant indeed
finds grave fault with Descartes’ argument (or rather its first premise), what
‘seems strange’ here must not be read as being only ‘seemingly’ strange, but as
really being strange.33

So maybe there is thinking without a self-conscious I that thinks and even
without any consciousness. When it comes to feelings, however, we necessarily
enter into a different world ‒ the inner world.34 One can identify the activity of
thinking35 and still leave it an open question of whether thoughts are thought by
an I that thinks. This is impossible as regards feelings. There can be no feeling
without someone who feels and for whom it is like.36 To say that there is a state
which we could preliminary describe as “there is a feeling”, requires that there is
an instance for whom it is to be in that state (of feeling something). Whatever

32 Throughout those introductory passages, the I think is discussed not only as a transcendental
concept (cf. KrV: A341/B399) but also as the “sole text of rational psychology” (KrV: A343/B401).
33 Note that Kant says that “right at the start it must seem strange . . .” (the German original
is even stronger, it seems to me: “Es muß aber gleich anfangs befremdlich scheinen . . .”. If it
only said “Es muß aber anfangs befremdlich scheinen” (i.e. without the “gleich”) one could
maybe get the impression as if Kant were to say that ‘at the start it must seem strange’, but
later it doesn’t; but really it is later that Kant’s critique of Descartes becomes evident.
34 If cognitive acts have a phenomenality of their own (i. e. if there is a what-it-is-like to
think), then these acts, too, require someone for whom it-is-like to think (cf. Bayne/Montague,
2011).
35 Kant often speaks of the “actions of the understanding” (Handlungen des Verstandes, e. g.
KrV: A69/B94, m. e.)
36 As Chalmers (1996, 147) puts it: “all it is for something to be in pain is for it to feel like
pain. There is no distinction between pain and painy stuff, in the way there is a distinction
between water and watery stuff. One could have something that felt like water without it being
water, but one could not have something that felt like pain without it being pain. Pain’s feel is
essential to it”. In her paper on computational models of emotion, Gu discusses so-called affec-
tive computing, but points out that “both emotion recognition and expression belong to the
outer layer” of emotion ‒ i.e. to “cognitive, behavioral, and physiological processes” (Gu 2010,
p. 436) ‒ and that “the ‘core affect’ part has not yet been included in the discussion” (ibid.
p. 440) on computational models of emotion. This “’core’ emotion, often equated with the
term affect, is the subjective feeling aspect of emotion” (ibid., p. 436).
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feelings are, too, (bodily sensations, judgments, perceptions, evaluations), it is
essential that one feels them. A feeling that is not felt is not a feeling; but for it to
be felt there must be someone who feels it.37

3 Two Problems for the Argument
from Moral Feelings

The argument from moral feelings is strong, I submit; still, it has two problems.
First, what about holy wills? As we have already seen, it is a very important ele-
ment of Kant’s ethics to distinguish between holy and non-holy beings. For the
latter, the moral law is a categorical imperative and thus duty and obligation;
for the former, there are no hindrances for morality to overcome, they have a
perfectly good will. So must holy beings then be understood as moral ma-
chines? And would it not be true for a computer that always follows moral algo-
rithms that it has such a perfectly good will? Well, no. It is certainly correct that
a holy being cannot act from duty.38 But unlike computers, holy beings have a
will; computers have no will; a fortiori, they do not will anything for the sake of
the moral law. The claim that computers have no will is underpinned by the
claim that volitions are intentional; computational states, however, are not in-
tentional states;39 therefore, computers have no will. Still the question of what
it means for a holy will to will and to act for the sake of the moral law without
intermediary moral feelings is not easy to answer.

The second problem with the argument from moral feelings simply is this:
Can computers really have no feelings? This, too, is a long and complicated
story, and I can only sketch the problem and the possible solution. So here is
the argument that maybe computers could or even do, after all, have feelings:
We know that we have consciousness and feelings. At the end of the day, we
have no clear, let alone comprehensive and convincing story to tell how this
happens, how it really can be that we have such an inner life. However, pro-
vided that some kind of naturalistic evolutionary theory is correct, we do know
that our ability to have mental events has developed out of unconscious matter.
But if it is possible that the mind and its mental states somehow evolved out of
matter, i. e., out of the brain and its embodiment – and possible it is on the

37 This does not rule out that feelings are also dispositional and as mere dispositions are not felt.
38 It also cannot have the four moral predispositions.
39 All of this is highly disputed, of course; recall the long and ongoing debate about Searle’s
Chinese room argument. For a brief summary and critique cf. Gabriel (2018, 95 ff.).
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assumption that mental states are real, regardless of whether they can be re-
duced to brain states or not –, then it could very well be possible that the mind
and its mental states somehow could evolve out of a computer as yet another
complicated assembly of matter. ‒ Fair enough, I would say. So yes, that is pos-
sible if it is possible that the mind evolved (and evolves) out of matter. But from
all that we know it is also very unlikely: A single biological cell is already ex-
tremely complex, let alone the brain, and complexity, as far as we know, is a
precondition for, as well as a sign of, consciousness and feelings. By compari-
son, a computer is a very primitive object; there is no more reason to think that
it has a mind than to think a sewing machine has one.40

4 Conclusion: Swimming Submarines,
Flying Planets

To conclude, let me come back to Kant’s I think. The computer scientist Edsger
Dijkstra famously argued that “the question of whether Machines Can Think . . .
is about as relevant as the question of whether Submarines Can Swim,”41 or,
one might add, whether airplanes can fly. His point, I take it, is that submarines
of course can swim, i. e., move through water, despite the fact that they do not
swim like fish, and that airplanes can fly despite the fact that they move
through air without moving wings up and down or whatever. Following Dijks-
tra’s analogy, it seems sensible to hold that computers think despite the fact
that they do not think the way we think; there is no I, and still they think. But
this analogy between computers thinking and submarines swimming or air-
planes flying is misleading. As always, it all depends on how one defines such
words as “swimming”, “flying”, or “thinking”. If one defines “swimming” as
“moving through water using limbs, fins, or tails”, then submarines do not
swim; but why define “swimming” like this? To define a word – or to explicate
what it is for a thing to be what it is – somehow presupposes a recognition of
what is essential to that thing; for this, however, one needs paradigmatic
cases.42 Now one could argue – maybe along the lines of functionalism – that

40 One could also, by the way, turn the tables and argue that the existence of mental states
proves that something is wrong with Darwinist evolutionary theories. Thomas Nagel, among
others, has done so recently; cf. Nagel (2012). For a critical view of Nagel’s moral realism,
cf. Schmidt (2018).
41 Cf. Russell & Norvig (2016, 1021).
42 Cf. Damschen & Schönecker (22013).
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computers on the basis of certain inputs perform certain operations that bring
about certain outputs; and taking into account just the output – calculating,
playing chess, driving a car, writing music – one is tempted to believe that com-
puters think (and also that human beings think the way computers think). The
question of how and by what means swimming is performed is not crucial to
the concept of swimming. But the difference between a being that thinks I
think, or at least between one that feels I feel, or that experiences I want, and a
machine that has no such self-consciousness, is so enormous that those terms
(to think, to feel, to want) should not be used for beings that have no I. To say
that a computer feels is like saying that a planet flies just because it moves
through space.
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Elke Elisabeth Schmidt

7 Kant on Trolleys and Autonomous
Driving

Abstract: Unlike most interpreters, I do not take it for granted that Kant’s decision
would be to divert the trolley. Rather, I submit, the trolley ought not to be turned,
given the Kantian difference between narrow and wide duties. It is a narrow duty
not to kill innocent human beings, but only a wide duty to save them. Given the
latitude of the wide duty (to save the five) and the narrow and negative character
of the other duty (not to kill the one), it is morally obligatory to obey the latter,
i. e., not to kill the one. Also, because of the latitude of the wide duty, no conflict
of duties arises. I shall rebut three objections against this wide/narrow interpreta-
tion (as I will call it) and present three additional arguments supporting it. In con-
clusion, I will discuss the relevance of these findings for the ethical challenges
that come along with autonomous vehicles.

New technical developments lead to new ethical problems. The development of
autonomous vehicles is a case in point: In view of the advancing automation of
road and freight traffic, a decision has to be made as to how autonomous ve-
hicles shall be programmed with regard to possible situations of conflict. For in-
stance, may (or should) such vehicles steer around a group of people in order not
to hit them, putting up instead with hitting a smaller group of people or a single
person? Part of the theoretical framework to be taken into account in answering
this question is the trolley problem. In this paper, I shall take a Kantian perspec-
tive on the trolley problem and thus also on the problem of autonomous driving.
The final question, then, is: How should, against the background of Kantian ethics,
autonomous vehicles be programmed when it comes to trolley situations?

To begin with, I shall spell out the basic features of the trolley problem (1). I
will then discuss the question of whether the programmer of autonomous vehicles
is to be paralleled with the trolley driver or rather with the so-called bystander (2).
Afterwards, I will present a solution to the trolley problem that I think Kant him-
self would have given – I call it the wide/narrow interpretation (3). I shall then
rebut three objections (4) and present three additional arguments supporting that
interpretation (5). In conclusion, I will discuss the relevance of these findings for
the ethical challenges that come along with autonomous vehicles (6).
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1 The Trolley Problem

The trolley problem challenges philosophers to take a stance on very basic and
crucial ethical questions, and it can be adapted not only to autonomous driving,
but also to quite a number of controversial debates such as just war, torture, or
triage. In her famous 1967 paper, Philippa Foot describes the following situation:
“[. . .] it may rather be supposed that he [someone] is the driver of a runaway
tram which he can only steer from one narrow track on to another; five men are
working on one track and one man on the other; anyone on the track he enters is
bound to be killed” (Foot 1978 [1967], 23).1 If the driver does not turn the trolley,
the five will die; if he does turn the trolley, the five survive but the one will die.2

Two questions arise: First, should the trolley be turned or not? I call this the pre-
ceding trolley problem. It is only preceding in the sense that, as a matter of fact,
this question typically is given a rather quick and straightforward affirmative an-
swer; according to the prevailing opinion, the trolley may or even must be di-
verted.3 Therefore, the main question in the literature and so, in this sense, the
prevalent trolley problem (as I call it) is this: Why is it permissible to turn the trol-
ley while it is not permissible not to turn it (or to make analogous decisions) in
somewhat similar cases?4 For example, it is not permissible to kill one healthy
man in order to donate his organs to save some other five, and likewise, it is not
permissible to throw a large man down a bridge over the tracks in order to block
the trolley with his body before it kills the five (the so-called footbridge case).5

Foot’s solution both to the preceding and the prevalent trolley problem is as fol-
lows: The trolley driver has to divert the trolley to save the five. As a rule,
in situations in which both negative duties (such as the duty not to kill) and posi-
tive duties (such as the duty to help others) apply, negative duties trump positive

1 Foot was not the first to come up with the trolley problem. This is not the place to investigate
the historical question of who introduced the trolley problem (or a similar situation) first. In
any event, Engisch (1930, 288) and Welzel (1951, 51 f.) already discussed similar cases.
2 In morally relevant respects, the involved persons are equal.
3 For such straightforward answers, cf. Foot (1978 [1967], 23), Thomson (1985, 1396 f.), Otsuka
(2008), and Kleingeld (2020).
4 For the question what exactly the trolley problem consists in, cf. Foot (1978 [1967], 23),
Thomson (1985, 1396, 1401; 2016, 115 f., 117), Otsuka (2008, 93), Kamm (2016, 58 f.), Nyholm/
Smids (2016, 1279 f.), and Himmelreich (2018, 670 f.).
5 Foot contrasts the original trolley case with the case of a judge who has to decide whether
he should sacrifice one innocent person to prevent a violent riot or not. She also discusses a
number of similar but slightly different cases.
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duties; killing, for example, is worse than not helping and thus worse than letting
die (rule 1).6 In the trolley case, however, only negative duties are relevant, so
that the driver is faced – Foot argues (1978 [1967], 27) – with a “conflict of nega-
tive duties”: If he does nothing, he kills five; if he diverts the course, he kills one;
both killings are, generally speaking, prohibited.7 Since in such a case, when du-
ties of the same kind (such as the negative duty not to kill one and the negative
duty not to kill five) are conflicting, the number of victims is to be minimized
(rule 2), the driver must divert the trolley. By contrast, a healthy person may not
be killed in order to save five by organ donation because the five who would other-
wise die of organ failure would merely be left to die, while the healthy person
would be killed. In the trolley case, no one would be left to die, but would be killed
either way.

As we shall see, this thought has considerable flaws or, in any case, ques-
tionable premises. Foot has sparked a tremendous discussion with an enormous
number of more or less similar cases (from bridges to bombs, avalanches, trap
doors, tunnels, lazy Susans, tractors, and much more) which all drive at a better
account of the prevalent trolley problem, i. e., a better answer to the question of
why it is permissible to do something in this case (original trolley case) but not
in another (transplantation case, large man etc.).8 Contrary to what usually hap-
pens, I shall not primarily deal with those different modifications of the original
trolley case and the prevalent trolley problem. Rather, I shall pursue the preced-
ing trolley problem against the background of Kantian ethics, that is, the question
of whether it is appropriate to turn the trolley or not (even though the answer to
this preceding problem is, of course, related to the solution to the prevalent trolley
problem, insofar as the answer to the latter shall provide criteria that also explain
why the diversion of the trolley is permissible in the original case). Thus, although
the preceding trolley problem is usually relegated to the background of discussion
insofar as it seems clear to most that the trolley should be turned, it is precisely
this question that will be brought into focus here. The main question then is:
Would Kant agree to turn the trolley in the original trolley case?

6 Foot does not explicitly speak of rules, but it is obvious that she avails herself of these prin-
ciples. Thomson (1985, 1396 f.), referring to Foot, articulates the principles (rules).
7 Foot (1978 [1967], 27) does not speak of a duty not to kill at this point but of the “duty to
avoid injuring”, but that does not make any difference.
8 For a discussion of the most important cases, cf. Kamm (2016).
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2 Driver, Bystander, and Programmer

Before I address the main question, another distinction deserves attention. Ob-
viously, the preceding and the prevalent trolley problem are highly interesting
topics. However, my focus in this paper is not primarily on these problems as
such, but on their relation to Kant’s ethics and especially to the question of how
a Kantian programmer would program fully autonomous vehicles for cases that
are similar to the original trolley case.9 Based on this presupposition, one ought
to clarify the Kantian programmer’s point of view by analogy: Does the fact that
a certain action is morally permissible or obligatory for the driver of the trolley in
the original case really imply that the corresponding programming is permissible
or obligatory for the programmer, too? Although the parallelization of program-
mer and driver seems to be appropriate at first, on closer inspection some doubts
arise. For in the context of the trolley problem it is not only the driver that is
made a subject of discussion, but also the so-called bystander – and it could be,
for instance, that a certain action, which is permissible for one (the bystander), is
not permissible for the other (the driver). If this is the case, clarification is called
for which role the programmer must fill.

This leads us to Judith Thomson, who introduced the bystander into the dis-
cussion.10 By referring to a situation in which it is not the driver who has to make
the decision to turn the trolley, but an uninvolved bystander next to the scene,
she aimed at showing that Foot’s solution to the trolley problem is not convincing.
Thomson’s argument goes like this: Since the driver of the trolley has started a
process that, if he does not intervene, inevitably leads to the death of the five (he
started the trolley and steered it up to the point in question), the driver kills the
five on the tracks even if he does not do anything.11 The bystander, on the other
hand, finds himself at a short distance from the trolley and has no history with it;
he has not set the trolley in motion and thus does not kill the five in case of non-
intervention, but only lets them die. However, he would certainly kill the one if he
were to throw the switch he is standing next to. According to Thomson, Foot’s
rule 1 (negative duties trump positive duties) implies that it is not permissible for
the bystander to turn the switch, because by turning the switch he would kill the

9 There are different levels of automation when it comes to autonomous vehicles. I will con-
centrate here on the highest level (full driving automation), where no intervention of the driver
is possible and where a driver is not necessary at all.
10 Cf. Thomson (1985, 1397–1400).
11 “[. . .] if the driver fails to turn his trolley, he does not merely let the five track workmen die;
he drives his trolley into them, and thereby kills them” (Thomson 1985, 1397); “[. . .] if he does
not turn the trolley, he does drive his trolley into them, and does thereby kill them” (1398).
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one, i. e. the bystander would violate a negative duty which is worse than letting
five die. However, according to Thomson’s intuition, it is indeed permissible for
the bystander to turn the switch. Consequently, it cannot be true that killing is
always worse than letting die (because it is permissible for the bystander to kill a
person by turning the switch). Thomson then offers her own answer to the ques-
tion of why it is permissible to turn the trolley in the driver’s and in the bystand-
er’s case but not in others (the large man case, for instance), but this is of no
interest to us here.12

Now the question arises as to whether the role of the programmer of auto-
nomous vehicles is analogous to the role of the trolley driver or to that of the
bystander; note, however, that this question is only important if there really is
a normative difference between being in the driver’s and the bystander’s posi-
tion. If the programmer accepts rules similar to Foot’s (negative duties trump
positive duties; when duties of the same kind conflict, the number of victims is to
be minimized), it follows that, understanding the programmer as a driver, it is
permissible for him to turn the trolley; understanding him as a bystander, it is not
permissible for him to flip the switch on the basis of those rules. Yet if the Kantian
rules (which we still have to determine) are different from Foot’s, it might turn out
that the difference between driver and bystander is irrelevant for the programmer.

Admittedly, in a certain respect the programmer is neither driver nor by-
stander. He is not surprised by a situation in which he is directly involved and
in which he has to decide quickly. Rather, the programmer has enough time for
his decision.13 And yet these differences are irrelevant, because even in hypo-
thetical trolley situations the crucial question is which carefully considered de-
cision is the right one; psychological pressure or time pressure hardly play any

12 Thomson’s first approach (1985, 1403) includes two criteria: “In the first place, the by-
stander saves his five by making something that threatens them instead threaten one. Second,
the bystander does not do that by means which themselves constitute an infringement of any
right of the one’s.” However, in her later paper (Thomson 2008), she changes her mind with
reference to a further variation of the scenario with a total of three options for the bystander
including the choice between the death of five, the death of one, or self-sacrifice. She now
agrees with Foot’s initial proposal and holds that it is not permissible for the bystander to flip
the switch.
13 Of course, it is not simply up to the programmer which way to go; manufacturers or states
and the corresponding laws will dictate what is permissible to program, and in this respect the
programmer is not the decision maker at all (cf. Nyholm/Smids 2016, 1281 f.). For the sake of
argument, I will leave these questions aside.
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role in trolleyology.14 What matters instead is the following: If there is a morally
significant difference between driver and bystander, the programmer has to be
paralleled with the bystander. Both bystander and programmer did not start
the vehicle; they are in a certain way outside the situation. Neither of them has
initiated a process leading to the death of five in case of non-intervention, nei-
ther of them maneuvered the vehicle into a dangerous situation. Of course,
there would be no autonomous vehicle without a programmer. But the case of
the bystander would not be judged differently even if he had been involved as
an engineer in the construction of the trolley. It does not make any difference
whether someone was part of the construction of the vehicle or not. Similarly,
the fact that the programmer has not only been involved in the construction
of the trolley, but also in the decision-making process of where to steer the ve-
hicle, does not change the game; for the bystander also faces a decision to
make. Hence, it is also negligible at what point in time the decision is made
(obviously, the programmer makes his decisions way ahead of a possible acci-
dent). Consequently, the role of the programmer is that of the bystander. Nota
bene: This does not imply that the difference between driver and bystander ismor-
ally relevant at all. Assuming for now that this difference is relevant, though, we
are now in a position to address the main question of this paper: Would Kant
agree to let the bystander (and hence the programmer) flip the switch?

3 Kant’s Solution to the Trolley Problem

Let me begin with a comment on possible conflicts of duties. According to Foot,
the trolley problem is a situation in which we find ourselves faced with such a
conflict. However, for Kant, such conflicts of duties are not possible. This much
is clear, I think, but it is not evident why this is so. It seems as if Kant argued
for the impossibility of such conflicts by virtue of the very essence of what duties
are: Duties obligate with necessity, and therefore, two duties cannot contradict
each other.15 This seems to be a rather formalistic approach to the problem. Yet it

14 If at all, psychological pressure can only be relevant in legal contexts when it comes to the
question of whether someone who broke the law in a case of (possible) exculpatory necessity
(Notstand) should be punished; cf. Wörner (2019, 45 f.).
15 For the impossibility of conflicting duties, cf. Kant’s Doctrine of Right, MS: 224. – Since, strictly
speaking, a dilemma involves two conflicting binding rules in a specific situation and conflicts of
duties are not possible, the trolley situation, according to Kant, cannot be understood as a dilem-
matic situation in a strict sense. Even though duties cannot conflict, according to Kant, “grounds
of obligation” can. Unfortunately, Kant says next to nothing about what grounds of obligation are
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is possible to develop a further argument on Kantian grounds. To see how, let us
recall the different kinds of duties he discusses: Roughly speaking, there are
wide duties, i. e., duties which come with a certain kind of latitude in obeying
them, and narrow duties without latitude.16 Since wide duties only command
maxims17 and no particular acts, a conflict between wide duties is not possible.
For instance, the wide duty of benevolence cannot contradict the wide duty of
gratitude in a situation in which one can either carry out an act of benevolence
to one person or an act of gratitude to another; both wide duties of benevolence
and of gratitude have latitude that enables one to carry out the specific act of
benevolence (or gratitude) at another time and another place. Furthermore, since
narrow duties are negative duties only commanding omissions, there can be no
conflict of narrow duties either; one can both and at the same time obey the duty
not to murder someone as well as the duty not to steal.18 And since, lastly and
generally speaking, both reasons hold (wide duties have latitude and narrow du-
ties only tell us not to do something), there can be no conflict between a wide
and a narrow duty either.19 Now one could think that the trolley problem strongly

supposed to be and in which sense conflicts between them can arise. There is no consensus in
the literature about these questions either; possibilities range from bare facts to prima facie duties
and a combination of both. According to Timmermann (2013, 48), “a ground of obligation arises
when an agent correctly applies an ethical principle to a concrete case.” “This ground,” he goes
on, “though genuine, can still fail to produce an actual obligation if the agent lacks the means to
further the ethical end in question, e.g. because of some physical, psychological, or moral impos-
sibility”. Timmermann (2013, 43–50) holds that conflicting grounds of obligation are only possible
within the realm of ethical duties (for a different position, cf. McCarty 1991, 69). However, he does
not discuss the possibility of ethical duties being duties of omission, especially not duties of re-
spect (I will get back to this later). For further analysis, cf. McCarty (1991) and Adkins (1999), and,
in a more general approach, Hill (2002). – Note that the trolley situation is also not a case of
moral uncertainty: The alleged conflict can be resolved, or so I shall argue. I shall present a con-
clusive Kantian answer to the question of what to do. In doing so, I will not switch from one level
of argumentation (what is morally obligatory in a specific situation?) to another (what ought we
to do when the answer to the first question is uncertain?); for an overview regarding such a strat-
egy of distinguishing different levels, cf. Bykvist (2017).
16 Cf. Kant’s Doctrine of Virtue, MS: 388–394 and 410–411.
17 The term maxim is of course a highly problematic one. For this purpose, I take a maxim to
be a non-normative, expressive principle of an agent’s practical self-determination.
18 Cf. Timmermann (2013, 45). According to Joerden (1997, 44) and from a legal point of view,
it is not undisputed that there can be no conflicts between negative duties. According to
McCarty (1991, 70 f.), there can be “conflicts of grounds of obligation involving only perfect
duties” when it comes to the duty of civil obedience or the duty to keep promises on the one
hand and the duty not to lie, for instance, on the other hand.
19 For the three options narrow/narrow, wide/narrow and wide/wide, cf. McCarty (1991, 69),
Adkins (1999, 463 ff.).
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suggests that Kant must be wrong, after all, in claiming this impossibility of ethi-
cal conflicts – for the trolley problem shows, it might be argued, that there in-
deed can be conflicts between duties. But as we shall see, this conclusion would
be drawn too quickly.

How would Kant analyze the trolley situation in his own terms, provided
that no conflicts of duties are possible? Given this assumption, we cannot think
of the bystander as having to choose between obeying two different narrow du-
ties, that is, between the narrow duty not to kill five and the narrow duty not to
kill one. Otherwise, the bystander would not be able to obey both duties and so
there would be a conflict of duties.20 Rather, it is possible to interpret the trolley
situation, with Kant, in two ways:
(i) The bystander has to choose between obeying two different wide duties:

saving the five and saving the one. Given the latitude of wide duties, both
actions are permissible; given their permissibility, no conflict is involved (I
call this the wide/wide interpretation).

(ii) The bystander has to choose between obeying a wide duty and a narrow
duty: saving (the five) and not killing (the one). Given the latitude of the
wide duty (to save others) and the narrow and negative character of the
other duty (not to kill), it is morally obligatory to obey the latter, i. e., not to
kill the one. Given the latitude of the wide duty, no conflict of duties arises.
For even though it is, generally speaking, a duty to help others, there is no
obligation to save the five in this particular situation, given the narrow
duty not to kill the one (wide/narrow interpretation).21

20 With regard to the possibly conflicting “grounds of obligation“ (MS: 224) already men-
tioned, one might wonder whether one could indeed interpret the trolley situation as a choice
between not killing the five and not killing the one. Although there is no conflict of duties (for
the general duty not to kill as such does not conflict with any other duty), there could be dif-
ferent grounds of obligation concerning this duty not to kill, i. e., the five, as one such ground,
and the one as the other. – I will not pursue this line of argumentation. Firstly, because it is
not clear at all what those grounds of obligation are. This interpretative problem, however, is
no reason to worry. In fact, secondly and for reasons that will become clear below, it is not
sensible to claim that the bystander kills the five by doing nothing (see below, 200–202).
Thirdly, within Kantian ethics, it is never possible to interpret a choice as one between killing
and killing. Since to kill innocent persons is strictly forbidden, one has to accept one’s own
death before killing someone else (I will get back to this point in detail; cf. also the gallows
man example in KpV: 30).
21 Formally speaking, there is one further possible interpretation of the situation, namely the
narrow/wide interpretation (rather than wide/narrow): The bystander would then have to
choose between not killing the five (narrow) and saving the one (wide). Since this interpreta-
tion is highly implausible, I will leave it aside.
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Option (i), the wide/wide interpretation, is not very promising. The bystander’s
two possible actions would be described as follows. Either the bystander does
flip the switch in order to obey the wide duty to save the five or the bystander
does not flip the switch in order to obey the wide duty to save the one. Note
that it is quite correct to describe the bystander’s action to pull the switch in
order to save the five as an action obeying a wide duty. However, to say that the
bystander saves the one on the track by not flipping the switch is implausible,
for the one, at least in a strict sense, is not in danger at all before the bystander
enters the scene.22 It is not that the one on the track somehow is in danger of
losing his life, and then the bystander shows up and has the option of doing
away with that danger. If there is a danger at all, it arises because of the by-
stander’s possible thought of actually pulling the switch; but there is, as it
were, no danger ante cogitationem.23 Also note that it would be of no help (even
if it might be correct) to say that there are not two wide duties in this situation
but only one, i. e. the general wide duty to help others. For if this is correct, this
one wide duty allows the bystander to choose freely between flipping the
switch or not. If he pulls the switch he chooses to help the five; if he does not
pull the switch, he chooses to help the one. However, the problem remains
even under this interpretation: It makes no sense to say that the bystander
helps the one by not flipping the switch because the one person is not in need
of help, to begin with. To conclude, it is not the case that the bystander has to
choose between helping one and helping five.24

22 According to Kleingeld (2020, 219 f.), the agent has a choice between saving and saving.
However, her line of argument goes into another direction (cf. below, 205–206).
23 For the reasons just given, it makes little sense to argue that all six people, the five and the
one, together make up one endangered group. (Also note that German law rules out the possi-
bility of singling individuals out to die for the sake of the others even in cases of a “Gefahrge-
meinschaft” – in which without intervention all will die, cf. Wörner 2019, 48). Of course, in
some sense, everybody on the tracks is in some danger even when no trolley is near. But this
general kind of danger is different from the concrete danger the five are in or the concrete dan-
ger the one is in after the bystander comes around.
24 Joerden (1997, 45ff.) describes the following case: A father has to choose between saving
his drowning son A and saving his drowning son B; he cannot save both, and if he does noth-
ing, both will die. In this case, Joerden argues, the father is only faced with one duty indeed,
namely the wide duty to help his children (or, generally speaking, to help others). Since he
cannot save both, to save both cannot be a duty. According to Joerden (1997, 47), the father is
obliged by one duty, but two “grounds of obligation”. – For the reason mentioned above, we
cannot interpret the bystander’s situation as similar to this kind of situation. Rather, cases sim-
ilar to that described by Joerden are so-called Taurek cases (in which only duties to help others
are relevant); I will get back to these later.
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Thus, from a Kantian point of view, option (ii), the wide/narrow interpreta-
tion, is the most sensible reconstruction of the bystander’s situation. Since the
latitude of the wide duty (to help others) allows one to refrain from carrying out
the wide duty in this particular case, the narrow duty overrides the wide duty.
Therefore, there is no conflict of duties and it is morally obligatory not to flip the
switch and therefore not to kill the one. Put another way: According to option (ii),
it is not permissible for the bystander to pull the switch in order to save the five.
And of course, this answer to the trolley problem indeed looks very Kantian.
Even if we might not like this result from a systematic, non-Kantian ethical point
of view, it is the result Kantian ethics leads to.

This is the basic outline of the Kantian solution to the preceding trolley
problem. I will now reject three objections and then adduce three additional ar-
guments supporting this interpretation. In the course of this, the Kantian solu-
tion will further be unfolded.

4 The Wide/Narrow Interpretation:
Three Objections

All three objections aim to show that the wide/narrow interpretation of the by-
stander’s situation is wrong. The first two do so by denying the wideness of the
duty concerning the five, although with different arguments. The third objec-
tion argues that the duty concerning the one is not a narrow duty. I will rebut
all three objections.

Objection 1) It is not a wide duty to save the five because there is no latitude.
Since the bystander has no latitude in helping the five, as posited by the objec-
tion, there is no wide duty to help but only a narrow one. The bystander cannot
choose between helping the five now or tomorrow, to a greater or smaller ex-
tent, in this way or another. Given the typical trolley situation, there simply is
no latitude in obeying the (allegedly wide) duty to help the five; if the by-
stander does not flip the switch, the five will die. Since wide duties require lati-
tude and here there is no latitude, there can be no wide duty to help in this
case, and therefore the wide/narrow interpretation cannot be correct. – This ob-
jection overlooks the difference between the general wide duty to help others
and the alleged specific obligation to save the five on the track. Even though
the bystander has the wide duty to help others in general, he is not obliged to
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save the five in the trolley situation.25 Hence, there is latitude in obeying the
general wide duty to help others – it is the latitude of the wide duty that indeed
does make it morally permissible and even necessary to refrain from helping
the five. Since a wide duty does not command specific actions but only maxims,
it is not obligatory for the bystander to help the five. Once again: The point is
not that there is no wide duty; there is, as there always is the wide duty to help
others in need, but this duty does not apply given the specific situation. Thus,
the bystander’s situation includes both a wide as well as a narrow duty; they
do not conflict, but the narrow duty trumps the wide duty.26 (Furthermore, sav-
ing someone’s life certainly cannot be a narrow duty in principle, for then we
would be required to constantly save whosoever’s life.)

However, matters do get more complicated when we dig a little deeper into
Kant’s distinction of duties. There are at least two problems: First, although Kant
claims that all ethical duties (which the Doctrine of Virtue allegedly consists of) are
wide duties that come with latitude,27 we do find negative duties (perfect duties) in
the Doctrine of Virtue as well, such as the prohibition of suicide or lying, for instance,
and as negative duties, they seem to lack any latitude. Given the rather strong and
repeated claim of Kant’s that ethical duties are wide duties, there has to be a way to
think of those negative duties in the Doctrine of Virtue as wide duties, too – or else
Kant’s distinction between wide and narrow duties on the one hand and between the
duties of the Doctrine of Right and the Doctrine of Virtue on the other would make no
sense whatsoever. Therefore, we must argue that not all negative duties are narrow
duties.28 Very briefly: There is (i) not only a casuistry for duties of commission (imper-
fect duties), but also for negative duties29 – and since casuistry, if taken seriously,
requires latitude, negative duties that allow for a casuistry seem to be wide. (ii)
Kant repeatedly stresses that ethical duties as such, i. e. including negative or im-
perfect duties, only command maxims, which also implies that they are wide

25 For the distinction between duty and obligation, cf. also Timmermann (2013, 42 f.) and
McCarty (1991, 68). Duty refers to the general duty before its application, obligation means the
duty applied to a specific situation.
26 I will sometimes speak of the wide duty concerning the five even if there is no duty concern-
ing the five in the strict sense but only the general duty to help others.
27 Cf. Kant’s Doctrine of Virtue, MS: 390.
28 It is tempting to understand all legal duties as narrow duties and thereby as negative du-
ties (cf. Mieth/Bambauer 2018, 116). However, with regard to the Ulpian formulas (MS: 236 f.),
things might be more complicated. The third of these formulas, for instance, is not a negative
one: “(If you cannot help associating with others), enter into a society with them in which
each can keep what is his (suum cuique tribue).“
29 Kant speaks of “casuistry” (MS: 411) as well as of “casuistic questions” (MS: 423). For casu-
istic questions regarding the duty not to commit suicide, cf. MS: 423 f.
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duties with latitude.30 (iii) Kant at least at one point puts emphasis on his claim
that negative duties can indeed be of a “wide obligation”.31 – In light of these
distinctions, I take the duty not to kill other persons (which applies regarding the
one on the track) to be a narrow duty, that is, as a legal duty of omission. Given
that all legal duties are also “indirectly ethical“ duties (MS: 221), one can also
consider it as a negative, ethical duty (parallel to the duty not to kill oneself).

The second problem with Kant’s system of duties is the following. One
might think that even for Kant wide duties must be able to be narrowed down,
so to speak. For instance, someone who has the general wide duty to help
others has to help a drowning child if nothing else speaks against the act of
helping; there is no latitude. The crucial point, however, is that wide duties re-
main wide even if in a specific situation there is only one action that is to be
carried out. The fact that the wide duty, in a specific situation, must be realized
through a specific act does not dispute its wideness, because the wide duty re-
mains open to other acts in other situations.32 In any case, the trolley situation
is by no means similar to that of the drowning child. For there is a reason not to
save the five (to wit, the one on the track), whereas there is no reason whatso-
ever not to save the drowning child.33 To save someone’s life is to fulfill a wide
duty, and this is also true in the bystander’s situation. The wide/narrow inter-
pretation remains undefeated.

Objection 2) Not flipping the switch really is killing the five. According to the second
objection, the wide/narrow interpretation is wrong since not to pull the switch is
tantamount to killing the five, and since killing is strictly prohibited, it cannot be a

30 Cf. Kant’s Doctrine of Virtue, MS: 410, for instance.
31 Cf. Kant’s Doctrine of Virtue, MS: 394.
32 Perhaps, one could say, as Mieth/Bambauer (2018, 122, my own translation) suggest, that a
wide duty “articulates both an imperfect and a perfect duty, depending on the specific context:
It is a perfect duty only if the life of the other is at stake, but otherwise meritorious in the
sense of morally desirable”.
33 With regard to situations in which someone could save a child’s life by committing a minor
crime such as stealing something from a supermarket, for instance, Mieth/Bambauer (2018,
117) maintain the following: One can either argue that the wide (ethical) duty to help others
turns into a narrow (legal) duty, or that the wide ethical duty trumps the legal duty. I would
submit, however, that both options seem to run afoul of Kant’s system of duties. As opposed
to supermarket situations, it seems quite obvious that killing the one cannot be considered a
minor crime; also, Kant would not even allow minor crimes to be committed in order to bring
about something good. The question of whether minor crimes could be exculpatory on Kantian
grounds is difficult to answer. Kant holds: “Yet there could be no necessity that would make
what is wrong conform the law.” (MS: 236) Unpunishable actions (cf. MS: 236,1 f.) are to be
distinguished from actions that might be exculpatory. I cannot get into this here.
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wide duty to save the five. – This objection is not convincing either. Not flipping
the switch is not tantamount to killing the five, at least not in a morally relevant
sense. I shall argue that this is not only true for the bystander but also for the
driver of the trolley. Although most philosophers like Foot or Thomson typically
assume – and do so without much ado – that the driver kills the five by not pulling
the switch because he started the trolley (and here killing is supposed to be morally
relevant killing, i. e., killing which violates negative duties),34 this assumption is
flawed or by no means indisputable. Rather, the fact that the driver started the trol-
ley is irrelevant.35 Let me draw an analogy: Think of someone who starts his non-
autonomous car and drives up to the main road with regular speed. Suddenly, a
young boy riding his bike crosses the street out of the blue, leaving the driver no
chance whatsoever to swerve; the boy dies from the crash. Did the driver kill the
boy? Given that the driver wasn’t speeding, that he wasn’t under the influence,
given that he drove his car cautiously and so on, we would not say that he killed
the boy, at least not in a morally relevant way. Of course, the boy is dead (he surely
got killed), and of course there is a causal relation between the driver and the
boy’s death; the boy would not be dead if the driver had not gotten out of bed that
morning. But the driver neither killed the boy intentionally or deliberately (he did
not want to see the boy dead) nor acted negligently. So even if on occasion legal
scholars or philosophers indeed say that A killed B although it was in no way A’s
intention or fault,36 such a killing is not a morally relevant killing. (As a matter of
fact, it seems to me that we should not say that the driver killed the boy even if we
mean this in a morally neutral way; rather, we should say that the boy died in an
accident.) And so just like the driver of the car, the driver of the trolley also does

34 See above, footnote 11. Thomson (1985, 1398) states the following: “[. . .] we might well
wish to ask ourselves what exactly is the difference between what the driver would be doing if
he failed to turn the trolley and what the bystander would be doing if he failed to throw the
switch. As I said, the driver would be driving a trolley into the five; but what exactly would his
driving the trolley into the five consist in? Why, just sitting there, doing nothing! If the driver
does just sit there, doing nothing, then that will have been how come he drove his trolley into
the five. [paragraph] I do not mean to make much of that fact about what the driver’s driving
his trolley into the five would consist in, for it seems to me to be right to say that if he does not
turn the trolley, he does drive his trolley into them, and does thereby kill them.“ Yet it is obvi-
ous that this is not really an answer to the question posed by Thomson herself. She does not
account for the difference between the driver and the bystander; she simply assumes that the
driver commits an act of killing whereas the bystander does not.
35 A similar proposal is made, albeit very sketchily, by Mannino/Mukerji (2020, 106).
36 I am grateful to Reinhard Merkel for helpful comments regarding the legal context. –
Thomson (1991, 289) holds: “[. . .] if an event that consists in the fall of Y on X kills X, then it
follows that Y killed X, whatever Y may be”.
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not kill the five in a morally relevant way by doing nothing; he neither wants to
kill the five nor is it his fault that something went wrong with the trolley. At first
sight, the difference between the driver of the car and the driver of the trolley ap-
pears to be that the latter has an alternative, i. e. he could turn the trolley, whereas
the former has no alternative (or so we assumed). But it is important to see that the
driver of the trolley has, on second thought, no alternative either. For the only
thing he could do is something which violates a narrow duty. Within Kantian
ethics, to violate a narrow duty is not an option one may consider if one wants to
do what is morally right. It is not permissible for the driver to turn the trolley; in-
stead, he is obliged not to turn the trolley in order not to kill the one. Unlike the
driver of the car, who is not even in a position to carry out an action that would
save the boy, the driver of the trolley is (physically, as it were) in a position to
carry out an action that would save the five; but this action is prohibited. It is im-
portant to stress that this is exactly what he is doing: he does not turn the trolley
in order to fulfill his duty not to kill the one. Since he is not morally free to do
otherwise, what he does cannot be described as killing the five (for again, a duty
can only be neglected when the person who acts has a permissible alternative to
choose). Note, too, that if there were no switch to be pulled in the first place, so
that the five would inevitably die, neither the driver nor the bystander would kill
the five (in a morally relevant way). Differently from what Foot assumes, the driver
of the trolley does not have a choice between killing and killing; by not turning the
trolley, he does not kill the five in a morally relevant way. Since this is true con-
cerning the driver, it is all the more true that the bystander does not kill the five by
doing nothing. This leads to an important point: There is no morally relevant differ-
ence between the driver of the trolley and the bystander. Neither has a choice be-
tween killing and killing: rather, both must choose between saving and killing.37

Thus, to come back to the role of the programmer, it does not make any relevant
difference whether we parallel the programmer of an autonomous vehicle with the
driver of the trolley or the bystander. In Section 2, I pointed out that this question
of whether the programmer is to be identified with the driver or the bystander is a
question that deserves serious attention, for it could have made a difference. We
now see, however, that the difference is actually irrelevant. Both driver and by-
stander have a choice between saving the five and killing the one. Not saving the
five is not tantamount to killing the five. The wide/narrow interpretation remains
undefeated.

37 Kamm (2016, 58), for instance, also holds that the question of how the trolley was turned is
more important than the question of who turned the trolley.
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Objection 3) It is not a narrow duty not to flip the switch because flipping the switch
does not mean to kill the one. Given that whoever pulls the switch does not want
to see the one dead but save the five (and would, if possible, do the latter without
doing the former) – the objection goes – to flip the switch is not tantamount to
killing the one (again, in a morally relevant way). So after all, it might as well be
permissible to pull the switch because pulling the switch does not violate the
narrow duty not to kill (since it does not mean to kill the one). – However, the
opposite is true: To flip the switch does indeed mean to kill the one. One alterna-
tive to saying that one has a narrow duty not to kill the one would be to say that
one has a wide duty to save the one. However, this option is null since the one
on the track is, as described above, not in danger in a strict sense before someone
thinks about turning the trolley; therefore, saving does not fit the situation. Now,
and most importantly, the most obvious way to reinforce the thesis that flipping
the switch is not tantamount to killing the one is the Doctrine of Double Effect
(DDE). Suppose someone argues the following: Since we are confronted with a
situation in which, firstly, the act itself (flipping the switch) is permissible, sec-
ondly, the negative effect (the death of the one) is not directly intended, thirdly,
the death of the one is not a means to saving the five, and, finally, the negative
effect stands in an adequate relation to the positive effect, the DDE applies and
therefore it is permissible to flip the switch to save the five even though it will
lead to the death of the one.38 ‒ However, there is no room for the DDE in Kant’s
ethics. Even if we ignore the severe systematic problems of the DDE,39 it is not
possible to deploy the principle in accordance with Kantian theory for two rea-
sons. (i) As far as I can see, there is no direct reference to the DDE in Kant’s (pub-
lished) writings; if it did play any substantial role in Kant’s ethics, one would
expect it to show up at least in his main works. While self-defense is a classical
Aquinian example for implementing the DDE, Kant does not refer to the DDE
when he discusses that topic (according to Kant, self-defense leading to the ag-
gressor’s death is only permissible when someone is confronted with an unjust
aggressor; it is not permissible to kill an innocent person to save one’s own life –

38 For this classical version of the DDE, cf. Mangan (1949, 43). – Note that the DDE, strictly
speaking, is not meant to show that the killing of a person can be permissible. Rather, if at all,
the DDE is supposed to show that it can be permissible to carry out an otherwise morally neu-
tral action (in this case, flipping the switch) leading to the death of a person.
39 Among other things, it seems impossible to determine what exactly the so-called act in it-
self is (since every act must have an end, according to Kant, this problem might especially
arise for Kantian ethics). Furthermore, the relevance of the underlying distinction of intended
and merely foreseen harm can be questioned, of course. For the last point, cf. for instance
Thomson (1991, 292–296).
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I shall come back to this below).40 (ii) The DDE is in contrast with the very spirit
of Kantian ethics; the fourth condition is especially unsuited to Kant’s thoughts.
There never can be an adequate relation between good and bad effects when per-
sons, i. e. human beings endowed with dignity are concerned. One cannot weigh
the worth of five persons against the worth of one person (I shall elaborate on
this thought below). All in all, pulling the switch does indeed violate the narrow
duty not to kill the one. The wide/narrow interpretation remains undefeated.

Excursus: The loop case. Thomson (1985, 1401–1403) created the loop case
to show that the trolley problem cannot be solved by referring to the Kantian
principle not to use another person merely as a means. In the loop case, Thomson
says, it is permissible to flip the switch although the one on the other track, the
large man who gets killed as a consequence of pulling the switch, is used as a
means to save the five (because the track with the one and the track with the five
circle back in a loop so that the five would be killed regardless of the switch’s
position, were it not for the large man whose body could stop the trolley). ‒ Let
me take up three points here: First, it is important to see that in debates initiated
by the loop case, two elements are somehow intertwined: the DDE and the Kant-
ian principle not to use another person merely as means. As we have seen above,
the Kantian principle is, at least in some sense, one element of the DDE, to wit,
that the bad consequence (the death of the one) must not be a means to save the
five. Given this conjunction of the DDE and the Kantian principle, the following
is true: To hold that it is permissible to flip the switch in the loop case (even
though the death of the one is a means to save the five) implies that the Kantian
principle not to use another person merely as means is violated or rather refuted –
and a fortiori so is the DDE.41 Yet the fact that the Kantian principle is indeed
(in some sense) part of the DDE does not show that Kant embraces the DDE.

40 There is no consensus concerning the question of whether the DDE does go back to
Thomas Aquinas (cf. again Mangan 1949). For the Aquinian example of self-defense, cf. his
Summa Theologica (II–II, Qu. 64, Art. 7). Cf. Kant, MS: 235 f., TP: 300. ‒ According to Byrd,
Kant refers at one point (MS: 336) to the so-called “actio invita (the reluctant act)” (Byrd, 2015,
2299, my own translation) which, he says, is discussed by Achenwall and goes back to Aristo-
tle’s thought on mixed acts. However, since Byrd only refers to this single passage of Kant’s,
this linkage seems to require some more evidence. Also, the context of this utterance of Kant’s
is the topic of duels, that is, a context in which the person to be killed is not innocent but has
harmed the other. The agent’s innocence in moral relations is crucial here; I will get back to
this shortly.
41 Thomson does not refer to the DDE in her discussion of the loop case. However, she does
reject the DDE (see Thomson 1991, 292–296). ‒ Kamm (2007, 91–129) famously tried to save the
DDE at least in some sense with the introduction of the Principle of Triple Effect and her dis-
tinction between doing something in order to and because of (which others were quick to
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For, as mentioned above, the DDE contains other elements which Kant indeed
rejects.42

Second, Pauline Kleingeld recently argued that, as a matter of fact, turning
the trolley in the loop case does not necessarily go along with using the one
merely as a means even on Kantian normative grounds. It all depends, she ar-
gues, on how the bystander relates to the one in his thinking about how to act.
Unlike the case with the large man and the bridge, in which pulling the switch
clearly implies using the one merely as a means, in the loop case – she says – it
is only possible but not necessary to use the one merely as a means. Rather, the
bystander could set himself the end of saving the five, but not by using the one
as a means, although he knows that the one would ultimately stop the trolley.
From this perspective, the one does not “enter into her [the bystander’s] reason-
ing as a means” (Kleingeld 2020, 220). However, Kleingeld’s argument seems
flawed. For one thing, she describes the decision at stake as one between saving
and saving and not as one between killing and killing (as Foot and Thomson do)
or saving and killing (as Kant does, or so I claim).43 For another, and most im-
portantly, it is quite hard to see what her argument actually is. She admits that
the bystander knows that it is the one who will stop the trolley. But simply say-
ing that this functional role of the one does not enter into the bystander’s rea-
soning does not prove that this way of reasoning is sensible. If the agent knows
the one is, objectively speaking, the means to save the five (if he were not on
the track, switching the track would not make any sense), just saying that
nonetheless and somewhat mysteriously, the one does not enter into the by-
stander’s reasoning as a means is neither a good account of what actually hap-
pens nor a good representation of what goes on in the bystander’s mind.
Kleingeld describes what she thinks is the morally permissible maxim of the
bystander in the loop case as follows: “[. . .] either I let the trolley continue
towards the five, which will save one life, or I divert it towards the heavy
man, which will kill him but save five lives” (2020, 220). Since there is no
mention of the large man as a means, he is not used as a means from the

criticize). However, Kamm does not fully embrace the principle herself. For a critique of
Kamm’s position, cf. Otsuka (2008). Otsuka (2008, 107–110), by the way, is one of few philoso-
phers that entertain doubts about the question of whether it really is permissible to flip the
switch in the loop case.
42 Here I concur with Parfit (2017, 382 f.), who makes exactly the same point; he also shares
the opinion that the DDE is of no relevance for Kant. In discussions about the DDE, Kant is
rarely mentioned and only with regard to the principle not to use another person merely as
means. For instance, in his recent book on the DDE, Černý (2020, 99) mentions Kant once, but
only to refer to the prohibition of using someone merely as a means.
43 Kleingeld (2020, 219 f.).
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agent’s perspective, she says. However, it is not clear why we should not be
able to describe the bystander’s maxim in the case with the large man and
the bridge in a similar way. For we could very well describe the bystander’s
maxim in the footbridge case as follows: either I let the trolley continue to-
wards the five, which will save one life, or I throw the large man down the
bridge, which will kill him but save five lives. Here, too, there is no mention of
the large man as a means, but from this it does not follow that it makes
sense to say that from an internal perspective, he is not used as such. Put
another way: It is not, at least not generally speaking, up to an agent’s rea-
soning whether he does use someone (merely) as a means or not. Without
there being a man on the loop’s tracks, pulling the switch would not make
any sense.

Third, even though loop discussions are, of course, quite enlightening,
they are irrelevant for the question to be answered in this paper. For reasons
that have been already laid out and will be further developed in due course,
Kant would not permit flipping the switch, neither in the original trolley case
(both for the driver and for the bystander) nor in the loop case. Indeed, it looks
as if, for Kant, there is a short-cut answer to what I have called the prevalent
trolley problem (the question of why turning the switch is permissible in some
cases but not in others): this problem does not arise to begin with, given Kant’s
answer to what I have called the preceding trolley problem (the question of
whether it is permissible to turn the trolley in the original case). One may not
and never pull the switch; therefore, the question of why one may pull the
switch in some cases but not in others simply does not arise.

5 Unfolding Kant’s Solution: Three Additional
Arguments

Having cleared these three objections out of the way, it seems not only possible
but quite plausible to interpret the trolley situation in terms of the wide/narrow
interpretation, which implies that whoever is in charge of the switch is obliged
not to turn the trolley. I will now present three additional arguments to support
this view. This will also help to further unfold the Kantian solution to the pre-
ceding trolley problem.

Additional argument 1) The maxim not to turn the trolley is universalizable on the
basis of the principle of universalization. The categorical imperative (CI) is the
central tool of Kantian ethics and supposed to be a procedure for testing the
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universalizability of maxims (if a certain maxim is universalizable, the action in
question is at least morally permissible). I shall now show that the maxim not
to pull the switch is universalizable. Since testing a maxim presupposes having
phrased an appropriate maxim in the first place, we have to ask: What maxim
adequately describes the act of not flipping the switch? Of course, this is a
question that touches on a lot of subjects and further questions, so I have to
focus on some well-chosen aspects.

Let me begin with two questions, one rather basic and one somewhat specific:
What is Kant’s account of acts? And since the act in question is not to pull the
switch: Are omissions acts?44 Very briefly, the answer to both questions is this:
According to Kant, a “deed” (MS: 223) is a free and accountable act under the
moral law which as such can only be performed by free, autonomous subjects ca-
pable of active and passive moral obligation (persons). A person acting in this
sense is the author of a deed’s results and therefore accountable for them.45

Since the CI is supposed to be (also) a procedure showing which duties we have
to fulfill, and since a duty can be positive (a duty of commission, i. e. a duty to
do something) as well as negative (a duty of omission, i. e. a duty not to do some-
thing), omissions can also be deeds, at least when it comes to negative duties.46

So to refrain from doing something that is prohibited by the moral law is a deed:
“All moral omissions are negative actions and therefore not a lack of actions: but
real actions realiter opposed to the positive actions“ (PPH: 9). This understand-
ing of omissions fits quite well with Kant’s concept of what it means to obey the
moral law. To act from duty means to act as our noumenal self tells us to and
thus to resist our selfish inclinations. Not to perform an act we feel inclined to
carry out means doing something, to wit, actively resisting these inclinations out
of respect for the moral law.47 If someone feels the strong need to lie to his

44 Cf. in more detail, Schmidt/Schönecker (2017, 136–148).
45 “An action is called a deed insofar as it comes under obligatory laws and hence insofar as
the subject, in doing it, is considered in terms of the freedom of his choice. By such an action
the agent is regarded as the author of its effect, and this, together with the action itself, can be
imputed to him, if one is previously acquainted with the law by virtue of which an obligation
rests on these” (MS: 223).
46 As stated above, Kant distinguishes between wide and narrow duties. Wide duties can be
either positive duties (as the duty to be benevolent; cf. §§ 29–31 of the Doctrine of Virtue) or
negative duties (as the duty not to kill oneself, for instance; cf. § 6). We have only duties to
persons, either to oneself or to other persons (Kant also speaks of duties with regard to nature,
animals and God which are really duties to oneself; cf. §§ 16–18 of the Doctrine of Virtue).
47 Cf.: “By contrast, imagine a human being who fails to help someone whom he sees in dis-
tress and whom he could easily help. There is a positive law to be found in the heart of every
human being, and it is a law which is present in this man’s heart as well; it commands that we
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spouse but decides not to lie because it would be the wrong thing to do, he acts
out of respect for the moral law. Thus, omissions are or at least can be deeds,
and not to flip the switch clearly is an omission, and as such a deed.

To formulate an adequate maxim we must clarify what exactly the deed
under consideration, understood as an omission, consists in: Is it (a) simply not
pulling the switch without further qualification? Is it (b) not flipping the switch
and thus letting five die (we already ruled out that whoever does or does not
turn the trolley kills the five in a morally relevant way by not pulling the
switch)? Or is it (c) not flipping the switch and thus not killing the one (recall
that pulling the switch is tantamount to killing the one)? It is undisputed that
deeds cannot only consist in the physically (not) carried out movement, and
since every deed, according to Kant (MS: 385), has an end which essentially
constitutes the deed by the maxim the subject is determined through, it cannot be
option (a). Thus we are left with options (b) and (c), and then the question is:
What is the end of a person who does not turn the switch? Of course, that de-
pends precisely on which end she sets. Given the typical trolley situation, it is
taken for granted that it is nobody’s end to let the five die (they are nobody’s ene-
mies, or whatever). Therefore, option (b) is eliminated as well and option (c) is
the correct specification of the maxim: “I do not flip the switch in order not to kill
the one”.48 Again, as an act of omission, the end is to prevent something from
happening (killing the one); killing the five is not part of the deed. Of course, the
maxim just formulated looks quite unproblematic. But what about the maxim “I
do not pull the switch in order not to kill the one knowing that five will die”? Is
this maxim also universalizable? Or, to put it another way: Even if it is, generally
speaking, true that not to kill someone is a narrow duty, could it be permissible or
even morally obligatory to kill someone in a very specific situation in which the
act of not killing elsewise would lead to even more harm (the death of five)?

love our neighbour. In the present example, the law must be outweighed. For this omission to
be possible, it is necessary that there should be actual inner action arising from motives.’ This
zero is the consequence of a real opposition. And it really does initially cost some people a
noticeable effort to omit performing some good, to the performance of which they detect
within themselves positive impulses. Habit facilitates everything, and this action is in the end
scarcely noticed any longer“ (NG: 183). And: “Both omission and commission are actus of free-
dom. In the moral sense, they are both called acts, although omission is not an act in the psy-
chological sense. In the moral sense, everything that has a motive [Bewegungsgrund] is an
act. Omitting something for a moral motive [Bewegungsgrund] is just as much an action as
doing something; for example, not taking revenge on someone who has offended us is really
more difficult than taking revenge” (PPH: 128).
48 From another perspective, we already came to the same result above; see p. 202.
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This leads to a notorious allegation that has often been brought up against
Kant’s ethics – his deontological rules were too rigorous. Let us have a look at
the prohibition of lying and a well-known example related to it. Suppose Peter,
who lives in Germany in 1942, harbors ten Jews and lets them hide in his attic.
One night, some SS-men ring the bell, searching and asking about Jews. Is it per-
missible for Peter to lie to the SS-men, telling them he does not know any Jews at
all? Since for Kant lying is prohibited in each and every case, the answer seems
to be no. But this, the critics say, cannot be right; it cannot be right to let the
Jews die if the only thing to do to avoid it is to lie to evil Nazis. But regardless of
the question of whether it is indeed morally obligatory to lie or not, it is true that
for Kant the answer is indeed that we must never lie, without exception. This
holds both from a legal as well as from an ethical point of view.49 As stated in
the Doctrine of Virtue, not to lie is an ethical duty to oneself since lying (to others
or to oneself) involves “an end that is directly opposed to the natural purposive-
ness of the speaker’s capacity to communicate his thoughts, and is thus a renun-
ciation by the speaker of his personality” (MS: 429); as famously stated in On a
Supposed Right to Lie from Philanthropy, not to lie is “a duty of right” (VRML: 427
fn.) since lying “makes the source of right unusable” (VRML: 426). It is crucial for
both the moral and the legal context that the wrongness of lying is independent
of the harm to others that might be caused by a lie. With regard to another exam-
ple, Kant concedes in On a Supposed Right to Lie from Philanthropy:

[. . .] if you have by a lie prevented someone just now bent on murder from committing
the deed, then you are legally accountable for all the consequences that might arise from
it. But if you have kept strictly to the truth, then public justice can hold nothing against
you, whatever the unforeseen consequences might be. It is still possible that, after you
have honestly answered “yes” to the murderer’s question as to whether his enemy is at
home, the latter has nevertheless gone out unnoticed, so that he would not meet the mur-
derer and the deed would not be done; but if you had lied and said that he is not at
home, and he has actually gone out (though you are not aware of it), so that the murderer
encounters him while going away and perpetrates his deed on him, then you can by right
be prosecuted as the author of his death. For if you had told the truth to the best of your
knowledge, then neighbors might have come and apprehended the murderer while he
was searching the house for his enemy and the deed would have been prevented. Thus
one who tells a lie, however well disposed he may be, must be responsible for its conse-
quences even before a civil court and must pay the penalty for them, however unforeseen
they may have been [. . .]. (VRML: 427)

49 However, given that ethical duties are supposed to have latitude (cf. MS: 390), that the
prohibition of lying is an ethical duty, and that there is a casuistry concerning lying, things
could be more complicated.
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Someone who tells the truth is not responsible for bad consequences that possi-
bly might occur; for it might be the case that these consequences change or van-
ish. On the contrary, someone who does not tell the truth is responsible for all
consequences. Again, things could change and his lie could also cause harm:50

“It was merely an accident (casus) that the truthfulness of the statement harmed
the resident of the house, not a free deed (in the juridical sense)” (VRML: 428).51

Lying is wrong – regardless of the consequences.
Can the same be said about killing? Unfortunately, neither the Doctrine of

Right nor the Doctrine of Virtue explicitly contain a specific duty not to kill
other persons (there is only the prohibition of suicide in § 6 of the Doctrine of
Virtue). Here we do not have to address the question of why Kant does not ex-
plicitly treat homicide as such. In any event, the moral demerit of killing other
persons is not as far-reaching as the demerit of lying. For it is beyond doubt
that, on Kantian grounds, murderers have to be punished and even be sen-
tenced to death.52 Although it is always prohibited to kill innocent persons, this
is not true for persons who have committed a severe crime.53 Since all legal du-
ties are ethical duties, too, to kill innocent persons is always wrong, both le-
gally and ethically. As a matter of fact, Kant explicitly states that it is wrong to
kill another innocent person even when one’s own life is at stake: Discussing
the famous Plank of Carneades, Kant holds that it is not permissible to push
another innocent person off the swimming plank in a situation in which the
only way to survive is to stick to the plank.54 While such behavior is “unpunish-
able“ (unstrafbar), it is “not [. . .] inculpable“ (nicht unsträflich; MS: 236) – it is
wrong to push an innocent person down the plank thereby causing his death

50 To some extent, this line of reasoning runs contrary to the trolley cases because in these it
is assumed that the five (or the one) will undoubtedly die.
51 This is also what Kant says in the casuistry of the Doctrine of Virtue regarding a slightly
different, but similar case: “For example, a householder has ordered his servant to say ‘not at
home’ if a certain human being asks for him. The servant does this and, as a result, the master
slips away and commits a serious crime, which would otherwise have been prevented by the
guard sent to arrest him. Who (in accordance with ethical principles) is guilty in this case?
Surely the servant, too, who violated a duty to himself by his lie, the results of which his own
conscience imputes to him.” (MS: 431).
52 Cf. Kant’s Doctrine of Right, MS: 332–337.
53 Kant also discusses at least two further cases of killing in this regard. Both concern “the
feeling of honor” (MS: 336), firstly in the case of a mother killing her illegitimate child and
secondly in the case of duels. These cases are difficult to understand. Nevertheless, Kant
seems to say that these acts of killing are wrong and must be punished under ideal legal con-
ditions. The only question that arises is whether the state has reached a level of justice that is
close enough to these conditions so that capital punishment is justified.
54 Cf. MS: 235 f., TP: 300. Cf. Hruschka (1991, 8 ff.).
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(note that in a case of self-defense, the situation is different since the other per-
son is not innocent). This is why Kant writes: “[. . .] not to take the life of an-
other who is committing no offense against me and does not even lead me into
the danger of losing my life is an unconditional duty” (TP: 300, fn.).

Now let us go back to the trolley case. Since it is presupposed that there are
no relevant differences between the persons involved in the trolley case, it is
crucial that the one on the track is an innocent person. Also, the life of the per-
son flipping the switch is not at stake, so it is no case of “right of necessity“
(MS: 235). This leads to the inevitable conclusion that pulling the switch and
thus killing the one cannot be permissible. To kill the one person on the track is
wrong, regardless of the consequences.

So far, so good. But we still have to test the maxim not to flip the switch in
a strict sense. As we know, there are different formulas of the CI. I will concen-
trate here on the principle of universalization (“act only in accordance with that
maxim through which you can at the same time will that it become a universal
law”, GMS: 421).55 The universalization of the maxim under consideration leads
to the following formulation:

It is a universal law that all rational beings in a trolley situation decide not to flip the switch
in order not to kill one innocent person, despite knowing that five other innocent persons
will die.

As Kant holds in GMS: 424, we have to check for so-called contradictions in con-
ception or contradictions in willing to see whether a maxim is universalizable or
not, whereby those different contradictions are said to somehow correspond
with perfect and imperfect duties.56 Can I will without contradiction that it is a
universal law that all rational beings must decide not to kill one innocent per-
son even though doing so would save five others? Well, as opposed to the case
concerning potential suicide out of selflove and also different from the cases
concerning false promises or lying in general, there seems to be no obvious
contradiction here.57 Of course, this answer is not as satisfying as it could be,

55 For a discussion of the different formulas of the CI, cf. Allison (2011, 176–236) and Schö-
necker/Wood (2015, 122–172).
56 I shall not discuss the question of whether the distinction between perfect and imperfect
duties is on all fours with the one between narrow and wide duties or the one between nega-
tive and positive duties.
57 Cf. GMS: 421 ff. and 429 f.
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but that is due to the fact that the whole procedure of testing maxims is prob-
lematic and often said to be malfunctioning.58

Let us think for a moment about the universalizability of the alternative
maxim “I do flip the switch in order to save the five, knowing that I will thereby
kill one innocent person”. There appears to be a contradiction between killing
and the general prohibition of killing innocent persons as described above
(which would be circular), or between killing and the required respect for
beings with dignity, but I submit that this is not fully convincing either. As we
worked out above, to kill innocent persons is forbidden, according to Kant; but
that is one thing to say. Another thing to say would be to point to a specific
contradiction, where this contradiction is supposed to be the reason for the pro-
hibition in the first place. This too shows that Kant’s idea of testing maxims is
burdened with difficulties. However, there is no obvious problem with the uni-
versalizability of the maxim not to flip the switch.

Additional argument 2) The maxim not to turn the trolley is universalizable on the
basis of the principle of humanity. Kant’s principle of humanity (“So act that you
use humanity, whether in your own person or in the person of any other, always
at the same time as an end, never merely as a means”; GMS: 429) commands not
to use a person merely as a means. At first sight, it is quite obvious that the
death of the five is in no way a means not to kill the one and a fortiori the five
are not used merely as a means (by the same token, the death of the one is not
a means to save the five since the five would also be saved by flipping the
switch without there being anyone on the other track). However, things get
more complicated once two different interpretations or rather aspects of the for-
mula of humanity are distinguished. First, it is not permissible to use someone
only as a means in a direct way (it is not permissible to throw the large man
down on the tracks to stop the trolley). In this sense, no one is used as a mere
means in the original trolley case, regardless of whether the switch is flipped or
not.59 Second, it is not only not permissible to use someone as a means, but it
is also not permissible to carry out actions that do not do justice to a person’s
unconditional worth, that is, to his or her dignity. In this (second) sense, some-
one is also used as a mere means when he is not treated with the appropriate

58 For a critique of the procedure of universalization and testing maxims, cf. Schönecker/
Wood (2015, 125–141).
59 However, according to Welzel (1951, 51 f.), the bystander has to pull the switch although he
thereby does something wrong (“[. . .] the perpetrator must inescapably accept lesser moral
guilt in order to escape greater guilt”). Welzel refers to Kant’s formula of humanity to show
that the bystander uses the people on the track as means when he pulls the switch (but still,
he claims, it is the right thing to do).
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respect he deserves.60 In the Groundwork, after having presented the formula of
humanity, Kant discusses four examples, the last two of which undergird this
interpretation: It is neither permissible not to cultivate one’s own talents nor is
it permissible to refrain from promoting other people’s happiness; in the con-
text of these examples, it is striking that Kant does not speak of not using any-
one merely as a means. Rather, he states: “[. . .] with respect to contingent
(meritorious) duty to oneself, it is not enough that the action does not conflict
with humanity in our person as an end in itself; it must also harmonize with it”
(GMS: 430). Recall that saving or helping others is only a wide duty with certain
restrictions: It is not permissible to promote another person’s happiness when
the other person’s ends are immoral61 or when the promotion of the other per-
son’s happiness is, or involves, a violation of a narrow duty. Flipping the
switch, however, means violating the duty to respect the dignity of the one, for
not to kill is a narrow duty. Therefore, not pulling the switch does not violate
the formula of humanity interpreted in that second way either. The respect one
owes to the dignity of the five is not neglected if one decides not to flip the
switch. (Furthermore, one violates the formula of humanity by attributing a
greater worth to the five than to the one; I will discuss this argument below.)
The maxim not to pull the switch remains morally permissible.

Additional argument 3) Numbers are irrelevant: dignity and deontology. Let us
now imagine the trolley situation with different numbers. Suppose there is a
choice between watching the trolley hit just one (rather than five) by driving
straight on and flipping the switch, leading to the death of one other person.
Would Kant concur with pulling the switch in this case? It seems clear to me that
he would not, and the reason for this is Kant’s concept of dignity as an absolute
value and his deontological approach to ethics. In light of this deontology, it is
not possible to offset beings that possess dignity against other such beings.62 As

60 Cf. for this distinction Mieth (2014, 17) and, with reference to Thomas Hill (1980), Mieth
(2018, 118–122).
61 Cf. MS: 388 where Kant says that one must only promote the happiness of other beings by
making their ends one’s own, provided that their ends are “permitted”.
62 Incidentally, this is also what the German jurisdiction says with a strong reference to Kant,
cf. Wörner (2019, 43 f.; my own translation) with regard to a slightly different case: “The justifi-
cation [of pulling the switch] fails, however, because the good to be preserved [Erhaltungsgut]
(life of the persons on the train) does not substantially outweigh the good to be intruded [Eing-
riffsgut] (life of the three workers). According to the prevailing opinion, human lives cannot be
weighed against each other, neither according to their quality (track workers against train pas-
sengers) nor according to their quantity (50 against 3); rather, each individual human life
stands on its own.”
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famously stated in GMS: 428, beings that possess dignity have an absolute value
and no prize.63 One can weigh them neither against other things, nor against
other beings with value; there is no “scale” of dignity.64 One cannot sacrifice one
person for another, and this is also why one cannot sacrifice one person for five
others – numbers do not count. Otherwise, the distinction between deontology
and consequentialism would blur at least to some extent.65

The impossibility of weighing a certain number of beings with dignity against
another number is further illuminated by taking into account so-called Taurek
cases.66 These are cases in which a subject has to choose between saving a rela-
tively small number of people (or even just one person) or saving a larger number
of people; it is presupposed that both options only differ by their numbers. Impor-
tantly, such cases are different from trolley cases because the subject has to
choose between helping and helping; as opposed to the one in the trolley case, all
persons in Taurek cases are already endangered independently of the subject that
has to make a decision. For instance, imagine you are at high seas with your
yacht and you are informed about five people in distress fifty miles away from
you to the north and ten people in distress fifty miles away to the south; you can-
not save both the five and the ten. Are you obliged to save the ten because they
are more than five? John Taurek argues – though against the background of a sub-
jectivist metaethical system very different from Kant’s – that you are not obliged
to save the ten. Thus, he says, it is permissible, though of course not obligatory,
to save the five rather than the ten; as a matter of fact, you should flip a coin to
choose which way to go so that everyone involved has “an equal chance to

63 Cf. also GMS: 436 and MS: 434. For Kant’s concept of dignity, cf. Schmidt/Schönecker
(2018).
64 Hill (1980, 92 f.) discusses the question of whether the worth of several beings possessing
dignity can be compared with each other although it cannot be compared with things possess-
ing no dignity. He discriminates the following interpretations (laid out in questions): “Is his
[Kant’s] view, for example, that there are two scales of value, price and dignity, such that
things can be ranked comparatively on each scale even though nothing on the scale of dignity
can be overweighed by any amount of value on the scale of price?” And: “[I]s Kant’s view that
dignity is something that cannot be quantified, so that it does not make sense to say that dig-
nity of humanity in one person can fairly and reasonably be exchanged for the sake of a
greater amount of dignity elsewhere?” As I see it (but here cannot really argue for), Kant’s
ground-thesis (cf. Schmidt/Schönecker 2018) implies that there can be no scale of dignity.
65 For the question of whether counting numbers can be reconciled with deontological posi-
tions, cf. Hevelke/Nida-Rümelin (2015); for the question of whether consequentialism really
implies that one ought to kill the one, cf. Howard (2021).
66 Cf. Taurek (1977).
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survive” (Taurek 1977, 303).67 At first glance, this position might seem outlandish
(or counterintuitive, if you will), but on second thought, it is worth considering.
Although it is not undisputed what Kant’s response to Taurek cases would be,68

I submit it would be the following: Given that a group of ten beings that possess
dignity is by no means of greater worth than a group of five such beings because
there is no scale of dignity, there is no moral reason to save the larger group
rather than the smaller one. With Kant, it is certainly permissible to save the ten,
but it is not obligatory: it is also permissible to save the five. On Kantian grounds,
therefore, Foot’s rule 2 cannot be correct; it is not true that numbers count
in situations involving the same kind of duties (helping ten vs. helping five).69

A fortiori, we have good reason to argue that in a trolley situation (which, again,
is different from a Taurek case) the numbers are completely irrelevant; yet not
only, nota bene, because of the equal worth of five vs. ten persons, but also be-
cause the set of duties at stake is different (helping vs. killing). Even if Kant did
accept the obligation to save the ten and not the five when it comes to Taurek
cases, this would not imply the obligation to save the five and kill the one in the
trolley situation.

67 In recent literature, different kinds of Taurekian positions are discussed. Dufner/Schöne-
Seifert (2019, 27) distinguish between a strong version (as explained above) and a weighted ver-
sion (according to which the ten people should have a chance of rescue twice as big as that of
the five because the group is twice the size). Additionally, they discuss the Tie Breaker position
(stemming from Scanlon) and their own. However, only the first, strong version is the Taure-
kian version in a strict sense. For the discussion concerning Taurek and the question of
whether saving the greater number is required, cf., amongst others, Timmermann (2004) and
Meyer (2006).
68 Cf. Dufner/Schöne-Seifert (2019, 29).
69 Timmermann (2004, 110) shares the opinion that from a Kantian perspective numbers do
not count. However, he suggests another quite enlightening method to determine whom to
save which he calls individualist lottery (he describes a situation in which you can save A on
one island or B and C on another island): “To give the claims of A, B and C equal weight, a
coin will not do. We need a wheel of fortune with three sectors, each of which bears the name
of one islander. The person whose sector comes up is saved. If this person is A, both B and C
perish. If B’s sector is selected, B is saved. Having reached the island, the rescuer then incurs
an obligation to save C. Similarly, if C wins B is also saved. We neither count, nor aggregate,
nor quantify; nor do we arbitrarily assign roles to individual islander.” ‒ On a different
note, stressing the impossibility of counting numbers when it comes to beings that possess
dignity, it might seem impossible to say that the death of ten (either through murder or a
natural disaster, for instance) is worse than the death of a single person (cf. Dufner/Schöne-
Seifert 2019, 26). I am not sure whether this is true (and I am not sure if it posed a problem if
it were true), but I cannot get into this discussion at this point.
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6 Conclusion. Kant and the Programmer

How should autonomous vehicles be programmed with regard to trolley-like sit-
uations against the background of Kantian ethics? As we have seen, there is no
normative difference between the bystander and the driver of the trolley because
by not intervening neither of them kills the five in a morally relevant way. In-
stead, whoever turns the trolley must choose between the wide duty to help (the
five) and the narrow duty not to kill the one. Since the narrow duty trumps the
wide duty, and because the general wide duty to help others (that allows for a
certain amount of latitude) is different from a specific obligation to help the five,
it is not permissible to flip the switch – no conflict of duties is involved. Hence, it
is also not permissible for the Kantian programmer of an autonomous vehicle to
make his algorithm steer the car around a group of people if doing so results in
hitting a smaller group or a single person. I do not claim that indeed it is morally
obligatory not to flip the switch –my only aim was to show what a Kantian position
looks like.

The Kantian solution to the trolley problem differs considerably from Foot’s.
Although both Foot and Kant take narrow duties to trump wide duties (Foot’s
rule 1),70 there is no Kantian way to interpret the situation as one only concern-
ing negative duties; whoever has to pull the switch is not to choose between kill-
ing the five and killing the one. Furthermore, Kant presumably would not have
accepted Foot’s rule 2, i. e., the rule that the number of victims is to be mini-
mized, neither in a case involving the same kind of duties (Taurek cases) nor in a
situation in which one would have to kill one person to save others (trolley).
Kant’s concept of dignity as an absolute value forbids weighing one life against
another, regardless of the numbers.

Now let us take a step back. We moved from highly abstract trolley cases and
thus from philosophical thought experiments to ethical puzzles in quite mundane
situations concerning autonomous driving. One might wonder whether this is a
good idea at all. There are at least two possible objections here. First, it might be
argued that the whole endeavor of trolleyology is misguided, or at least mis-
guided in the way it is actually done. Philosophers take their intuitions about
whether it is permissible to flip the switch as their irrefutable and so in some
sense axiomatic starting points of argumentation, searching for theories why it is
permissible – according to their intuitions – to pull the switch in one case but not
in another. Whilst doing so, they do not question these intuitions – which they

70 Foot (1978 [1967], 27) actually speaks of negative and positive duties but, at least roughly
speaking, she means narrow and wide duties.
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should, according to the first critique.71 For there are reasonable doubts concern-
ing the epistemic reliability of our intuitions, both in general and with regard to
trolley cases in particular. Thus, Joshua Greene (2016, 176; Greene et. al 2009) ar-
gues that our intuitions concerning trolley cases might correlate with factors
which are not morally relevant at all but whose significance for us is rather due
to other circumstances. For example, people seem to be more critical about ac-
tions that harm other people when carried out through personal strength (pushing
the large man down the bridge with my own hands as opposed to pushing a but-
ton which initiates a causal reaction leading to the fall of the large man). This
could explain why people tend to say it is permissible to flip the switch in the
loop case but not in the large man case. Also, our intuitions might at least partly
depend, as Di Nucci (2014) argues, on the order of the cases presented. While
most participants in his study judge it to be permissible to pull the switch in the
original bystander’s case when confronted first or only with this case, judgements
change a great deal when people are presented first with Thomson’s three op-
tions case (in which the bystander has a choice between the death of the five, the
death of the one, and his own death) and only afterwards with the bystander’s
original case; then the majority indeed opts not to flip the switch in the bystand-
er’s case. All this might lead us to think, as Peter Singer (2005) argues, that we
should not use arbitrary intuitions to refute ethical theories but use ethical theo-
ries to refute our intuitions.72

Secondly, from an application-oriented point of view, there are serious doubts
about the reasonableness of comparing hypothetical trolley situations with situa-
tions that autonomous vehicles might get into. For several reasons, trolley cases,
it is argued, are unlikely to be of any help in real life. I concentrate here on three
aspects.73 (i) Trolley cases do not occur in reality. A rather specific variant of this
critique was put forward by Johannes Himmelreich (2018, 674): For technical rea-
sons, he says, “there seems to be a tension between having a meaningful choice
and a collision being unavoidable”, which is to say that it is unlikely that one can
steer a trolley if the brakes have completely failed. (ii) In reality, we cannot be
sure whether endangered persons really do have no chance of survival at all.
Rather, there are only different probabilities for different situations (we usually
cannot be sure whether a person hit by a car will certainly die, nor can we be sure

71 For this general position, but not only concerning trolleys, cf. Kagan (2001).
72 According to Singer (2005, 350), such a revisionist approach to intuitions leads us to the
conclusion that throwing the large man down the bridge is indeed the right thing to do.
73 For the following aspects of critique and further aspects, cf. Goodall (2016), Nyholm/Smids
(2016), Himmelreich (2018), and Keeling (2020, though he ultimately defends the advantages
of discussing trolley problems for autonomous driving).
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whether the car will hit the person at all). (iii) Trolley problems get much more
complicated when more details are known, for instance, the age of the persons
involved, their gender, their health conditions, their role in society, their criminal
record, their social and familial status, or their role or responsibility in the given
situation. ‒ Since there are these differences between trolley and real-world situa-
tions, critics say, it does not make any sense to talk about trolleys when what one
really wants to talk about are real-world situations.

How can these charges be addressed? To begin with the objection of applica-
bility: It is crucial to see that from a Kantian point of view, quite a number of
those real-life aspects mentioned above are irrelevant. Human beings possess
dignity no matter how old or healthy they are, for instance, and thus the rele-
vance of the objection is dependent on the ethical outlook one has. Furthermore,
although it is certainly true that real-life situations are more complicated, think-
ing about trolley cases makes us see essential aspects of the ethical problem to
be solved and this asset is not undermined by the fact that in reality more fea-
tures of the situation have to be taken into account.74 Also, it is of course true
that to consider risks and probabilities in the trolley scenario would make the
analysis much more complicated.75 Nevertheless, solving the trolley problem in a
merely theoretical manner is indeed a sensible thing to do since exploring the
theoretical framework of a practical problem does help to solve the practical
problem. This is true even if trolley situations in the real world are somewhat
more rocky.

A final word on intuitions. The question of what intuitions are and what epi-
stemic role they play in the game of justification has been disputed ever since
the very idea of something like intuition or maybe self-evidence came up; more
recently, experimental philosophy has shed new doubts on the reliability of intu-
itions. What we can learn indeed from a Kantian analysis is that although intu-
itions cannot (and should not) be banned completely from practical philosophy,
we should not rely on them blindly. Rather, we should be ready to dismiss some
of them, and this is exactly what a Kantian analysis of the trolley problem brings
home. Although it certainly appears to many intuitively clear that flipping the
switch in the original trolley cases is permissible, it came to light that on Kantian
grounds flipping the switch really is not permissible – or at least Kant’s approach
is capable of shaking our intuition that it is. In many respects, if one wants to
sustain Kantian theory, it would be more sensible to give up the intuition that it

74 Cf. Keeling (2020, 296–300).
75 From a Kantian perspective, such an analysis is provided by Bjorndahl/London/Zollmann
(2017).
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is permissible to flip the switch and try to make our judgements fit our theories
rather than to try desperately to make Kantian theory fit our intuitions. This is not
to say, however, that Kant’s ethics does not rely on some kind of intuition itself.
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Ava Thomas Wright

8 Rightful Machines

Abstract: In this paper, I set out a new Kantian approach to resolving conflicts
between moral obligations for highly autonomous machine agents. First, I argue
that efforts to build explicitly moral autonomous machine agents should focus on
what Kant refers to as duties of right, which are duties that everyone could accept,
rather than on duties of virtue (or “ethics”), which are subject to dispute in particu-
lar cases. “Moral” machines must first be rightful machines, I argue. I then show
how this shift in focus from ethics to a standard of public right resolves the con-
flicts in what is known as the “trolley problem” for autonomous machine agents.
Finally, I consider how a deontic logic suitable for capturing duties of right might
meet Kant’s requirement that rightfully enforceable obligations be consistent in a
system of equal freedom under universal law.

1 Introduction: (Im)moral machines

In a massive experiment conducted online (the “Moral Machine Experiment”),
millions of subjects were asked what a self-driving car whose brakes have failed
should do when its only choices were to swerve or stay on course under various
accident conditions (Awad, et al., 2018). Should the car swerve and kill one per-
son in order to avoid killing five people on the road ahead? Most subjects
agreed that it should. Most subjects also agreed, however, that the car should
generally spare younger people (especially children) over older people, females
over males, those of higher status over those of lower status, and the fit over
the overweight, with some variations in preferences correlated with subjects’
cultural backgrounds.1 But while such results may be interesting, they seem to
me at best irrelevant to the question of what a self-driving car faced with such a
dilemma should do. Ethical preferences to spare more rather than fewer lives,
or to spare humans over animals, are for the most part morally banal, while

Ava Thomas Wright, California Polytechnic State University

1 These results are ceteris paribus preferences derived by aggregating individual decisions
made by subjects across many different variations of the basic swerve-or-stay-on-course acci-
dent scenario (see Awad, et al. 2018, p. 60). They should not be understood to indicate abso-
lute or overriding ethical preferences.
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ethical preferences to spare those of higher over lower status, or those of one
gender or body type over another, are morally problematic. The latter preferen-
ces raise the strong moral intuition that choices guided by them would fail to
respect the moral equality of persons. Self-driving cars programmed to enact
such preferences would therefore be immoral machines.

According to Immanuel Kant, there are two kinds of moral duties: 1) duties
of right (“legal” duties), which are duties that are rightfully enforceable by
others, and 2) duties of virtue (“ethical” duties), which are not rightfully en-
forceable by others because their application in particular cases is subject to
dispute.2 Kant accordingly divides the Metaphysics of Morals into the Doctrine
of Right and the Doctrine of Virtue (see TL, AA 06: 379). In this paper, I argue
that efforts to build explicitly moral autonomous machine agents should focus
on duties of right, rather than on duties of virtue, when resolving conflicts be-
tween obligations or rights. While dilemmas such as those in the (in)famous
“trolley problem” – which inspired the experiment above – have received enor-
mous attention in “machine ethics,” there will likely never be a consensus as to
their correct resolution.3 What matters morally in such controversial cases is
whether machine agents charged with making decisions that affect human
beings act rightfully, that is, in ways that respect real persons’ equal rights of
freedom and principles of public right and law. The point is not merely that
conflict cases like those in the trolley problem likely will, as a practical matter,
be resolved by the law rather than by ethical principles (Casey 2017). The point
is, rather, that the resolution of such disputes between equals morally should
be determined by principles of right and public law before controversial ethical
principles may be applied. A “moral machine” must first be a rightful machine,
I argue.

This paper has three main sections. In the first two sections, I set out some
basic elements of Kant’s theory of justice and then apply them to resolve the
conflicts between duties in the trolley problem. An action is right, Kant says,

2 Following Kant, I will refer to duties of right as “legal,” “rightful,” or also “juridical,” and
reserve the term “ethical” to refer to duties of virtue (see MS, AA 06:219). I will use the term
“moral” to refer broadly to any duty or power, whether legal or ethical or both. Kant occasion-
ally appears to disregard his own distinction and use the term “ethics” to refer to morality gen-
erally, but I avoid this usage. For some critical discussion of Kant’s distinctions, see O’Neill
2016, pp. 114–117.
3 The field of “machine ethics” is primarily concerned with building autonomous machine
agents that can take moral considerations into account in their decision-making. Machine
“ethics” therefore should not be understood as limited to what Kant would refer to as “ethics”
(i.e., virtue).
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when it “can coexist with the freedom of every other under universal law;”
therefore, the rightfulness of an action is specified explicitly in terms of its con-
sistency within a system of equal rights of freedom under universal law (RL, AA
06:230). I interpret this consistency not descriptively but normatively as a
moral requirement that public right imposes upon any system of rightfully en-
forceable duties and rights. Without such consistency, the enforcement of ei-
ther conflicting obligation in a disputed case would be arbitrary, and arbitrary
enforcement is tantamount to coercion. Hence when dilemmas between duties
of right such as in the trolley problem arise, we should not conceive them as
cases where we are forced to violate one or another of our inconsistent duties
of right but, instead, as cases where a legitimate public authority must pre-
cisely specify our duties and rights in order to meet the requirement of consis-
tency in a system. The legislative, executive and judicial institutions of the
civil state are necessary, Kant argues, to construct and maintain a system of
equal freedom under universal law for human beings inevitably engaged in so-
cial interactions.

Finally, in the third section, I consider how a deontic logic suitable for gov-
erning explicitly rightful machines might meet the normative requirement of
consistency in the system of equal rights of freedom under universal law. I sug-
gest that a non-monotonic deontic logic can meet the consistency requirement,
though with certain reservations, and that a logic of belief revision may be
preferred.

2 Rightful Machines

2.1 Kantian Right and the Innate Right of Freedom

In the Doctrine of Right, Kant defines the “Universal Principle of Right” as
follows:

Any action is right if it can coexist with the freedom of every other under universal law; or
if on its maxim the freedom of choice of each can coexist with everyone’s freedom in ac-
cordance with a universal law. (RL, AA 06:230)

Kant thus defines the legal permissibility (rightfulness) of any action in terms
of its systematic consistency with everyone’s equal freedom under universal
law. If the act is consistent with everyone’s equal right of freedom, then it is
permissible. While Kant defines legal permissibility here, permissions, duties
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and (claim-) rights are logically interdefinable by taking any one as a primary
operator (see Hohfeld 1919, pp. 35–50).4

Kant reiterates justice as systematic freedom under universal law when de-
fining the innate right of freedom:

Freedom (independence from being constrained by another’s choice), insofar as it can co-
exist with the freedom of every other in accordance with a universal law, is the only origi-
nal right belonging to every [person] by virtue of [his or her] humanity. (RL, AA 06:237)

Hence while freedom is ‘“independence from being constrained by another’s
choice,” according to Kant, the right of freedom is that freedom systematically
limited by everyone else’s equal freedom under universal law. The right of free-
dom lacks definition outside a system of equal rights of freedom under univer-
sal law.

2.2 The Priority of Right

According to Kant, reason alone cannot specify a priori what our rights and du-
ties, and powers and liabilities, with respect to each other are in particular
cases (RL, AA 06:312). Since everyone is innately equal, each person has her
“own [natural] right to do what seems right and good to [her] and not to be de-
pendent on another’s opinion about this,” Kant says (RL, AA 06:312). No one
individual or group has the innate moral authority to unilaterally define every-
one’s rights and duties with respect to others (i.e., legislate them), or to enforce
them (i.e., execute them), or to resolve disputes (i.e., determine them) in partic-
ular cases. Intractable disputes over our rights and powers with respect to each
other in particular cases are thus inevitable in a “state of nature” lacking public
institutions to resolve them. While the state of nature is not necessarily a state
of injustice, Kant says, “it would be a state devoid of justice (status justitia va-
cuus), in which when rights are in dispute (ius controversum), there would be
no judge competent to render a verdict having rightful force” (RL, AA 06:312).
Hence even if everyone were committed to acting perfectly ethically, according
to Kant, rightful relations with others are impossible in a state of nature (RL,
AA 06:312).

4 For example, if legal duty is taken as basic, then: person x has a permission to perform ac-
tion P iff x has no duty not to P with respect to y; x has a (claim-) right that P iff person y has a
duty to perform P for x; and x has what Hohfeld calls a “no-right” that P with respect to y iff y
has no duty to not-P with respect to x.
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What is needed, Kant says, is to construct

a system of laws for a people. . .which because they affect one another, need a rightful con-
dition under a will uniting them, a constitution (constituto), so that they may enjoy what is
laid down as right. (RL, AA 06:311)

Kant refers to this system of public laws and institutions as “public right,” and
a society existing under such a system as one existing in a “rightful” or “civil”
condition. The coercive enforcement of public law is rightful under such a sys-
tem, Kant says, because

when someone makes arrangements about another, it is always possible for him to do the
other wrong; but he can never do wrong in what he decides upon with regard to himself
(for volenti non fit iniuria). Therefore only the concurring and united will of all, insofar as
each decides the same thing for all and all for each, and so only the general united will of
the people, can be legislative. (RL, AA 06:313–14)

It is only by constituting a general or united will to authoritatively define,
enforce, and adjudicate our rights and duties with respect to each other that
we can avoid wronging one another in cases of dispute over our rights, Kant
argues.

Hence determinations made in the system of public laws regarding what
our rights or duties are take moral priority over individual ethical judgments in
cases where those rights or duties are in dispute. To reject public authority and
use one’s own private judgment in such disputed cases is to act wrongfully, in-
deed, to do “wrong in the highest degree,” Kant says (RL, AA 06:308n). Resolv-
ing such disputes in order to enable rightful relations with others is the very
purpose of the system of public laws.

2.3 Duties of Rightful Machines

Duties of right concern only the public, outward aspects of one’s actions and,
according to Kant, are thus completely specifiable without reference to the
agent’s motive or “maxim” of the end of action (TL, AA 06:390). For example,
while one has a moral duty to keep one’s promises, one has a (legal) duty of
right to keep only those promises that meet the outward, public criteria that le-
gitimate public authority has defined as a contract such as offer, acceptance,
consideration, etc. Whether I perform on the contract in order to honor my
promise or solely because I fear a civil suit, I meet my legal obligation just the
same (see RL, AA 06:230). Similarly, I meet my legal obligations to avoid crimi-
nal acts such as theft and murder even if I avoid them solely because I fear
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punishment. Corresponding ethical duties, by contrast, require me to avoid
such crimes because they are wrong.5

The rightful enforceability and precise specifiability of duties of right have
important implications for builders of explicitly moral machine agents. First,
the precision required in the specification of duties of right should make con-
formity with those duties somewhat easier to achieve in a machine agent,
since determining whether duties of right apply and what action they require
should demand considerably less moral judgment in particular cases. It is
much more difficult to determine what the duty of virtue to help others re-
quires in particular cases than to determine what a positive legal duty to ren-
der assistance at the scene of an automobile accident requires (see, e.g., Minn
Sec. 604A.01). Second, shifting the focus of machine ethics to conformity with
duties of right sidesteps objections related to the machine agent’s potential ca-
pacity for freedom. If a machine cannot act according to a principle that it freely
chooses, then the machine cannot act ethically and can at best produce only a
simulacrum of ethical action (Guarini 2012). On the other hand, if advanced ma-
chines of the future do become capable of genuine ethical agency (i.e., true Kant-
ian “autonomy”), then installing a coercive, explicitly ethical control system
would violate the machine’s right of freedom (see Tonkens 2009). By contrast,
duties of right require no particular subjective incentive for action; hence, mere
conformity with the outward aspects of such duties is sufficient to act rightfully.
And since duties of right are rightfully enforceable, a coercive control system
might not violate even a truly “autonomous”machine’s rights.

Finally, and perhaps most importantly, explicitly ethical machines that
acted on preferences such as those collected in the Moral Machine Experiment
might often violate rights of equality and freedom, and it is not difficult to
imagine dystopias where such machine agents paternalistically manage human
affairs in the service of partial ethical ideals. By contrast, machines that con-
form to duties of right will by definition respect real human persons’ equal
rights of freedom and avoid paternalistic ethical meddling.

Self-driving cars and other machine agents programmed to act in accor-
dance with popular ethical preferences would be immoral machines and seem
to me to pose a threat to civil society. The goal of machine ethics should be
rightful machines.

5 Kant also holds that one has a general ethical duty to obey legitimate law, which implies
that all legal duties are therefore also indirectly ethical duties (see TL, AA 06:390–91). This
indirect ethical duty to obey the law out of the incentive of duty is not my concern here, how-
ever, and the priority of public right does not depend upon it. For a perspicuous account of
the relation between right and ethics in Kant’s moral philosophy, see Guyer 2016.
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3 Solving the Trolley Problem

3.1 The Original Trolley Problem: Driver versus Footbridge

Consider one (“Driver”) variation of the “trolley problem” (Foot 1967, p. 3):
Imagine you are driving a trolley whose brakes have failed. The runaway trol-
ley, gaining speed, approaches a fork in the tracks, and you must choose which
track the trolley will take. On the main track are five people who will be struck
and killed if you stay on course, while on the side track is one person who will
be struck and killed if you switch tracks. What are you obligated to do? In polls
and experiments, most people (about 90%) say they would turn the trolley
(see, e.g., Mikhail 2007).

Now contrast Driver with the following variation (“Footbridge”) (Thomson
1976, pp. 207–8): Imagine that instead of driving the trolley, you are standing
on a footbridge overlooking the tracks. The five are still in jeopardy in the path
of the runaway trolley, but now there is no side track. Standing next to you on
the footbridge is a large man leaning over the footbridge railing. You could stop
the trolley and save five people if you pushed the large man off the footbridge.
He would be struck and killed, but the collision would block the forward mo-
mentum of the trolley, saving the five. Should you push the large man over?
Most people (again, about 90%) say they would not do so, in a reverse mirror
image of the intuitions in Driver (Mikhail 2007).

The trolley “problem,” originally raised by Phillipa Foot, is the problem of
how to rationally reconcile moral intuitions in Driver with those in cases like
Footbridge, since most people are willing to kill one to spare five in the former
but not in the latter case (Foot 1967, p. 3). Foot suggests that the answer is
that “negative” duties such as to avoid injuring or killing others are qualita-
tively more important than “positive” duties such as to render aid to them
(Foot 1967, pp. 5–6). In Driver, you are faced with an unavoidable conflict be-
tween negative duties not to kill five and not to kill one, Foot says, and since
you must violate a negative duty not to kill someone no matter what you do, it
is only rational to turn the trolley so as to inflict the least injury (Foot 1967,
p. 5). By contrast, in cases like Footbridge, you are faced with a conflict be-
tween a negative duty not to kill one (the large man) and a positive duty to
protect the five from harm, Foot says, and in such cases, the negative duty
takes priority over the positive duty (Foot 1967, p. 6). One therefore should
kill one to spare five in Driver but avoid doing so in Footbridge, according to
Foot.
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3.2 The Priority of Right Solves the Original Trolley Problem

Foot’s analysis is roughly correct but incomplete. To complete the analysis Foot
needs to provide some account of why and in what sense “negative” duties to
avoid acts such as killing others should take normative priority over “positive”
duties to perform acts such as protecting others from harm (Thomson 2008,
p. 372). I argue that duties not to kill in the trolley problem take such normative
priority not because they are negative duties but because they are duties of
right, whereas conflicting positive duties to aid others in cases like Footbridge
are ethical duties. Duties of right determined authoritatively in public law take
normative priority over conflicting ethical reasons for action. Foot’s distinction
between negative and positive duties roughly tracks the distinction between
legal and ethical duties, since most legal duties are negative and most ethical
duties are positive duties. But the relevant distinction is between duties of right
and those of virtue.

Perhaps you are one of the 10% who think it might not be unethical for you
to push the large man because that minimizes lives lost. But the large man’s
right to life in such a case of conflict has already been authoritatively deter-
mined in the system of public laws, and you have a moral duty to respect that
determination rather than substituting your own individual ethical judgment
for it in the case, even if you disagree. The large man’s right to his life includes
at least the right not to be coerced to die in order to aid others. Indeed, this
much of his right to life likely must be present in any legitimate system of equal
freedom under public laws to which everyone could possibly consent (see ZeF,
AA 08:349–50). Hence the large man’s right to life in such a case has already
been authoritatively determined in public law, and you therefore have a moral
duty to respect it, whatever your ethical preference in the case may be. To do other-
wise is to act lawlessly, Kant says, to commit wrong “in the highest degree”
(RL, AA 06: 308n). This is the priority of right.

In the Driver variation, by contrast, there is a conflict between a duty of
right not to kill the one and duties of right not to kill each of the five. Some may
object that by not turning the trolley, the driver avoids taking action and so
avoids violating any legal duty of right not to kill the five. But this objection
fails because as the driver of the trolley you are subject to a prior legal duty to
drive the trolley safely, and failing to fulfill this duty therefore constitutes an
action by omission. To see this prior legal duty more clearly, compare an analo-
gous case where you are driving a car: if there are five people stranded in the
lane ahead (let us assume, through no fault of their own), and you could safely
change lanes to avoid killing them, then choosing to nevertheless maintain
your lane and kill them would violate a prior legal duty to drive the car safely
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(see Thomson, 2008, p. 369). There is, therefore, a conflict between (legal) du-
ties of right in Driver. In cases of conflict between legal duties, the priority of
right does not control, and this is what distinguishes Driver from Footbridge.
Since the resolution of the conflict between legal duties in Driver is unclear, it
seems only rational to minimize rights violations as a fallback ethical principle
in the case.

Distinguishing right from ethics and observing the priority of right thus sol-
ves Foot’s original trolley “problem.” In Footbridge, one has a duty of right de-
termined authoritatively in public law not to kill the large man that therefore
takes priority over one’s ethical duty to save the five from harm. In Driver, by
contrast, there is a conflict between duties of right that the priority of right can-
not resolve and so rational moral intuition falls back on minimizing harm. Pre-
vailing intuitions to kill one to spare five in Driver but not to do so in Footbridge
are thus both rational. This solves Foot’s trolley problem.6

3.3 The Real Trolley “Problem:” Driver

Foot takes it for granted that it is better to violate only one rather than five neg-
ative duties not to kill and that this is why you should turn the trolley in Driver.
But since principles of justice characteristically bar the violation of one per-
son’s rights to achieve a greater good such as to save many people, it is not
clear why justice should allow the violation of one person’s rights to achieve
the greater good of avoiding violating five people’s rights. The one whose rights
are violated may complain of being wronged in either case.

I propose the following approach to understanding the dilemma between
duties of right in Driver. First, let us stipulate that the conflict is indeed a di-
lemma in which one is subject to contradictory strict legal obligations not to
wrong another by intentionally killing her (i.e., ‘OBa∧ OB~a’, where ‘OB’ is ob-
ligation and ‘a’ is an action). That is, there is no other legally relevant factor,

6 Another trolley “problem” that has attracted some attention is the Bystander variation,
which is like Driver except that instead of being the driver of the trolley, you are a bystander
with access to a switch that can turn the trolley. This variation is a bad thought experiment
because, unlike the Driver or Footbridge variations, the Bystander variation is subject to fram-
ing and ordering effects (see, e.g., Liao et al. 2012). These effects likely arise because intuitions
about what one should do in Bystander will shift depending upon whether subjects take the
control the bystander exercises over the trolley to be sufficient to make an analogy with the
control the driver exercises in Driver, or not. Hence experimental results obtained by polling
in the Bystander variation will be equivocal.
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such as the act-omission distinction, or a superior right on one side or the other
due to fault, that would eliminate or prioritize one of the obligations. Now recall
Kant’s requirement that the prescriptive system of public laws specifying strict
legal obligations must be consistent. What does this normative requirement of
consistency imply in such a dilemma case?

The first implication is that neither obligation in the dilemma can be right-
fully enforced. It is not possible to consent to be subject to the enforcement of
contradictory narrow legal obligations, as this is tantamount to consenting to
arbitrary acts of coercion. But this requirement of consistency in the system of
legal duties is a second-order principle of justice. Normative consistency is a
constraining property of the system of enforceable public laws; hence a lack of
consistency with other legal duties in the system cannot be the reason that a
duty is not rightfully enforceable. A legal duty that contradicts another is sim-
ply inadmissible into the prescriptive system of legal duties, and the implica-
tion of a dilemma in the system is, rather, that the enforcement of either
obligation is both rightful and wrongful, i.e., that its rightfulness cannot be
determined.

The second implication of the normative consistency requirement is that
public right requires that the dilemma must be resolved (i.e., either by legisla-
tive action or judicial verdict). It does not matter how it is resolved, so long
as the procedural and substantive requirements of the universal principle of
right are met when resolving it. What matters is that the conflict is resolved;
and moreover, its resolution may vary by jurisdiction. Legitimate variation in
the law by jurisdiction is in fact a common feature of most legal systems: in
some U.S. states, for example, contributory negligence will completely bar re-
covery by injured plaintiffs, while in other states, fault might play no or a very
limited role. Yet in each state, the law that resolves the conflict is rightfully
enforceable.

From the point of view of justice, then, dilemmas like that in Driver are
little different from other conflicts between obligations. The main difference ap-
pears to be that in the dilemma case we assume that there is no rational resolu-
tion of the conflict at issue, whereas in ordinary cases of conflict, we may
assume that some rational resolution of the conflict exists. Regardless, public
law must resolve the dilemma, just as it must resolve other cases of conflict be-
tween moral equals. I do not mean to imply that civil institutions are authorized
to resolve such conflicts irrationally or arbitrarily; rationality will still impose
bounds upon acceptable resolutions and their public justifications. It is just that
in the dilemma case there will be no decisive reason to resolve the conflict one
way or the other.
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4 Normative Consistency and Deontic Logic

4.1 Standard Deontic Logic and Non-Monotonic Reasoning
Systems

One might think that the standard system of deontic logic would best reflect
Kant’s normative consistency requirement, since no-conflicts (i.e., ‘~(OBa &
OB~a)’) is a theorem of Standard Deontic Logic (SDL). But there seems no rea-
son to think that even a rational public authority might not inadvertently create
legal obligations that contradict in situations that authority did not foresee. For
example, suppose a municipal authority passes a traffic law that requires stop-
ping at stop signs and another that forbids stopping in front of military bases. It
is not inconceivable that a local government agency might then erect a stop
sign in front of a military base, creating a conflict of legal obligations under ap-
plicable enforceable laws for drivers unfortunate enough to encounter the situ-
ation (Navarro/Rodriguez 2014, p. 179). The possibility of such conflicts seems a
mundane fact about any actual system of laws, and while one might be tempted
to assert that the ordinances in question cannot be held to conflict in the case
because the driver can have only one true legal obligation, this assertion seems
clearly normative rather than descriptive.

Formal systems should be able to represent the conflict between obliga-
tions in such a case descriptively while maintaining some mechanism to resolve
the conflict at the prescriptive level. The logic should not make it impossible to
describe such conflicts, as SDL does. Efforts to strategically weaken the axioms
or rules of inference of SDL in order to admit contradictions without generating
a deontic explosion of inferences appear to merely quarantine rather than re-
solve contradictions, since the logic provides no mechanism for resolving the
contradiction (see, e.g., Goble 2005). They therefore fail to meet the demand
that contradictions be resolved at the level of prescriptive obligations.

At the other extreme from SDL are deontic logics that accept contradictions
between norms and then attempt to draw reasonable inferences despite them.
Semi-classical logics and some paraconsistent logics abandon classical seman-
tics with its two truth values (true, false) and replace it with a semantics of
many values (e.g., null, just true, just false, and both true and false). Such sys-
tems are often regarded as too weak to be very useful, but the problem with
them in the present context is that their very purpose is to tolerate contradic-
tions. Such logics thus appear to accept contradictions not only descriptively
but prescriptively as well. What the normative demand for consistency requires,
however, is a deontic logical system that admits the presence of contradictions
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descriptively but whose semantics insists that they be resolved at the level of
prescriptive obligations.

Non-monotonic reasoning systems (NMRs) with a classical base can de-
scribe contradictions while meeting the normative consistency requirement at
the prescriptive level, though perhaps not as explicitly as might be desired.
NMRs are able to admit contradictions descriptively because they reject mono-
tonicity (i.e., “if K’├ p and K’ ⊆ K, then K├ p”). What monotonicity means is
that some inferences might no longer be drawn when new premises are intro-
duced; for example, one might introduce a new fact that directly contradicts
some fact upon which an inference depends, so defeating that inference. NMRs
therefore can describe contradictions while avoiding the deontic explosion of
inferences from a contradiction that plagues SDL. NMRs with a classical (rather
than paraconsistent) base meet the normative consistency requirement at the
prescriptive level because, semantically, they require an explicit preference or
choice relation between possible worlds that are maximally consistent in order
to continue to draw defeasible inferences. Each possible world of obligations is
thus one that meets the normative consistency requirement at the prescriptive
level. NMRs also seem promising for purposes of programming autonomous
machine agents because they have known efficient implementations such as
answer set programming (Gelfond 2008).

4.2 Logics of Belief Revision

Carlos Alchourrón rejects non-monotonic deontic legal logics, however, on the
grounds that such systems obscure the distinction between descriptive and pre-
scriptive activity in the law (Maranhao 2006). Alchourrón is a legal positivist
who looks outside any formal property of positive law for sources of that law’s
moral authority. By contrast, Kant understood there to be a necessary connec-
tion between law and the moral obligation to obey it. For Kant, a public law
that conforms to the Universal Principle of Right will be morally obligatory be-
cause of the law’s formal structure (universality, consistency, etc.) as well as, to
some degree, its substantive content (respect for the constitutional rights of
equality, freedom, etc., that the UPR generates for social human beings).

Yet for Kant a number of diverse but internally consistent bodies of legiti-
mate positive public law are possible. Hence like Alchourrón Kant may have
some reason to prefer a deontic legal logic that shows the explicit evolution of
such a body of law toward the strongest and most coherent system realizing
equal freedom under universal law. Logics of belief revision such as Alchourrón’s
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“AGM” (named after Alchourrón, Gardenfors, Makinson 1985) may thus provide
the best approach to implementing Kant’s normative requirement of consistency.
AGM has robust formalisms for various operations such as expansion, contrac-
tion or revision of the normative system, and all refinements to legal rules are
made as explicit as possible (Alchourrón, Gardenfors, Makinson 1985). Rules are
not described as defeasible defaults, although they may still achieve appropri-
ately defeasible inferences by Alchourrón’s use of a revision operator on the ante-
cedents of conditional obligations (Alchourrón 1991). The ultimate goal of a
system like AGM is to completely and consistently and explicitly represent the
full specification of all legal rules. Defeasible logics, on the other hand, may
never eliminate rules that appear to be in conflict but do not generate contradic-
tions because of a preference ordering found elsewhere in the logic. While for-
mally such logics are equivalent to AGM when supplemented by Alchourrón’s “f”
revision operator (Aqvist 2008), a logic such as AGM may better reflect the nor-
matively consistent system of equal freedom under universal laws constructed by
a civil community.

It is important to note that while a deontic logic like AGM may be necessary
to capture and reason about duties of right, conformity with those duties might
be engineered in a machine agent in a number of different ways (e.g., by sym-
bolic or by statistical, machine-learning techniques, or by some hybrid). The
problem of what the right-making properties of action are is not the same as the
engineering problem of how to implement right action in accordance with those
properties (see Keeling 2020).

5 Conclusion

I have argued that efforts to build explicitly moral machine agents should focus
on public right rather than ethics. Rightful machines that respect the priority of
right will avoid acting in ways that paternalistically interfere with equal rights
of freedom, whereas “ethical” machines that act on popular ethical preferences
such as those collected in the Moral Machine Experiment may not. I then
showed how shifting the focus from ethics to a standard of public right provides
a new approach to resolving deontic conflicts such as those in the trolley prob-
lem for autonomous machine agents. Finally, I argued that this shift has impor-
tant implications for how a deontic logic should handle conflicts between duties
or rights.
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Claus Dierksmeier

9 Partners, Not Parts. Enhanced Autonomy
Through Artificial Intelligence?
A Kantian Perspective

Abstract: While providing an extensive legal and moral philosophy, Kant never
worked out his social philosophy in great depths. Gleaning cues from how, in the
Critique of Judgment, he employed organic notions analogically in regard to socie-
tal institutions, one can, however, arrive at a reasonably clear conception of the
normative contours for social organizations within the overall framework of his
practical philosophy. Central to these reflections is the notion that social institu-
tions should treat individuals in accord with their personal autonomy. Individuals
must not be submerged as mere parts in a whole which disregards their moral na-
ture as ends-in-themselves but should rather be integrated as members whose pur-
poses become co-constitutive for the respective organization. The self-same notion
of a societal organization respectful of and conducive to the purposes of its mem-
bers can offer guidance when it comes to evaluate recent technological advances
in the field of artificial intelligence, namely virtual organizations whose social
functions are executed by algorithms unconstrained by local contexts or geograph-
ical confines. This article aims to showcase the critical potential of a Kantian con-
cept of autonomy-enhancing institutions by discussing how it provides normative
orientation for assessing two extant applications in the field of professional
matchmaking.

1 Introduction

In the literature on artificial intelligence, a common distinction runs between a
‘weaker’ version of AI, mimicking human behavior or accomplishing tasks defined
by their programmers, and a ‘stronger’ one which centers on artificially generated
entities, setting their aims free from and, potentially, opposed to human interests
likewise (Russell/Norvig 2010). This essay does not engage in reflections about sys-
tems with autonomous goal-setting capacities, nor in speculations about their
technical feasibility or moral desirability. Instead, in what follows, the focus is
squarely on the ‘weaker’ version of AI, i.e. on algorithmic systems pursuing goals
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dictated by their human designers, employing techniques of machine-learning
within clearly confined realms whose contours are set by way of conventional pro-
gramming (Weber/Zoglauer 2019). Instead of a foray into the future, this paper
thus takes aim at technologies already shaping and reshaping our present situa-
tion, trying to glean criteria for their normative evaluation.

First, I will try to work out Kant’s concept of social organizations (1), guided
by how Kant, in his Critique of Judgment, pondered on whether and how an anal-
ogy could legitimately be drawn between natural organisms and social organiza-
tions. I am retracing these arguments in order to see where, in the wide spectrum
between a mechanic and a teleological conception of causality, one would have
to locate the specific nature of decisions based on machine-learning. This recon-
struction of Kant’s positions serves at once as a reminder of the normative ideal
guiding his conception of civil society institutions – as associations of and for
free beings which are ends-in-themselves: An ideal social organization treats its
members as co-constitutive partners rather than as expendable parts. From that
normative angle, I will discuss (2) the chances and risks inherent to algorithms
currently used by two professional matchmaking platforms. Last, I am closing
with reflections on the added benefit that Kantian criteria proffer as compared to
assessments based on neoclassical-economic or neoliberal-political analysis (3).1

2 Kant’s Concept of Social Organizations

In his legal philosophy, Kant provides contours for how individuals and institu-
tions are (not) to act (Willaschek 2002). Restraining the use of anyone’s outer
freedom so that it can coexist with the selfsame freedom of everyone else accord-
ing to universal laws of freedom (Köhler 1992), his philosophy of law proffers a
framework – of mostly ‘negative’ obligations – for personal or institutional
agency (Pogge 1998). This indispensable legal foundation is then complemented
as well as transcended by his ethics, supplying, via the categorical imperative,
‘positive’ duties for the inner freedom of any and all persons (Höffe 1983). These
obligations direct the moral agent towards the ‘highest good,’ understood by
Kant as a state of affairs where happiness come to those who morally deserve it
(Dierksmeier 1998, Guyer 2000).

For individual agency, the dual imperatives of his legal and ethical doctrines
can be unfolded into a comprehensive set of normative guideposts, as Kant himself

1 For helpful critique and instructive pointers I wish to thank Vanessa Schäffner, Peter Seele
und Dieter Schönecker.
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expounded at length within his “Metaphysics of Morals” through his “Rechtslehre”
(doctrine of right) and his “Tugendlehre” (doctrine of virtue), respectively (Wood
1999, Ripstein 2010). Whereas the micro level of individual action and the macro
level of state agency are extensively covered by these works, for the normatively
appropriate design of social institutions on the meso level of analysis (e.g., firms,
unions, associations, etc.), however, we find only scarce pointers. Certainly, the
two pillars of legal and ethical orientation can offer a suitable scaffolding, as it
were, for erecting social architectures within the field of civil society – but the con-
ceptual space they leave open is quite considerable still and (especially, when
compared to the social philosophy of Hegel) provides only scant guidance as to
how social institutions should ideally be designed (Farneth 201, Brudner 2017). It
is therefore helpful to turn one’s glance to other aspects of Kant’s work, in order to
fill in this lacuna.

As is well-known, Kant always resisted mechanical doctrines of society
(Bartuschat 1987). Instead, and especially since the “Groundworks of the Meta-
physics of Morals,” Kant advocates a theory of an ideal social community
(‘kingdom of ends’) wherein no element is merely to be regarded and treated as
a means, but each is at the same time to be respected as an end in itself; that is
to say, Kant sought a social formation wherein the individuals do not merely
exist for the sake of the whole, but the whole respects the dignity of the individ-
uals (Guyer 2000).

Throughout Kant’s works, the terminus technicus for this distinction is his
differentiation between a “limb” (Glied) and a “part” (Teil) of a whole, with the
limb denoting an element which serves itself as an end for the whole – as op-
posed to the mere part, an element integrated solely for the sake of an external
purpose (Korsgaard 1992). Mapping this nomenclature onto society, the ‘whole’
constituted by a social institution should not mechanically force its elements
into a merely external union. Instead, it should emerge as a unity arising from
and indicative of their genuine purposes (Velkley 1989). Or, in more current
parlance, institutions ought to treat their members never as expendable parts
but always as essential partners.

Yet before employing organic terminology in the context of social philosophy,
we need to consider whether it is permissible at all to apply biological metaphors
to a theory of social phenomena (Krieken 1873, Ahrens 1855, Dierksmeier 2001).
What are the conditions which must be met in order that a theory of social organ-
izations can aptly be informed by theories concerning corporeal organisms?

Kant considers this question in the Critique of Judgment and highlights that
“strictly speaking” we must admit that “the organization of nature has nothing
analogous with any causality that we know” (KU, AA 05: B 294). We ‘know’ ade-
quately only two types of causality: mechanical causality – situated, so to speak,
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‘below’ the “forming force” (KU, AA 05: B 293) of nature – and purposeful causal-
ity (teleological finality) – ‘above’ the formative causality of nature. The auto-
formation and auto-determination of natural organisms seems to be distinct from
either: a causality sui generis – purposive in its results, yet not emanating from a
process of a reflective pursuit of purposes (Bartuschat 1972, Fulda and Horst-
mann 1990, Hartmann 1951).

Since it is through conscious goal-setting that we form and transform social
institutions, we can by no means identify the formative-but-irreflexive causality
of nature with societal formations that humanity brings about intentionally. If,
nonetheless, in Kant’s telling, it seems “very appropriate” that in a contempo-
rary transformation of a large people into a state “the word organization was
often used for the establishment of magistrates etc. and even of the whole body
of the state”, then this prods us to ask: How can one at all, as Kant suggests,
“by an analogy with the aforementioned direct natural purposes” give more
“light” to the essential nature of social organizations (KU AA 05:B 295, note;
italics C.D.)? Beholding the aforementioned difference between the formative
powers of biology and consciously wrought social formations, we must ask,
what is it exactly that said analogy is supposed to illuminate?

The gist of Kant’s answer is this: Since already in nature an entity’s parts
are neither functioning nor treated merely as dead, replaceable elements, but
as living, indispensable members of a whole, acting and being acted towards
within the respective organism in accord with their internal principles, free
human beings should all the more be integrated into their respective organi-
zations according to their essential autonomy (Dierksmeier 2003, 2002). That
is to say, although nature does not form states, associations, or any other social
institutions, if these were designed in analogy to how nature itself structures liv-
ing organisms, the purposes of their members must become, consequently, as de-
cisive for the whole as the purpose of the whole is to be for its members (Köhler
2017). Social organizations, in other words, should conform to the fact that indi-
viduals are ends-for-themselves (KU, AA 05: B 382) and consequently to be sub-
jected only to rules in accord with their moral autonomy (KU, AA 05: B 391).

Put this way, the analogy between natural organism and social organizations
is indeed shining an important ‘light’ on how, through and within institutions,
people should act collectively in the realm left open by Kant’s legal philosophy
and ethics. Whereas Kant’s legal philosophy, notwithstanding a few positive
legal duties against oneself and others, leaves largely unsettled the question to
which purposes to direct oneself (Byrd/Hruschka 2010) and whereas Kant’s ethi-
cal philosophy focuses on individual conduct (Dierksmeier 2013), we now do get
some pointers as to the positive purposes of institutions (DiCenso 2019).
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Like natural organizations, constrained but not completely determined by
the laws of physics, social organizations are regulated but not enlivened by ju-
ridical laws. There is an overarching component in either. Kant points to this
supervening dimension when he notes that, although being part of nature, the
final purpose of human sociability “lies outside of it” and requires for its attain-
ment more than biology can offer, namely “culture” (KU, AA 05:B 392). Social
organizations, while being part of the legally constituted landscape of societal
life, transcend legal regulations both in regard to purposes they define for
themselves and how they achieve them. The law certainly can set up normative
constraints for social institutions, but it cannot itself accomplish that social or-
ganizations go beyond what the law demands in order to, say, harmonize the
freedoms of their members amongst themselves as well as of their members
and of society at large. In other words, if people did nothing beyond what the
law commands, societal life would suffer: both individually and collectively
people must voluntarily do more for society to thrive.

This brings us to another aspect of the analogy. What, ideally, social organiza-
tions accomplish, i.e., the harmonization of personal freedoms through a shared
culture and its attendant features, can be said to realize important aspirations of
Kant’s ethics, expressed as they are through the metaphor of the “kingdom of
ends” (AA 4: 434) which directs humanity to align their diverse projects via shared
purposes. Therein, too, social organizations are akin to what nature brings forth in
biological organisms: entities which, without having been designed for a set pur-
pose, feature internal as well as external functions of a purposive kind. Likewise,
social organizations can and will be brought about for the pursuit of certain, spe-
cific goals which neither need to, nor typically will, be garnered, directly, from
ethics, while frequently still, indirectly, serving an ethical agenda.

After all, if a given social organization wants to harness to the fullest poten-
tial the energies of its members, it must not thwart their energies; a goal best
accomplished by enhancing rather than suppressing the personal autonomy of
its members. As a result, social institutions which in effect protect and promote
individual freedoms and capabilities, may come about simply because people
are eager to organize for certain shared purposes in the most effective and effi-
cient way; corporations are an oft-cited point in case (Aßländer/Curbach 2014).
Thus, the world of business can be a possible realm for the application of Kant-
ian principles, in particular with a view to analyzing whether firms in their stra-
tegic decision-making opt for procedures which assure that all concerned by
their decisions are – directly or by way of representation – also involved in
bringing them about. The potential, and oftentimes real, upshot – a freedom-
conducive institution – may be thus but a byproduct of amoral (albeit not im-
moral) ends intelligently and consistently pursued.
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Now, to repeat, other than Hegel, Kant does not go into detail as to which
social organizations are particularly good at supporting human autonomy, and
how. In his legal philosophy, Kant does give an affirmative nod here and there
to traditional institutions of bourgeois society such as the family. Yet, by and
large, we must glean the information as to which type of social institutions to
favor from pointers elsewhere in his philosophical oeuvre. Within this wider
scope, though, we can say that, on Kant’s view, humanity will reach its destina-
tion only guided by reason, governing wisely over the manifold impulses and
inspirations proffered by internal inclinations as well as external constellations.
The “culture” and “cultivation” Kant looked for in human affairs is in good part
one where social institutions buttress the work of moral reason – beyond the
requirements of the law (Städtler, Berger, Vollmann 2005).

As much as individuals (on the micro level of analysis) form habits in order
to solidify patterns of trialed and tested behavior and as much as states (at the
macro level) sanction certain laws in order to stabilize peaceful forms of co-
existence, civil society institutions (on the meso level) can also help to express
and support activities which align the otherwise oftentimes disparate purposive
agency of people. Institutions can assist individuals, especially in moments of
personal weakness or disorientation, to stay on the straight and narrow by pro-
moting, incentivizing, training, and rewarding apt behaviors (Moore 2002, Et-
zioni 1995, Wood 1990). The normative mettle of social institutions can thus be
gauged as to whether they are helping people making decisions that are at once
morally sound, socially acceptable, and in their own long-term interest. The
schooling in worldly affairs along with the training of pro-social attitudes and
aptitudes that social institutions provide – a point much dwelled upon by Hegel
(Wood 1990) –, can assume an indirect moral quality inasmuch as it instructs
people to find ways to pursue their own personal interest in ways and manners
acceptable to, respectful of, and, ideally also, conducive to the interests of others.
Through their internal culture and the resultant cultivation of their members, so-
cial institutions can thus be a formidable force of moral education and exert a
formative influence within society to boot.

To put the same idea in a more abstract and sociological manner, institu-
tions are congealed forms of interpersonal decision-making and cooperation
bent on solving societal coordination problems (Nielsen 2009). Not inciden-
tally, this sounds almost as if social institutions were but algorithms for societal
problem-solving: a bespoke technology to cope with the challenges of inevita-
ble coexistence and requisite collaboration (Esquith/Gifford 2010). For it does
not, looked at from this angle, demarcate a difference in principle whether the
social institution in question is offline or online, physically manifested in Eu-
clidian space or virtually organized in cyberspace (Kasper-Fuehrer/Ashkanasy

244 Claus Dierksmeier



2001). What does matter is rather whether a given social institution approxi-
mates the Kantian ideal of a social organization as an institution negatively
protecting and positively promoting the autonomy of its members. From this per-
spective we shall now inspect two recent online platforms employing AI algo-
rithms that expressly endorse said normative ideal of autonomy-enhancement as
part and parcel of their strategic value proposition.

3 Algorithms and Autonomy

In what follows, I am side-stepping the discussion on what constitutes genuinely
‘artificial’ intelligence (Floridi/Sanders 2004, Misselhorn 2019). According to the
most demanding definitions, only technological systems independently setting
their goals or having autarky over their energy and existence, can truly be called
‘artificially intelligent’ (Russel/Norvig 2010). With a standard so demanding,
however, one probably must also concede that, at present, such systems can no-
where be found (Anderson/Anderson 2011, Wallach/Allen 2009). Yet thus one
would gainsay the potential of the term ‘artificial intelligence’ to help us discern
between software-based technology of yesteryear, programmed as rigid if-then-
conditionals, and far more advanced applications of the present which, through
advanced algorithms and pattern-recognition technologies, display an undis-
puted capacity for machine-learning (Etzioni/Etzioni 2017, pp. 408f.).

After all, not only do many present applications pass the Turing-test of pro-
ducing results which, to the uninitiated observer, are equivalent to outputs gener-
ated by human operators (Turing 1950). What is more, machine-learning can
produce outcomes that, in some respects, surpass what, during comparable time
intervals, humans could generate (Deng 2015, p. 26). Moreover, when in 1955, in
the context of a funding proposal to the Rockefeller Foundation, John McCarthy
used the term ‘artificial intelligence’ for the first time (McCarthy et al. 1955), the
notion of ‘machine learning’ was not at all on the horizon. Consequently, the
concept of artificial intelligence (AI) was designed to suggest that, sometime in
the future, machines, if programmed adequately, might be able to solve prob-
lems of a far higher order than possible with the hitherto available technology.
McCarthy and colleagues agreed that the real challenge in devising arithmetic
operations which mimic human problem-solving capacity would soon be no lon-
ger due to a “lack of machine capacity, but our inability to write programs taking
full advantage of what we have” (McCarthy et al. 1955, p. 2). It seems thus apt to
name as ‘artificially intelligent’ all such algorithm-based systems today that
have overcome this erstwhile problem, since, although the software they run
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on at present was written by human programmers, their outputs are generated
independently of further human influence – and can be regarded in that
sense as ‘artificially’ autonomous (Etzioni/Etzioni 2017).

For our present purpose, this weaker definition of artificial intelligence can
suffice, or so I would argue, in order to examine extant applications whether they
can reasonably be called ‘social institutions’ in a Kantian sense. As candidates
for such a probe, two start-ups are selected here which both, drawing each on
machine-learning as well as on blockchain technology, have established online
platforms running a matching software for professional collaboration. Not their
technical commonalities were what motivated their selection, however, but the
fact that each company in its own way aims to realize aspirations akin to the
Kantian ideal of autonomy-enhancing social institutions. Both applications cater
to the global job market and intend to change the way people collaborate all
around the world. The goal of either is, more specifically, to bring more auton-
omy to workers and to help people worldwide find employment that suits their
talents and aspirations (for a broader discussion of both firms within the context
of blockchain technology, see Dierksmeier/Seele 2019).

The first firm I wish to introduce is “TiiQu” (the name is emblematic of the
‘trust quotient,’ one of the firm’s unique selling points) which aims to lower the
costs of and reduce the bias involved in recruiting processes, especially but not
only in the gig economy. TiiQu wants to make hiring decisions more merito-
cratic by cutting out conventional middlemen such as headhunters, replacing
them with algorithms that establish the professional trustworthiness of job candi-
dates based on certified competences, recorded in a globally accessible and
tamper-proof blockchain. The matching algorithms employed are deliberately de-
signed so as to prevent the impact of stereotypes in hiring decisions (based on
gender, ethnicity, age, etc.) and to hinder corruption (for their code of ethics, see
http://anyflip.com/keby/zdgj/).

Not always, certainly, is such disintermediation tantamount to an unam-
biguous gain in moral quality, since there may well be circumstances where
personal intermediation is preferable for sound judgment as compared to the
generalization and standardization inherent to algorithmic decision-making. At
times, however, and to the extent that tasks and profiles are already standard-
ized so as to allow for meritocratic matchings, such algorithms may prove in-
valuable (Bhatia et al. 2018). While previous digital technologies had already
been used to dissociate capacity sets and personal identifiers in digitized appli-
cation processes (Barron et al. 1985), they were hitherto hampered by a single
point of failure: If the central node in the respective network was corrupted, so
might be the matchings between prospective employers and employees. It is to
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this problem that the decentralized approach of blockchain technology, as em-
ployed by TiiQu, promises a solution (Dierksmeier/Seele 2019).

What makes TiiQu a candidate for the label of a social institution in the Kant-
ian sense is the fact that it aims to strengthen the autonomy of its members both
substantially and procedurally. On a substantial level, we can appreciate the fact
that here is a hiring platform whose matchmaking is expressly geared to func-
tional benchmarks alone. Its technology enforces that prospective employers
cannot circumvent the very criteria they define for job applicants through the in-
fluence of biases, stereotypes, nepotism, favoritism, and so on. TiiQu’s software
assures that any and all hiring on this platform is based on professional criteria
alone which first must be made explicit and then have to be abided by on part of
the employer. Likewise, TiiQu eliminates the opportunity for misrepresentation
on part of the would-be employee. Through independently verifying their claims
to expertise, TiiQu ensures that employers committing to hire based on said ex-
plicated criteria are secure against imposters who try to game the system in their
favor.

TiiQu’s matching and hiring process is anonymized and standardized which
is in the interest of both trustworthy employers and honest employees. As a re-
sult, the career chances – i.e. the professional autonomy – of people who truth-
fully represent the qualities they have and for firms that sincerely wish to hire
without bias to find one another are decisively augmented. Especially with a
view to a global, multicultural marketplace which puts up countless obstacles to
such matches, this is no small feat. Due to either the offline character of job inter-
views (hampered by national borders and spatial distance) or the online filters
used by conventional headhunters (who have a vested interest in the eventual
pairing of openings and candidates, but less so in a truthful representation of
both parties per se), the quantity and quality of the hindrances to meritocratic
hiring overcome by TiiQu are notable. The upshot is a tangible empowerment for
job candidates from all around the world who, under default conditions, would
have a disadvantage on the global job market as against locally embedded and
‘better connected’ candidates or might suffer from discrimination based on gen-
der, ethnicity, etc.

This is matched on the procedural level by TiiQu inviting all the partici-
pants of its platform to become part of its governance. Through a model that
allots the ability to introduce changes to the platforms standards and policies
in proportion to one’s collaboration (as opposed to, say, to one’s stake in ven-
ture capital or one’s shareholdings), TiiQu deliberately democratizes what in
most firms is a plutocratic affair: the nexus between membership and control.
No one is barred from driving the kind of change he or she wishes to see in Tii-
Qu’s parameters and processes. In this way, the firm allows platform participants
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to be ‘limbs’ of the institution quite in a Kantian sense, i.e. by affecting what af-
fects them and by becoming part of a whole whose direction they themselves
influence.

Even more ambitious in terms of self-governance ‘from below’ is “YourCom-
pany” (https://www.your.company). This start-up sets out not only to bring
would-be employees and extant employers together but also aspires to overhaul
entirely how entrepreneurial ideas are being realized. Assuming that many more
people would cultivate their creative inspirations and dare to become entrepre-
neurs, if only the administrative, bureaucratic, logistical, and financial burdens
of setting up a firm could be lowered, YourCompany promises to semi-automate
the process of incorporation. The operative idea is to offer a blockchain-based
default structure for a (financial, logistic, legal) support network so that aspirant
entrepreneurs may focus on their innovative ideas and products.

Anyone with spare resources (time, knowledge, expertise, etc.) on their
hands can enter this network freely and peruse the projects on display. By self-
selecting which business idea or corporate infrastructure people want to sup-
port through their services, individuals commit their labor, not unlike a vote, to
those projects that they find most deserving. Money is thus not the main draw,
although also conventional forms of crowdfunding and remuneration are on
offer; what attracts collaborators is mainly the perceived worthiness and overall
appeal of the projects themselves. As a result, this online cooperation platform
promises to be more egalitarian than others: Whereas capital is unequally dis-
tributed, everyone has 24 hours/day at their disposal.

Moreover, by bringing people from all corners of the world together to engage
in transactions that not only replace offline interactions but also, absent the oppor-
tunities offered by these platforms, might never take place at all, either platform
increases the overall amount of cooperative engagements between global citizens
for presumed mutual benefit; a result a Kantian might applaud as a welcome en-
hancement of the professional autonomy of all involved parties. In fact, where, as
in the case of YourCompany, some such professional communities are built solely
for the reason of seeing through a certain social innovation or transformation, one
could go as far as to regard the resultant businesses as social entrepeneurships
(Pate/Wankel 2014) or as quasi-public enterprises (Franz/Hochgerner/Howaldt
2012). At any rate, YourCompany represents and intensifies an ongoing process
where inter-firm, firm/market, and firm/society boundaries become increasingly
blurred, leading to entirely new constellations at the business-society interface
(Catalini 2017).

The governance of these two platforms-cum-networks is meant to be as dem-
ocratic as their organizational structure is decentralized. In YourCompany, too,
people gain influence over the network and its ecosystem in proportion to their
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active contributions. The typical bifurcation between management or owners on
one hand and the creative class or those putting in ‘sweat equity’ on the other
yields to a governance structure where influence ensues involvement – bolster-
ing personal autonomy. If TiiQu and YourCompany succeed, they stand not only
to broaden access to the global economy quantitatively. Over time, they might
also qualitatively alter the power matrix of job markets. The professional oppor-
tunities of workers and independent creators could grow, while the rents for con-
ventional gatekeepers such as capital owners might dwindle. This requires,
however, a broad adoption and hence approval of their respective activities, itself
depending on utter transparency about their processes and procedures. Last, not
least, this would indirectly satisfy a key Kantian condition for public decision-
making: strict publicity – as a precondition for the active involvement of, ideally,
all passively affected individuals (Habermas 1995).

4 Kantian Conclusions

From the perspective of neoclassical economics, the aforementioned developments
towards collaboration based on algorithmic matchmaking appear as net-positive:
To succeed, such platforms need to reach economies of scale by satisfying the
wants of numerous customers; and where many voluntarily agree to transact, one
can, assuming rationally operating economic agents, infer that aggregate utility is
increased. An assessment from a market-liberal angle comes to the same conclu-
sion: Where uncoerced contracts come to fruition, the voluntary nature of these
transactions alone signals that the freedom of the involved parties was respected
and enacted: Given a plurality and, consequently, a healthy competition of such
online employment brokers, their offers appear to advance the liberty of each and
all to find forms of gainful employment and meaningful cooperation.

From a Kantian perspective, the assessment is a bit more complicated, as
we need to discern between an indirect and a direct assessment of these busi-
ness models. The indirect perspective refers to the Kantian notion that purpo-
siveness in outcome need not result from intentional purposes. The same holds
for social institutions in that they can realize moral ends without necessarily
being set up to do so. From this angle, it seems that the firms here investigated
have chosen to democratize their governance structures in order to offer the
best possible service to their members. Treating them, not as mere parts, but as
partners, they are in matter of fact realizing a Kantian goal – participatory gov-
ernance via procedural autonomy – without this being their raison d’être.
While both TiiQu and YourCompany do explicitly endorse said goal also as part
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and parcel of their respective mission statements, they were not created in the
first place to realize this objective; rather, in spite of their appreciation of pro-
fessional autonomy as an intrinsic good, either pursues this end as instrumental
and, in fact, crucial for the success of their overall corporate agenda.

Their agenda must also be scrutinized directly. At first glance, one will
surely feel inclined to applaud anything that promises to promote individuals’
freedom to contract voluntarily for legitimate purposes and, especially, to open
up professional opportunities otherwise foreclosed or inaccessible. Whatever
lowers the threshold for people from all corners of the world to engage one an-
other in economic freedom for their reciprocal benefit, is justly an auspicious
candidate for moral approval from a Kantian vantage point, not in the least be-
cause it raises the number and strengthens the nature of cosmopolitan ex-
changes. Yet, while the commitment of these online platforms to contribute to a
just and fair commercial order for all global citizens is certainly laudable, at the
same time, a Kantian should be chary of economic structures that put quasi-
public powers into private hands alone. Firms brokering deals essential for the
livelihood of the involved parties assume enormous power over people’s lives
and, in keeping with Kant’s legal and political philosophy, should be subject to
public scrutiny.

The invisible operative standards (‘white norms’) that regulate the encoun-
ters on such platforms are not of a merely technological nature but also expres-
sive of certain value standards – or their absence. A Kantian might take recourse
in this regard to something akin to the slogan ‘no regulation without representa-
tion;’ that is, from a Kantian perspective one should insist on the public oversight
of the quasi-public powers of such platforms instead of letting them use these
simply at their discretion. After all, customs and conventions in the offline world
have typically stood the test of time and thus may merit the benefit of the doubt
as to their appropriateness. Yet what qualifies, one has to ask, the programmers
of the algorithms governing online platforms to make – via default settings – the
right choices for others? How open are such systems for inside and outside criti-
cism as well as the implementation of the moral lessons thus learned? In keeping
with other semi-autonomous societal organizations – like universities, for in-
stance – the participatory self-governance of such platforms must remain subject
to public supervision and, where necessary, revision.

Also noteworthy are the risks posed by the facelessness of these systems.
We should assume that the very fact which advocates for these platforms ad-
duce in their favor – i.e. an anonymous matching of persons to tasks – implies
not only benefits but risks as well: Whereas in socially embedded and culturally
framed markets, transactions are, for better or worse, permeated by the social
norms immanent to the respective social realm, the same does not hold for
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algorithmic decision-making. The latter requires the explication – and subse-
quent operationalization – of implicit normative standards lest ethical lacunas
arise. It seems, consequently, that from a Kantian perspective the morality of
AI-applications can never be assessed in bulk. Rather, one must evaluate their
moral mettle on a case-by-case basis and in direct comparison with the conven-
tional alternatives they aim to replace.

In sum, from a Kantian perspective, one would need to demand, first, as a
mandate of legal philosophy, that AI-products be regulated by law so as to rule
out egregious impropriety. Paraphrasing, for this purpose, Kant’s demand for
publicity in the political realm, the public should have an effect on whatever
affects it. Second, on the level of social philosophy, such platforms should de-
monstrably manage the leeway left open by the law in ways that assure that
stakeholder criticism is afforded the appropriate scrutiny and has concomitant
chances to induce changes. The more such platforms enable stakeholder gover-
nance through participatory design and procedural malleability, the likelier is
their eventual endorsement from a Kantian perspective.
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Larissa Berger

10 On the Subjective, Beauty and Artificial
Intelligence: A Kantian Approach

Abstract: The subjective or phenomenal character of experience has been fa-
mously captured by Thomas Nagel’s question “What is it like to be an x?”. At
first glance, Kant seems to care little about such ‘what is it like’ questions.
His philosophy does not seem to be concerned with phenomenal character.
However, I will argue that this picture falls short of Kant’s account of beauty.
For Kant, an adequate account of pleasure in general and pleasure in the
beautiful in particular must refer to phenomenal character. Pleasure cannot
be understood but needs to be felt. Since beauty is constituted by a specific
feeling of pleasure, beauty can only be grasped by creatures with the ability
to feel. Despite new achievements in affective computing, AI is not able to
feel. Hence, the realm of beauty is foreclosed to AI.

In 1974, Thomas Nagel introduced the famous question “What is it like to be an
x?” into philosophy of mind. Nagel argues that there is a subjective point of
view, which is inaccessible from the perspective of physics or natural science.
The existence of a subjective point of view, together with the phenomenal char-
acter of experience that goes along with it, provides a promising argument
against the existence of strong Artificial Intelligence (AI): AI cannot occupy a
subjective point of view, let alone the human-specific point of view. One crucial
thing AI is missing is the ability to have mental states with phenomenal charac-
ter, where the latter is essential to human experiences.

All of this might seem rather detached from Kant’s philosophy. At first
glance, Kant seems to care little about what Nagel calls the subjective point of
view, or ‘what-it-is-likeness.’ I will, however, show that a closer look at Kant’s
aesthetics reveals that at least one part of Kant’s philosophy relies and depends
on ‘what-it-is-likeness:’ his account of beauty. More precisely, I will argue that
Kant’s argument in the Analytic of the Beautiful depends on the aesthetic pleas-
ure’s phenomenal character of disinterestedness. This will be the basis to argue
that the realm of beauty, understood in Kantian terms, is foreclosed to AI.

I will proceed as follows: First, I will briefly sketch Kant’s understanding of
the subjective. Second, I will introduce Nagel’s notion of the subjective, which is
quite distinct from Kant’s usage of this term. Third, I will argue that, nonetheless,
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not only Kant’s understanding of pleasure in general, but also his notion of the
pleasure in the beautiful, depend on the phenomenal character of pleasure. Fi-
nally, I will put forward an argument for the thesis that AI is foreclosed from the
Kantian realm of beauty.

1 Kant’s Notion of the Subjective

The term ‘subjective’ has come to carry with it a certain flavor of arbitrariness.
What is subjective is merely valid for the individual subject and bound to her idio-
syncratic point of view. Although something along these lines can be found in
Kant, his usage of this term is multifaceted. For our present purposes, I submit to
distinguish four different meanings of ‘subjective’: origins in the subject (S1),
merely private validity (S2), validity for all judging subjects (S3), and uselessness
for cognition (S4).

1

In its first and broadest meaning (S1) the term ‘subjective’ signifies that some-
thing originates in, or relates to, the subject. For instance, Kant says that the
“merely subjective in the representation of an object” is that which “constitutes
its relation to the subject” (KU, AA 05: 188). Thus, “space and time are nothing
but subjective forms of our sensory intuition” (Progress, AA 20: 268).2

S1 Something is subjective iff it relates to, or originates in, the subject.

In this broad sense, the term ‘subjective’ is applied to transcendental no-
tions, such as space and time, as well as empirical notions, such as sensations
(Empfindungen).3

A second sense of the subjective (S2) refers to the validity of judgments or rep-
resentations. Whereas objective validity is coextensive with universal validity –
“[o]bjective validity and necessary universal validity (for everyone) are [. . .] inter-
changeable concepts” (Prol., AA 04: 209) –, (merely) subjective validity signifies

1 As a matter of fact, there are further aspects of the meaning of ‘subjective.’ For instance, in
the context of the third Critique one might think of the subjective principle of reflective judg-
ment. In the ethical context, the “incentive [Triebfeder]” by which “is understood the subjec-
tive determining ground of the will” (KpV, AA 05: 72) comes to mind, but also maxims being
“the subjective principle of volition” (GMS, AA 04: 400 fn.) and “the subjective principle of
acting” (GMS, AA 04: 420 fn.).
2 See also Progress, AA 20: 267; KU, AA 05: 188 f.
3 See: “Sensation (in this case external) likewise expresses the merely subjective aspect of our
representations of things outside us” (KU, AA 05: 189).
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‘private validity.’4 It is this notion of the subjective in Kant which comes closest to
the contemporary meaning in terms of arbitrariness.

S2 Judgments (or representations) are merely subjectively valid iff they have
only private validity.

In the Prolegomena Kant applies this sense of ‘subjective’ to judgments of per-
ception: “Empirical judgments, insofar as they have objective validity, are judg-
ments of experience; those, however, that are only subjectively valid I call mere
judgments of perception.” (Prol., AA 04: 298) Judgments of experience are uni-
versally valid because they refer to the object as an intersubjectively accessible
reference point.5 On the contrary, judgments that have a reference point within
the judging subject are merely subjectively valid, i.e., they have merely private
validity. This latter claim, however, is abandoned in the third Critique, where
Kant introduces the differentiation between objective and subjective universality
of judgments.6 With this notion of subjective universality he establishes a third
sense of ‘subjective’ (S3). In this context, objective universality concerns the
sphere of objects to be judged – objectively universal judgments have the form
“All S are P”. Instead, subjective universality concerns the “sphere of those
who judge” (KU, AA 05: 215) – subjectively universal judgments are valid for
every judging subject (every human being). Hence, this is a third sense of ‘sub-
jective’ in Kant:

S3 A judgment has subjective universality iff it is valid for all judging subjects.

Note that S3 (subjective universality) is incompatible with S2 (merely private va-
lidity). Thus, these two senses of ‘subjective’ mark off a shift in thought be-
tween the Prolegomena and the third Critique.

S3 is not the only sense of the subjective that we find in the third Critique. It
is in this work that Kant uses this term most frequently. For instance, Kant also

4 See for instance KrV: A820/B 849; KU, AA 05: 217 & 338. – See also Kant’s remarks in On
Having an Opinion, Knowing, and Believing, for instance: “Subjective sufficiency is called con-
viction (for myself), objective sufficiency, certainty (for everyone).” (KrV: A 822/B850).
5 See: “for there would be no reason why other judgments necessarily would have to agree
with mine, if there were not the unity of the object – an object to which they all refer, with
which they all agree, and, for that reason, also must all harmonize among themselves.” (Prol.,
AA 04: 298).
6 See KU, AA 05: 214 f.
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employs ‘subjective’ (S4) to signify that something “does not serve for any cogni-
tion at all” (KU, AA 05: 206). Thus, the feeling of pleasure is merely subjective,
whereas sensations (Empfindungen), which provide the material for cognition,
are “objective representation[s] of the senses” (KU, AA 05: 206).7

S4 A representation is subjective iff it cannot serve for cognition.8

Indeed, according to this definition, the feelings of pleasure and displeasure are
the only subjective representations of which Kant conceives. As Kant puts it:
“the subjective aspect [dasjenige Subjektive] in a representation which cannot
become an element of cognition at all is the pleasure or displeasure connected
with it; for through this I cognize nothing in the object of the representation,
although it can well be the effect of some cognition or other” (KU, AA 05: 189).

The common core of S1-4 is that the subjective refers to the subject or, more
precisely, the human being. Note that one and the same thing can be subjective
in one sense and objective in another. For instance, the a priori forms of intui-
tion are subjective in that they originate in the subject (S1), but they are objec-
tive in that they serve for the cognition of objects (S4); in addition, they have
objective validity (S2). Sensations are subjective in that they have merely pri-
vate validity (S2), but they are objective in that they can serve for cognition (S4).
For our purposes, it is important to see that none of Kant’s notions of the sub-
jective explicitly refers to the phenomenal character of experience.

2 Nagel’s Notion of the Subjective

A seminal contemporary conception of the subjective was famously suggested
by Thomas Nagel in his paper ‘What is It Like to Be a Bat?’. It is a fundamental
critique both of reductionism (in its different variants) and functionalism or, at
least, it calls attention to the limits of these positions. Nagel’s argument is
based on the notion of the subjective, which is contrasted with the objective as
associated with the realm of physics. Nagel links the subjective to the notion of

7 In Progress Kant makes use of a broader sense of the subjective. Here, everything that “can
provide no knowledge of the object” and “cannot even be counted as knowledge of objects at
all” is subjective (Progress, AA 20: 268 f.). Since sensations “e.g. of bodies in light as color, in
sound as tones, or in taste as sour” alone do not amount to knowledge of the object, they “re-
main merely subjective” (Progress, AA 20: 268 f.).
8 This sense of the subjective is also contained in Kant’s notion of the aesthetic judgment’s
subjective determining ground (see KU, AA 05: 203 f.).
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experience and defines the “subjective character of experience” (Nagel 1974,
pp. 436 & 441) in terms of ‘what-it-is-likeness’ or phenomenal character:

the fact that an organism has conscious experience at all means, basically, that there is
something it is like to be that organism. [. . .] But fundamentally an organism has con-
scious mental states if and only if there is something that it is like to be that organism –
something it is like for the organism. We may call this the subjective character of experi-
ence. (Nagel 1974, p. 436)

Consciousness is inextricably (‘if and only if’) linked to ‘what-it-is-likeness’:
There is no conscious mental state without something it is like to be in that
state, and no ‘what-it-is-likeness’ without some kind of consciousness. Because
of their ‘what-it-is-likeness’ conscious mental states are subjective or, more pre-
cisely, ‘what-it-is-likeness’ is nothing but the ‘subjective character of experi-
ence.’ Although Nagel himself does not employ the term ‘qualia,’ we may use
it, understood as “the introspectively accessible, phenomenal aspects of our
mental lives” (Tye 2017, par. 1), to refer to ‘what-it-is-likeness.’9

Nagel holds that experiences with phenomenal features or ‘what-it-is-likeness’
are connected with “a single point of view” (Nagel 1974, p. 437), viz., a subject-
specific point of view. The latter is not true for what is objective.10 This does not
mean that an objective, physical theory is free from any point of view whatsoever.
Whereas the subjective character of experience is bound to the “internal view”
or view from inside, the objective is connected to (or aims at) an “external view”
or view from outside (Nagel 1979, p. 207). The view from outside is constituted
by a transcendence of all particular points of view (of individuals as well as
species) – it is a view “from nowhere in particular” (Nagel 1979, p. 208).

One could suspect that the subjective or internal point of view is intimate
to each individual and, therefore, not accessible to other individuals. And it
seems reasonable that our first grasp of the phenomenal character of experi-
ence is bound to this first-person or individual point of view. To have any idea
of what it is like to see red, I need to see something red myself in the first place.
In this respect, there is a certain priority of the individual point of view. Yet,

9 See also Chalmers: “A number of alternative terms and phrases pick out approximately the
same class of phenomena as ‘consciousness’ in its central sense. These include ‘experience,’
‘qualia,’ ‘phenomenology,’ ‘phenomenal,’ ‘subjective experience,’ and ‘what it is like.’”
(Chalmers 1996, p. 6). Nagel himself uses a number of different terms to denote ‘what-it-is-
likeness,’ including “phenomenological facts” (Nagel 1974, p. 442), “phenomenal features of
experience” (Nagel 1974, p. 437), and “quality” of “experience” (Nagel 1974, p 442).
10 Nagel states: “every subjective phenomenon is essentially connected with a single point of
view, and it seems inevitable that an objective, physical theory will abandon that point of
view” (Nagel 1974, p. 437).
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when Nagel refers to the subjective as opposed to the objective, he refers to the
broader human point of view or, more generally, to “species-specific points of
view” (Nagel 1974, p. 444). As Nagel writes: “I am not adverting here to the al-
leged privacy of experience to its possessor. The point of view in question is not
one accessible only to a single individual. Rather it is a type.” (Nagel 1974,
p. 441) In this respect, Nagel’s subjective point of view is intersubjective (in
terms of the members of a certain species) and yet not objective. For, what is
objective must be available not only to the members of a certain species but
must be accessible from a point of view beyond the boundaries of any species
whatsoever (presupposing an adequate level of intelligence).11 Negatively speak-
ing, the objective point of view is characterized by “externality or detachment”
(Nagel 1979, p. 208).

The question arises of how an individual can occupy this broader human-
specific though subjective point of view. Two things are required: First, one can
only occupy the point of view of creatures sufficiently similar to oneself. To
have an idea of what it is like for humans to see red, one needs to have the
visual system of humans or, at least, a visual system that is sufficiently simi-
lar.12 Conversely, I cannot occupy the point of view of someone whose visual
system is not sufficiently similar to mine (e.g., a deaf and blind person).13

The second requirement to occupy the broader human-specific point of view is
imagination. By imagining what it is like to see red for other people, I leave my
individual point of view behind in favor of a species-specific, but still experien-
tial point of view. Such imagining could proceed in either of two ways:14

To imagine something perceptually, we put ourselves in a conscious state resembling the
state we would be in if we perceived it. To imagine something sympathetically, we put
ourselves in a conscious state resembling the thing itself. (This method can be used only
to imagine mental events and states – our own or another’s.) (Nagel 1974, p. 446 fn. 11)

We can imagine what it is like to perceive and what it is like to feel for somebody
else. In both cases, “[o]ur own experience provides the basic material for our
imagination” (Nagel 1974, p. 439). This confirms our assumed priority of the indi-
vidual point of view. Note that the subjective standpoint is “beyond the reach of

11 See the following example: “A Martian scientist with no understanding of visual perception
could understand the rainbow, or lightning, or clouds as physical phenomena, though he
would never be able to understand the human concepts of rainbow, lightning, or cloud, or the
place these things occupy in our phenomenal world.” (Nagel 1974, 443).
12 See Nagel 1974, p. 442 & Nagel 1979, p. 207.
13 See Nagel 1974, p. 440.
14 Nagel mentions a third kind of imagination, viz., “symbolic imagination” (Nagel 1974,
p. 446 fn. 11), but does not expand on this notion.
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human concepts” (Nagel 1974, p. 441). It cannot be put into propositions which
could be true or false.15 Thus, the subjective standpoint cannot be occupied by
applying rules but only by the power of our imagination.

Two clarifications are called for. First, Nagel’s distinction between the
subjective and the objective point of view might suggest that both are strictly
separated categories. Yet, the two are connected via a continuum between the
individual point of view on one side and the ‘view from nowhere in particular’
on the other.16 Second, one might be tempted to think that the individual first-
person point of view falls short in Nagel’s account. As Kriegel and Zahavi have em-
phasized, “[w]hat-it-is-like-ness is properly speaking what-it-is-like-for-me-ness”
(Zahavi/Kriegel 2016, p. 36). On their account, “experiential for-me-ness is [. . .] an
experiential feature of all phenomenal episodes that remains constant across them
and constitutes the subjectivity of experience” (Zahavi/Kriegel 2016, p. 39).17 As I
see it, Nagel is forced to deny neither such ‘for-me-ness’ nor its supposed constitu-
tional function for experience. It is simply not his focus.

We can now formulate Nagel’s notion of the subjective (SN) as follows:

SN A mental state is subjective iff it is endowed with phenomenal character
(‘what-it-is-likeness’) and bound to a particular (individual or species-
specific) point of view.

This formulation suggests that ‘having phenomenal character’ and ‘being bound
to the individual or species-specific point of view’ amount to separate conditions.
Nagel writes that “every subjective phenomenon is essentially connected with a
single point of view” (Nagel 1974, p. 437, my emphasis). So, ‘having a phenomenal
character’, at least, implies ‘being bound to a single point of view.’ But is there a
more precise determination of this relation? We shall have a look at the following
quote:

the concepts and ideas we employ in thinking about the external world are initially ap-
plied from a point of view that involves our perceptual apparatus, they are used by us to
refer to things beyond themselves – toward which we have the phenomenal point of view.

(Nagel 1974, p. 444)

15 See Nagel 1974, p. 441. See also Walter 2006, p. 13 fn. 4.
16 See Nagel 1974, p. 442 f. & Nagel 1979, p. 206.
17 For a similar claim see Rinofner-Kreidl 2004. Rinofner-Kreidl differentiates between two
kinds of subjectivity: subjectivity in terms of the phenomenal first-person perspective, which
is a constituent of experience, and subjectivity in terms of a particular perspective on certain
contents or objects. Only the latter can be overcome to reach the more objective perspective of
physics; the former is in principle invincible.
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The first possibility to understand the subjective point of view is in terms of the
human-specific basis of the different phenomenal experiences, e.g., our per-
ceptual capacities. For, as Nagel notes, the human-specific ‘point of view . . .
involves our perceptual apparatus.’ A second possibility would be that the sub-
jective point of view is nothing but the total of experiences with phenomenal
character. Therefore, one might argue, Nagel calls this viewpoint the ‘phenome-
nal point of view.’ In other words, in this reading the species-specific point of
view consists in the “phenomenal world” of a certain species (Nagel 1974,
p. 443). There might be a third possibility. Here, the subjective point of view
would encompass more than phenomenal character – namely, for instance,
“the narrow range of a human scale in space, time, and quantity” (Nagel 1979,
p. 206), intersubjective values etc. Thus, the species-specific point of view
would refer to everything that is somehow endowed with intersubjectivity but
cannot be extended to other species. I am not sure which of these pictures best
captures Nagel’s conception of the subjective point of view since his own for-
mulations remain ambiguous. In what follows, I will ask separately whether
the Kantian conceptions of pleasure and beauty refer to a phenomenal charac-
ter and the subjective point of view. Whereas for Nagel both might amount to
the same thing or be inextricably linked, this might not be the case with Kant.

3 Kant, the Subjective and Pleasure
in the Beautiful

Is the pleasure in the beautiful subjective in Nagel’s sense (SN)?
18 In other words:

Is the Kantian pleasure in the beautiful endowed with a phenomenal character,
and is it bound to the subjective (individual or species-specific) point of view?
To answer these questions, we shall first have a look at Kant’s general notion
of pleasure.

18 Nagel’s question ‘What is it like to be an x?’ has been transferred to Kant’s conception of
rational beings by Birgit Recki (2004). Recki also focuses on Kant’s theory of feelings (Gefühle).
Her concern, however, is with the ‘what’ in ‘what it is like.’ My concern is rather with the ques-
tion of whether Kant’s notion of pleasure comprises ‘what-it-is-likeness’ in the first place.
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3.1 Pleasure in General

Pleasure, for Kant, is subjective in the S4-sense: it cannot serve for cognition.
This does not imply, however, that all kinds of pleasure are merely private or
have merely private validity (S2). Rather, the pleasure in the beautiful and the
pleasure in the good are intersubjectively valid and, at least, the former can
serve as the determining ground for subjectively universal judgments (S3).
From a contemporary point of view, it might seem obvious that feelings are par-
adigmatic cases of phenomenal states.19 It is by no means obvious, however,
that for Kant, too, the feeling of pleasure is endowed with phenomenal charac-
ter (SN).

One might assume that Kant had a functional understanding of pleasure.
Following Levin, “functionalist theories take the identity of a mental state to be
determined by its causal relations to sensory stimulations, other mental states,
and behavior” (Levin 2018, par. 3).20 At first glance, Kant’s definition of plea-
sure in § 10 of the third Critique seems to fit well with such a functionalist
picture:

The consciousness of the causality of a representation with respect to the state of the sub-
ject, for maintaining it in that state, can here designate in general what is called pleasure;
in contrast to which displeasure is that representation that contains the ground for deter-
mining the state of the representations to their own opposite (hindering or getting rid of
them). (KU, AA 05: 220)

A similar picture of pleasure is evoked in the following passage of the First
Introduction:

Pleasure is a state of the mind in which a representation is in agreement with itself, as a
ground, either merely for preserving this state itself (for the state of the powers of the
mind reciprocally promoting each other in a representation preserves itself), or for pro-
ducing its object. (EEKU, AA 20: 230 f.)

These two passages allow for the following definition of ‘pleasure’: A mental
state counts as pleasure iff it has a representation as its causal input and either

19 See for instance Walter 2006, p. 14.
20 Nagel emphasizes that the subjective character of experience “is not analyzable in terms of
any explanatory system of functional states, or intentional states, since these could be as-
cribed to robots or automata that behaved like people though they experienced nothing”
(Nagel 1974, p. 436). Still, a functionalist account of pleasure could be complemented by a
phenomenal understanding of the latter. So, even if Kant defined pleasure in functionalist
terms, he could also hold that pleasure has a subjective character.
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its own preservation or the production of its object as its causal output. If this
functional definition were complete, pleasure would be objective in Nagel’s un-
derstanding: It could be fully understood from a vast variety of standpoints or,
rather, from nowhere in particular.

It is striking that both definitions cited above do not include phenomenal
character or something along these lines. With regard to the definition from § 10,
Guyer emphasizes:21

there is no suggestion here [in KU, AA 05: 220] that there is a specific way that it always
feels to be in one of these states or the other, that there is a specific, always identical way
the disposition to continue in one’s current state feels and a particular, likewise always
identical way the disposition to alter one’s state feels.22 (Guyer 2018, p. 157)

This diagnosis leads Guyer to abandon the “phenomenological account of plea-
sure and pain” in favor of a “dispositional [. . .] account of pleasure and pain”
(Guyer 2018, p. 162). On that account, which is quite in line with the functional
definition sketched above, “pleasure just consists in the disposition to remain
in the state one finds pleasing” (Guyer 2018, p. 149). But is such a functionalist
interpretation of the Kantian concept of pleasure adequate? Does Kant really
deny any phenomenal understanding of pleasure? I do not think so. On the
contrary, I submit, Kant is well aware that pleasure has a phenomenal charac-
ter and that it is, first and foremost, characterized by the latter.

The most explicit evidence for this thesis is found in a remark from the First
Introduction. It follows right after the definition of pleasure:

It can be readily seen here that pleasure or displeasure, since they are not kinds of cogni-
tion, cannot be explained by themselves at all, and are felt, not understood; hence they
can be only inadequately explained through the influence that a representation has on
the activity of the powers of the mind by means of this feeling.

(EEKU, AA 20: 231 f., my emphasis)

21 See also Zinkin: “Kant’s definition of pleasure is also not phenomenological. [. . .] he does
not define pleasure in terms of how it feels, but rather as a certain kind of consciousness.”
(Zinkin 2012, p. 435).
22 Here, it seems as if Guyer would merely deny that there was a ‘specific, always identical
way’ pleasure would always feel. But, indeed, he is committed to the much stronger thesis
that, unlike objective sensations [Empfindungen], pleasure does not have any phenomenal
character at all: “To be sure, some cases of pleasure must involve distinctive sensations, for
there is a characteristic way or range of ways that a good Bordeaux tastes, and a different way
that a good Burgundy tastes, and each is enjoyable; but it is less plausible that there is a dis-
tinctive feeling of pleasure, whether always the same or not, in addition to the characteristic
Bordeaux taste and Burgundy taste.” (Guyer 2018, p. 163) Guyer is more hesitant on this point
when it comes to displeasure.
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The contrast between feeling and understanding Kant avails himself of ‒ plea-
sure and displeasure ‘are felt, not understood’ ‒ must refer to the phenomenal
character of pleasure, i.e., to the way pleasure feels. What else should this con-
trast refer to? Thus, to properly grasp what pleasure is, one must feel pleasure
oneself.23 Recall that, for Nagel, the subjective point of view associated with the
phenomenal character of experience is “beyond the reach of human concepts.”
(Nagel 1974, p. 441) Kant’s remark that pleasure is not understood and, thus,
ineffable is much in line with this specific trait of experience’s phenomenal
character.

The thesis that, for Kant, pleasure is subjective in Nagel’s sense (SN) finds
further support in the structure of the Analytic of Beautiful.24 Obviously, ‘plea-
sure’ is one of the key concepts in Kant’s theory of beauty. As early as in § 1,
this notion is at the center of Kant’s argument; for he claims that “[t]he judg-
ment of taste is aesthetic” (KU, AA 05: 203), which basically means that judg-
ments of taste can only be justified by the feeling of pleasure. In § 2, Kant goes
on by claiming that the pleasure in the beautiful is disinterested.25 In § 5, he
claims that the pleasure in the beautiful is free;26 and in § 6, this pleasure is
described as non-conceptual (and yet universal).27 However, it is only in § 10
that Kant puts forward a definition of pleasure, to wit, the one quoted above:
“The consciousness of the causality of a representation with respect to the state
of the subject, for maintaining it in that state, can here designate in general
what is called pleasure” (KU, AA 05: 220). This procedure makes good sense
once we acknowledge that pleasure is something which is ‘felt, not under-
stood.’ If pleasure is primarily characterized by a certain ‘what-it-is-likeness,’
Kant does not need to define ‘pleasure’ in the first place, because qua being a
feeling everyone has an implicit grasp on what pleasure is and, most impor-
tantly, what pleasure feels like.

Let me emphasize that this phenomenological understanding of pleasure
does not contradict the functional (or dispositional) picture sketched above. It

23 In the Observations on the Feeling of the Beautiful and the Sublime Kant already notes: “To
be sure, we do one another an injustice when we dismiss one who does not see the value or
the beauty of what moves or charms us by saying that he does not understand it. In this case it
is not so much a matter of what the understanding sees but of what the feeling is sensitive to.”
(Observations, AA 02: 225) See also Kant’s remark in the Metaphysics of Morals that “pleasure
and displeasure cannot be explained for themselves” (MS, AA 06: 212).
24 For a comprehensive reconstruction of the Analytic of the Beautiful see Berger (2022).
25 See KU, AA 05: 204 f.
26 See KU, AA 05: 210.
27 See KU, AA 05: 211.
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is undeniable that Kant’s official definitions of ‘pleasure’ refer to something
like a disposition or a functional role to remain in a current state. Yet, as Kant
himself points out, this does not provide an adequate understanding of plea-
sure: “they [pleasure and displeasure] can be only inadequately explained
through the influence that a representation has on the activity of the powers of
the mind by means of this feeling” – the influence of ‘preserving this state itself
. . . or for producing its object’ (EEKU, AA 20: 232, my emphasis).28 Hence, Kant
himself argues that the functional or dispositional picture is inadequate and,
thus, incomplete. Nagel, too, holds that it is incomplete, and in this sense inad-
equate: “I do not deny that conscious mental states and events cause behavior,
nor that they may be given functional characterizations. I deny only that this
kind of thing exhausts their analysis.” (Nagel 1974, p. 437)29

As outlined above, Nagel’s understanding of the subjective includes essen-
tially the individual or species-specific point of view. For Kant, pleasure must be
felt, and therefore it seems reasonable that pleasure is, in the first place, experi-
enced from the first-person point of view (priority of the individual point of view).
But what about the species-specific point of view which, according to Nagel, can
be occupied using one’s imagination? In general, Kant holds that every creature
endowed with sensibility is able to feel pleasure. Therefore, “[a]greeableness is
also valid for nonrational animals” (KU, AA 05: 210). However, I am hesitant to
assume that we, as human beings, could properly imagine what it is like for a
bat to feel pleasure. I am not aware of any passage in Kant which would clarify
whether the phenomenal character of pleasure is bound to certain species or is
the same for every feeling creature, so I will not pursue this point further. We
will see that things are much clearer when it comes to pleasure in the beautiful.

28 Therefore, the following argument put forward by Guyer is at odds with the passage from
the First Introduction: “on Kant’s account of definition, according to which a proper definition
must include everything essential to its concept and indeed everything essential to recognize
an instance of its concept, anything left out of the definition would only be accidentally con-
nected to its object. Thus, if there were a distinctive way in which pleasure or pain always feel,
that would be an additional, synthetic claim, which would have to be based on empirical evi-
dence – and Kant makes no attempt to provide such evidence” (Guyer 2018, p. 158).
29 See also Chalmers’ distinction between the “phenomenal concept of mind” and the “psy-
chological concept of mind”: “On the phenomenal concept, mind is characterized by the way it
feels; on the psychological concept, mind is characterized by what it does.” (Chalmers 1996,
p. 11) Chalmers relates the latter to functionalism. Moreover, he argues that both can co-occur
in one mental state. Unlike Kant, he leaves it an open question of whether emotions are pri-
marily phenomenal states: “It is not quite obvious whether the phenomenal aspect is essential
for a state to be an emotion, however; there is clearly a strong associated psychological prop-
erty as well.” (Chalmers 1996, p. 19).
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3.2 Pleasure in the Beautiful

If pleasure in general is endowed with phenomenal character, this will also
hold true for pleasure in the beautiful. This phenomenality, however, does not
imply that pleasure in the beautiful is characterized by a specific phenomenal
character which makes it distinguishable from any other kind of pleasure. Still,
a phenomenological understanding of pleasure in general will open up the way
for attributing such a specific phenomenal character to the pleasure in the
beautiful.30 In what follows, I will argue for this latter thesis by focusing on the
disinterested character of the pleasure in the beautiful.

3.2.1 Disinterestedness and Phenomenal Character

There is no explicit textual support for an interpretation of disinterestedness in
terms of phenomenal character. There is, however, a strong structural reason
for this interpretation that draws on the overall argument of the Analytic of the
Beautiful. In § 2, Kant claims that the pleasure or “satisfaction that determines
the judgment of taste is without any interest” (KU, AA 05: 204). The pleasure in
the beautiful is not a pleasure in the existence of an object and it is not con-
nected to any desire; this is the starting point of Kant’s overall argument in the
Analytic. All other major claims and arguments are derived directly or indirectly
from this thesis of disinterestedness (TD). In § 6, Kant argues that “[t]he beautiful
is that which, without concepts, is represented as the object of a universal satis-
faction” (KU, AA 05: 211); and he claims that “[t]his explanation of the beautiful
can be deduced from the previous explanation of it as an object of satisfaction
without any interest” (KU, AA 05: 211). In § 9, Kant refers to the thesis that the
pleasure is non-conceptual and universal to argue for the free and harmonious
play of the faculties;31 since the non-conceptuality and universality of the plea-
sure in the beautiful was ‘deduced’ from TD, Kant must indirectly draw on the
latter to argue for the free and harmonious play. In § 11, Kant goes on to argue
that the judgment of taste is grounded on a subjective purposiveness without a

30 In my understanding, the different kinds of pleasure in Kant all have a distinct phenome-
nology. Thus, one can distinguish the feelings in the agreeable, the beautiful and the good
merely by relying on their phenomenal character. For a characterization of the phenomenal
character of respect [Achtung] see Kriegel & Timmons (2021). – Note that if the functional ac-
count of pleasure was complete, pleasure in the beautiful could only be identified as such by
reflecting on its causes or consequences.
31 See KU, AA 05: 216 f.
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purpose; and again, he presupposes TD in his argument.32 Because of its func-
tion as the starting point and crucial reference point of the overall argument,
one would assume that Kant would offer a good argument to firmly establish
TD in the first place. But in fact, Kant never offers any such argument, and
only on pain of circularity could he rely on any thesis introduced later in the
text (e.g., the free play of the faculties) to argue for disinterestedness.33 Rather,
and quite strikingly, Kant seems to be confident that he can just presuppose
TD as a brute matter of fact. This impression is primarily evoked by the follow-
ing formulations of TD:

But if the question is whether something is beautiful, one does not want to know whether
there is anything that is or that could be at stake, for us or for someone else, in the exis-
tence of the thing, but rather how we judge it in mere contemplation (intuition or reflec-
tion). (KU, AA 05: 204, my emphasis)

One only wants to know whether the mere representation of the object is accompanied
with satisfaction in me, however indifferent I might be with regard to the existence of the
object of the representation. (KU, AA 05: 205, my emphasis)

One can easily see that to say that it is beautiful and to prove that I have taste what mat-
ters is what I make of this representation in myself, not how I depend on the existence of
the object. (KU, AA 05: 205, translation altered, my emphasis)

One must not be in the least biased in favor of the existence of the thing, but must be
entirely indifferent in this respect in order to play the judge in matters of taste.

(KU, AA 05: 205, my emphasis)

Note Kant’s frequent usage of ‘one’ (in German: ‘man’). My suggestion is that
‘one can easily see’ that the pleasure in the beautiful is disinterested because
disinterestedness is an integral part of the phenomenal character of the plea-
sure in the beautiful. In other words, one can easily see or, rather, feel that the
pleasure is disinterested simply because this is what the pleasure feels like.

There is further support for such a phenomenological understanding of TD.
We have already seen that TD, broadly speaking, means that pleasure in the
beautiful is not taken in the existence of an object and is not connected to any
desire. This meaning can be inferred from Kant’s definition of ‘interest’ put for-
ward in § 2:

32 See KU, AA 05: 221.
33 For such a strategy see the following remark of Guyer: “the fact that the disinterestedness
of aesthetic response is a consequence of its explanation as due to the harmony of imagination
and understanding, rather than vice versa” (Guyer 1979, p. 169; see also p. 178).
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The satisfaction that we combine with the representation of the existence of an object is
called interest. Hence such a satisfaction always has at the same time a relation to the
faculty of desire, either as its determining ground or else as necessarily interconnected
with its determining ground. (KU, AA 05: 204)

What it means that a pleasure is not taken in the existence of an object and is
not connected to any desire is far from obvious, especially as matters stand ar-
gumentatively in § 2. To really understand what TD means, one would have to
draw on the notions of the free play of the faculties and the formal purposive-
ness of the beautiful object’s form. Thus, one aspect of the meaning of TD is
that pleasure in the beautiful is not taken in the existence of an object, but in
an inner activity of the subject (the free play of the faculties) which is not an
activity of the faculty of desire. Another aspect is that pleasure in the beautiful
is not taken in the “matter of the representations” (KU, AA 05: 224), i.e., in a
mere sensation, by which something existing is given to us, but in the object’s
form. Moreover, it is based on a purposiveness without any purpose, where the
latter could determine the will. However, these different aspects of the meaning
of TD are not yet present or let alone in any sense argued for in § 2; for, again, it
is much later that the notions of the free play of the faculties, the beautiful ob-
ject’s form and the purposiveness without a purpose are introduced. Hence, TD
must have a basic meaning which is already available and comprehensible in
§ 2. And this meaning, I suppose, is phenomenological.34 From this point of
view, TD is grounded in everyone’s experience of what it is like to feel pleasure
in the beautiful.

Is it linguistically possible to explain what the pleasure in the beautiful
feels like? Recall that pleasure ‘is felt, not understood.’ So, strictly speaking, we
cannot understand or put into words what it is like to feel a disinterested plea-
sure. We can only try to describe this phenomenal experience further by mak-
ing use of other phenomenological terms. Thus, we could say that the pleasure
is detached from any wanting or desiring, where the latter is also characterized
by a specific phenomenal character.

Was Kant himself aware of how much his argument in the Analytic of the
Beautiful depends on the specific phenomenal character of the pleasure in the
beautiful? As the remark from the First Introduction shows, he certainly con-
curred that pleasure is essentially characterized by its phenomenal character.
However, he does not make explicit that pleasure in the beautiful has a distinct
phenomenal character, to wit, the character of disinterestedness. Why not?

34 Thereby, I do not deny that TD also has those other meanings or aspects of meaning. I
merely deny that these are already available to the reader in § 2.
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Three possible reasons are maybe not far to seek: First, Kant was unaware of
how much his argument depends on the phenomenal character of disinterested-
ness; he only unconsciously used it in his argument. Secondly, the distinct phe-
nomenal character of the pleasure in the beautiful was so obvious to Kant that
he did not consider it necessary to put any emphasis on it. Thirdly, Kant was
aware of the distinct phenomenal character of the pleasure in the beautiful
and its role for his argument, but he did not address it more explicitly in the
text because that might have arisen the suspicion that his argument would
not properly fit within the framework of transcendental philosophy.35 Any de-
cision on this matter would be merely speculative. For our current purposes,
suffice it to say that Kant’s argument will only work if we take into account
that pleasure in the beautiful has a specific phenomenal character: the char-
acter of disinterestedness.

So far, we have seen that pleasure in the beautiful has the phenomenal
character of disinterestedness. Thus, we already have good reason to assume
that pleasure in the beautiful is subjective in Nagel’s sense (SN). In what fol-
lows, I will ask how pleasure in the beautiful relates to the individual and the
species-specific points of view.

3.2.2 Pleasure in the Beautiful and the Subjective Point of View

Nagel’s notion of the subjective (SN) is inextricably linked to his conception of
points of view: What is subjective is merely accessible from the individual or
species-specific point of view. Is this aspect of the subjective also an essential
part of Kant’s conception of the pleasure in the beautiful?

First and foremost, pleasure in the beautiful is bound to the individual or
first-person point of view. Surely, I must have felt pleasure in the beautiful my-
self to have any grasp on what it is like to feel such a pleasure. This is the prior-
ity of the individual point of view that we also find in Nagel. But for Kant, the
individual point of view is important in another respect, that is, with regard to
specific manifestations of beauty. To decide whether a given object (e.g., a cer-
tain flower) is beautiful, I need to behold that object myself and feel pleasure in
the beautiful myself. As Kant puts it:

35 For a discussion of why a phenomenological starting point of the Analytic does in fact not
contradict Kant’s transcendental approach see Berger 2022, pp. 193–202.
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Whether a garment, a house, a flower is beautiful: no one allows himself to be talked into
his judgment about that by means of any grounds or fundamental principles. One wants to
submit the object to his own eyes, just as if his satisfaction depended on sensation; [. . .].

(KU, AA 05: 215 f.)

This second role of the individual point of view constitutes a difference to other
judgments about experiences with phenomenal character. To make the judg-
ment that Jim’s house is red I can rely on Joanne’s report that Jim’s house is
red. But to make the judgment that Jim’s house is beautiful I need to submit his
house to my own eyes and feel pleasure in the beautiful myself.

The species-specific point of view is important for Kant’s theory of beauty
in two respects. First, pleasure in the beautiful is bound to the human nature
being sensuous as well as rational. Therefore, only human beings can experi-
ence pleasure in the beautiful. As Kant puts it: “beauty is valid only for human
beings, i.e., animal but also rational beings, but not merely as the latter (e.g.,
spirits), rather as beings who are at the same time animal” (KU, AA 05: 210).
Pleasure in the beautiful can only be felt by creatures endowed with sense or-
gans (for the sensory input) as well as the faculties of imagination and under-
standing (to enter into a free play of the faculties). In that way, pleasure in the
beautiful can only be felt by human beings and is, thus, bound to the human-
specific point of view. Considering Nagel once more, it seems reasonable that
we can imagine (sympathetically) what it is like for other human beings to feel
pleasure in the beautiful, because they are sufficiently similar to us (they have
sense organs, imagination and understanding). In that way, the Kantian plea-
sure in the beautiful seems to be accessible from the human-specific point of
view. The second respect in which the species-specific point of view is impor-
tant refers to Kant’s thesis that the pleasure in the beautiful is universally
valid.36 When I feel pleasure in the beautiful on the occasion of a certain object,
this pleasure is not only valid for me but for every human being. In that way,
each manifestation of the pleasure in the beautiful includes the human-specific
point of view. Importantly, a beholder who feels pleasure in the beautiful is
aware that her pleasure extends to all human beings. For Kant explicitly speaks
of “the universal validity of this pleasure perceived in the mind as connected
with the mere judging of an object” (KU, AA 05: 289, my italics).37 When I feel

36 See for instance: “The beautiful is that which, without concepts, is represented as the ob-
ject of a universal satisfaction.” (KU, AA 05: 211).
37 One might suspect that it is not the ‘universal validity of the pleasure’ but merely the plea-
sure which is ‘perceived in the mind as connected with the mere judging of an object.’ How-
ever, Kant’s original formulation strongly suggests the reading above: “Also ist es nicht die
Lust, sondern die Allgemeingültigkeit dieser Lust, die mit der bloßen Beurteilung eines
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pleasure in the beautiful, I perceive the universal validity of this pleasure ‘as
connected with the mere judging of an object.’ This presupposes that I perceive
the universal validity of this pleasure in the first place and, thus, that I am im-
mediately aware of the pleasure’s universal validity. I have argued elsewhere
that this awareness is included in the phenomenal character of the pleasure: It
is part of the pleasure’s ‘what-it-is-likeness’ that we feel connected to our fellow
human beings.38 In that spirit, Kant speaks of “the confluence of the feeling of
everyone with that of each” (KU, AA 05: 240). Now, the immediate awareness of
the pleasure’s universality has an interesting consequence for the human-specific
point of view: The first-person experience of the pleasure already includes a tran-
scending of the individual point of view in favor of the human-specific point of
view. When compared to Nagel’s approach, this leads to an interesting result: On
Kant’s account of the pleasure in the beautiful we do not need to imaginatively
take up the point of view of other human beings. Rather, we already occupy
this point of view whenever we feel pleasure in the beautiful.

In sum, the individual point of view (IP) and the human-specific point of
view (HP) each have a twofold relevance for Kant’s theory of aesthetic pleasure:

IP1 To have a grasp on what pleasure in the beautiful feels like in the first
place, I need to feel this pleasure myself.

IP2 To decide whether a given object is beautiful, I need to behold that ob-
ject and feel pleasure in the beautiful myself.

HP1 The pleasure in the beautiful is bound to the sensuous and rational na-
ture of human beings. Thus, human beings can imaginatively take a
grasp on what it is like to experience pleasure in the beautiful from the
human-specific point of view.

HP2 The first-person experience of the pleasure in the beautiful already includes
a transcending of the individual point of view in favor of the human-
specific point of view.

The pleasure in the beautiful has a phenomenal character, and it is also bound
to the individual and human-specific point of view. The Kantian pleasure in the
beautiful is subjective in Nagel’s sense of the subjective (SN).

Gegenstandes im Gemüte als verbunden wahrgenommen wird, welche a priori als allgemeine
Regel für die Urteilskraft, für jedermann gültig, in einem Geschmacksurteile vorgestellt wird.“
(KU, AA 05: 289).
38 See Berger 2022, pp. 186–188.

274 Larissa Berger



4 AI, Pleasure and Beauty

What does all of this teach us about AI? A functionalist account of pleasure
along the lines presented above could possibly attribute to AI (computers) the
ability to have pleasure. As a matter of fact, Nagel remarks that “functional
states, or intentional states, [. . .] could be ascribed to robots or automata that
behaved like people though they experienced nothing” (Nagel 1974, p. 436).
For the sake of argument, we shall assume that AI could have representations
(something which I actually doubt). If a computer received a representation as
an input and either preserved its current state or produced the corresponding
object as an output, we could, on the functionalist picture drawn from Kant’s
definition of pleasure, ascribe pleasure to this computer. Yet I have argued
that, for Kant, an adequate understanding of pleasure is not functional, but
phenomenological. My argument for the claim that AI cannot experience plea-
sure is straightforward: AI (at the current stage of development) is determined
and at least in principle completely describable by the laws of physics. The
laws of physics are bound to the objective point of view. They do not reveal
what-it-is-likeness, otherwise we would know what it is like to be a bat if we
knew everything there is to know about bats in terms of physics.39 Since plea-
sure, for Kant, is primarily characterized by the way it feels – its phenomenal
character –, AI cannot experience pleasure. As Schönecker puts it: “There is no
what it is like to be a computer, and therefore, unlike beings for whom there is a
certain phenomenal inner life, to be in a computational state is not to be in a
mental state.” (Schönecker 2018, pp. 78 f.) Since there is no ‘what it is like to be
a computer,’ there is no ‘what it is like to feel pleasure’ for a computer.

What is true for pleasure in general applies to pleasure in the beautiful as
well. We have seen that the pleasure in the beautiful has the specific phenomenal
character of disinterestedness. Recall, once more, that for Kant pleasure is primar-
ily ‘felt, not understood.’ Thus, pleasure in the beautiful is primarily felt as being
disinterested. Since AI cannot feel anything, it cannot feel disinterested pleasure.
There is no ‘what it is like to feel disinterested pleasure’ for a computer.

Computers are bound to the objective point of view, the point of view of
physics. Conversely, there is no subjective point of view for computers. There
are no first-person experiences for computers and, thus, no individual point of
view. Therefore, there is also no species-specific (i.e., no computer-specific)
point of view. In addition, it is dubitable that computers have the ability to
imagine (sympathetically) and, thus, to imaginatively take up others’ points of

39 See also Jackson’s famous Mary-case (Jackson 1986).
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view. Moreover, since computers cannot experience pleasure in the beautiful,
they cannot experience the transcending of the individual point of view which
is included in that pleasure’s phenomenal character.

The fact that AI cannot experience pleasure in the beautiful has an impor-
tant consequence for beauty. For Kant, beauty is constituted by the feeling of
disinterested pleasure, experienced from the first-person perspective. Moreover,
there is no grasp on beauty by applying rules. As Kant puts it: “there can be no
objective rule of taste that would determine what is beautiful through con-
cepts” (KU, AA 05: 231). Since AI cannot feel pleasure but can only apply rules
(based on algorithms), AI has no adequate grasp on beauty.40 Although AI
might be able to identify beautiful objects, it is not able to experience beauty as
such. Like Mary who knows everything about colors in terms of physics but has
never seen the color red,41 AI could know many things about beauty (e.g., facts
about art history, empirical facts about proportions or color arrangements peo-
ple tend to find beautiful) but could not feel disinterested pleasure and, thus,
could not experience beauty.

Two objections could be raised, both related to empirical issues in the devel-
opment of AI. The first concerns AI’s ability to have emotions. Don’t we have af-
fective computing yet and, therefore, evidence that AI can have emotions such as
pleasure? When in 1997 Rosalind Picard introduced the term ‘affective comput-
ing,’ she put forward the following rather broad definition: Affective computing is
“computing that relates to, arises from, or deliberately influences emotions” (Pic-
ard 1997, p. 3). In what follows, we shall have a brief look at current achievements
in the realm of affective computing.

Affective computing has made some progress when it comes to the recog-
nition of emotions (affect recognition). For instance, there has been some

40 For this argument see Berger 2018.
41 See Jackson 1986, p. 291. – For a Mary-case concerning emotion see the following example
by Goldie: “Irene is an icy-cool ice-scientist. Being an ice-scientist, she knows all the proper-
ties of ice. In particular, she has complete knowledge of the dangers that can arise from walk-
ing on ice; show her any icy pond or lake and she will know where the dangers lie. Yet she is
icy-cool, and has never felt fear (far-fetched perhaps, but no more than Mary and her black
and white world; imagine that Irene has been brought up in an incredibly coddled manner).
Nevertheless, in spite of this lack, she not only has a theoretical concept of dangerousness;
she also has a theoretical concept of fear, as being a sort of state that, roughly, plays a causal
role: People are typically afraid when they perceive dangerous things, and they respond to
fear by behaving in certain typical ways. Then, one day, Irene goes out onto the ice, falls, and
for the first time feels fear – fear towards the dangerous ice. She now knows, ‘from the inside’,
what it is like to feel fear, so she has gained a new concept – a phenomenal concept.” (Goldie
2002, pp. 244 f.)
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success in implementing the capacity to identify emotions by detecting and
processing facial expressions (e.g., by making use of Paul Ekman’s Facial Ac-
tion Coding System FACS).42 Other approaches focus on voice analysis (e.g.,
emotion detection via the tone of voice), sentiment analysis (i.e., emotion de-
tection in the content or meaning of verbal expressions), or biosensors (i.e.,
emotion detection via the detection of bodily changes); in addition, there are
also multimodal-approaches.43 However, affect recognition so far has often
led to inaccurate results, since, for instance, the context of the emotion is not
considered and cultural variances are ignored. Thus, the authors of the AI
Now 2019 Report claim: “There remains little to no evidence that these new
affect-recognition products have any scientific validity.” (AI Now 2019 Report,
p. 51) In any case, it should be clear that the mere recognition of emotions
does not include or presuppose the ability to feel emotions. Human beings
often recognize others’ emotions by means of empathy, and at least affective
or emotional empathy includes ‘what-it-is-likeness.’ But surely, such emo-
tional empathy is not experienced by a computer that makes use of affect rec-
ognition in the way just outlined.44

AI, at the current stage of development, can also “give the impression of
emotionality. This is likely to be possible in various manifestations in robots,
in avatars and in embodied conversational agents (ECAs), through speech,
appearance, behaviour and in other ways.” (Goldie, Döring & Cowie 2011, p. 728)
Still, none of these abilities amounts to the ability to have or, rather, feel emo-
tions. For, again, it is the phenomenal character of the emotion which is lacking.

We have seen that, according to Picard’s definition, affective computing
also pursues ‘computing that . . . arises from . . . emotions.’ There have been
some attempts to make AI feel emotions. However, such attempts generally
focus on the functional role of emotions for cognition and behavior.45 For in-
stance, Kuehn and Haddadin recently introduced “the artificial Robot Nervous
System aRNS as a new way of integrating tactile sensation and according reflex

42 See Bösel 2019, p. 223; Misselhorn 2021, pp. 20 f.
43 For an overview see Misselhorn 2021, pp. 20–42.
44 See also the following definition of ‘affect recognition’: “Affect recognition is an AI-driven
technology that claims to be able to detect an individual’s emotional state based on the use of
computer-vision algorithms to analyze their facial microexpressions, tone of voice, or even
their gait.” (AI Now 2019 Report, p. 50) Notably, in his suggestion for a developmental approach
to artificial empathy, Asada (2015) differentiates between emotional and cognitive empathy;
but, concerning the application to affective developmental robotics, he does not mention the
phenomenal character of emotional empathy.
45 See Misselhorn 2018, pp. 42 f.
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reactions into robot control based on the concept of robot pain sensation”
(Kuehn/Haddadin 2017, p. 2). aRNS is explicitly designed to achieve a certain
robot behavior. As Asada puts it, “[t]heir motivation was to apply the idea of
ensuring safety in human-robot collaborations, and the main focus was the
generation of avoidance behavior” (Asada 2019, p. 5).46 Strikingly, the authors
explicitly do not claim to have created emotional experiences in robots. They
explain:

Obviously, pain is also strongly an emotional experience, not only influenced by the sig-
nals coming from the nociceptors. Thus, one distinguishes between the emotional experi-
ence of pain and the nociceptive signals that may lead to pain experiences. In this paper,
we focus on the latter. (Kuehn/Haddadin 2017, p. 1)

Hence, the authors are not concerned with the phenomenal character of pain or
other emotions.

Another approach to affective computing, proposed by Man and Damasio, fo-
cuses on “the design and construction of a new class of machines organized ac-
cording to the principles of life regulation, or homeostasis” (Man/Damasio 2019,
p. 446). Man and Damasio suggest a combination of soft robotics and machine
learning to “produce machines with an artificial equivalent of feeling” (Man/
Damasio 2019, p. 446). As compared to hard materials such as metal, soft materi-
als may add vulnerability to robots.47 Moreover, the authors suggest combining
soft material with deep neural networks to build “correspondences between inner
space and outer space, between internal homeostatic data and external sense
data” (Man/Damasio 2019, p. 450). However, the authors are very clear that soft
matter is “not sufficient to generate feeling on its own”; it is merely “more likely
to naturally create the kind of relationship that, we expect, admits of an approxi-
mation to feeling” (Man/Damasio 2019, p. 448). As with aRNS, their homeostatic
approach pursues a functional goal. The authors explain: “The initial goal of the
introduction of physical vulnerability and self-determined self-regulation is not to
create robots with authentic feeling, but rather to improve their functionality across
a wide range of environments.” (Man/Damasio 2019, p. 451, my emphasis)

46 See also: “The overall behavior allows the robot to sensitively interact with its environment
at nominal pain level, while mitigating potential risks by activating human inspired reflex
strategies if the pain level increases.” (Kuehn/Haddadin 2017, p. 2).
47 The authors give the following example: “Markvicka et al. fabricated a soft electronic ‘skin’
that localizes and can trigger responses to damage. They impregnated an elastomer base with
droplets of liquid metal that, on rupture, cause changes in electrical conductivity across the
damaged surface.” (Man/Damasio 2019, p. 448).
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In sum: At the current stage of development, we cannot ascribe experiences
with phenomenal character and a subjective point of view to AI. Affective com-
puting has not succeeded yet in creating computers that feel emotions.48 As
Man and Damasio put it: “Today’s robots lack feelings. They are not designed
to represent the internal state of their operations in a way that would permit
them to experience that state in a mental space. They also lack selfhood and
‘aboutness.’” (Man/Damasio 2019, p. 446)49

The second objection focuses on the thesis that, on the assumption of some
kind of naturalistic evolutionary theory, consciousness along with ‘what-it-is-
likeness’ has evolved from unconscious matter.50 Thus, we cannot foreclose the
option that conscious computers will evolve from a complex arrangement of
unconscious matter. Although we cannot completely deny this possibility, it is
very unlikely. As Schönecker puts it: “Just a single biological cell already is ex-
tremely complex, let alone the brain. By comparison, a computer is a very prim-
itive object; there is no more reason to think that it has a mind than to think a
sewing machine has one.” (Schönecker 2018, p. 86)

5 Conclusion

Unlike Nagel, Kant does not use the term ‘subjective’ to refer to the phenomenal
character of experience. Nonetheless, what is signified by Nagel’s notion of the
subjective, to wit, ‘what-it-is-likeness’ and the subjective point of view, can be
found in Kant’s works, most prominently when it comes to his notion of plea-
sure. Not only does an adequate account of pleasure, for Kant, rely on its phe-
nomenal character, but different kinds of pleasure can also be distinguished by
their different phenomenal characters. I have argued that the phenomenal
character of the pleasure in the beautiful can be characterized by disinterested-
ness. Moreover, the pleasure in the beautiful is bound to the individual point of

48 See similarly Goldie, Döring & Cowie 2011, p. 727.
49 It has been argued by quite a few authors that pleasure, for Kant, is an intentional mental
state (see for instance Allison 2001, pp. 53 f. & 122 f.; Aquila 1982; Ginsborg 2015, pp. 94–110;
Zuckert 2002). In different variants of this intentionality-thesis, pleasure in the beautiful is di-
rected towards either another mental state (the free play of the faculties) or the representation
of the beautiful object. If pleasure in the beautiful is intentional, one could draw on John
Searle’s Chinese Room thought-experiment and argue that intentionality cannot be caused by
“formal structure[s]” (Searle 1980, p. 420) or “computational processes” (Searle 1980, p. 422). I
leave it for another day to follow this line of argument.
50 See Schönecker 2018, p. 86.
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view: to have a grasp on what pleasure in the beautiful feels like I must feel
this pleasure myself, and to judge whether a given object is beautiful I must
feel disinterested pleasure myself while beholding this object. Although one
can possibly occupy the human-specific point of view by sympathetically imag-
ining what it is like to feel disinterested pleasure for other people, there is no
need for such a procedure. In fact, a transcending of the individual point of
view in favor of the human-specific (universal) point of view is already con-
tained in the feeling of disinterested pleasure itself, to wit, in its phenomenal
character.

I have, finally, argued that the Kantian realm of beauty is foreclosed to AI.
Beauty, for Kant, is constituted by the feeling of disinterested pleasure, which
must be experienced by each beholder herself when being confronted with a
given object. Since computers or AI cannot have mental states with phenome-
nal character and, thus, cannot experience pleasure, AI cannot experience
beauty. Therefore, AI does not have a proper grasp on beauty.
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