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NORMATIVE REASONS

Reasons matter greatly to us in both ordinary and theoretical con-
texts, being connected to two fundamental normative concerns:
figuring out what we should do and what attitudes to have, and
understanding the duties and responsibilities that apply to us. This
book introduces and critiques most of the contemporary theories of
normative reasons – considerations that speak in favour of an action,
belief, or emotion – to explore how they work. Artūrs Logins
develops and defends a new theory: the Erotetic view of reasons,
according to which normative reasons are appropriate answers to
normative ‘Why?’ questions (Why should I do this?). This theory
draws on evidence of how ‘Why?’ questions work in informal logic,
language, and philosophy of science. The resulting view is able to
avoid the problems of previous accounts, while retaining all their
attractive features, and it also suggests exciting directions for future
research. This title is also available as Open Access on
Cambridge Core.
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Preface

My interest in normative reasons grew naturally out of my PhD thesis
work on evidence. It is a popular view in epistemology that evidence is best
understood in terms of reasons to believe. Thinking about reasons to
believe naturally led me to the topic of normative reasons in general.
But, while focusing on reasons in general, I quickly realised that it is a
complex issue, with many parallel debates and multiple, sometimes over-
lapping distinctions. In a sense it also felt like reasons are one of those
things where, as Saint Augustine notes about time, you know what they
are when no one questions you about them but find it difficult to explain
when someone asks you what they really are. One thing that I was
desperately looking for but had a hard time finding during the initial
stages of my interest in reasons was a bird’s-eye view of the topic, an
overview of all the major theories of reasons, the most important distinc-
tions, arguments, and key implications of thinking about normative rea-
sons. Of course, there are already a number of formidable texts on
normative reasons that could serve as an introduction to the topic, but
I couldn’t find one comprehensive treatment of the subject. Realising that
I might not be alone in longing for such an overview, I eventually
concluded that I had to create it myself. This in-depth overview of the
debates now occupies an important part of the present monograph.
Somewhat unsurprisingly, once I had a better understanding of the con-
tours of contemporary discussions, I arrived naturally at my own positive
view of what normative reasons are. The core idea of the positive view
defended in this monograph then landed almost effortlessly in a dot-
connecting moment once I arrived at my own bird’s-eye view of reasons.
Section . of Chapter  has previously appeared as a journal article

(Artūrs Logins, ‘Subjective Unpossessed Reasons’, Thought: A Journal of
Philosophy, :–, ). It has only minor modifications here. (Also,
I have retained the original acknowledgements, in which I thank the
reviewers for the journal that originally published the article.)

ix
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The main argument in Section . of Chapter  has also previously been
published as a journal article (Artūrs Logins, ‘Normative Reasons without
(Good) Reasoning’, Ethics, []:–, ). Again, it has only
minor revisions, a new passage where a possible new worry for the
argument is considered, and some modifications in order to suit the
present format and avoid unnecessary repetition. Apart from the changes
to the introductory sentences of the article, the text reproduced here is
almost the same as the previously published version.

I have to thank many people for discussions, long and short, during my
work on this monograph. I would like to thank Pascal Engel, Sebastian
Schmidt, and Aleks Knoks for written comments on (parts of ) the man-
uscript. Many thanks also to people with whom I had the chance to discuss
ideas from the book, including Davide Fassio, John Hawthorne, Anne
Meylan, Jacques Vollet, Jörg Löschke, Daniel Whiting, Ralph Wedgwood,
Mark Schroeder, Steve Finlay, Atay Kozlovski, Benoit Gaultier, Edgar
Phillips, Fabrice Teroni, Julien Deonna, Michele Ombrato, and surely
others. I would like to thank audiences at the University of Geneva, the
University of Zurich, Collège de France (Groupe de Recherche en
Épistémologie), and the  Joint Session of the Aristotelian Society in
Durham. Special thanks to the editors of the series, in particular to Sandy
Goldberg for all his support and patience throughout this project. Thanks
also to Hilary Gaskin from Cambridge University Press and to two
extremely constructive and helpful anonymous readers! Thanks also to
Kathleen McCully for her invaluable help with proofreading the manu-
script. I would like to express my gratitude also to my good friend and
artist Hadrien Peltier, who conceived and realised the image of the
mysterious tree with unknown roots and with leaves of different shapes
specifically for the cover of the present book. Most of all, thanks to my
family for their continuous support and belief. I am grateful to my wife
Alla, my daughters Anastasia and Agate, my mother Ināra, and my sister
Agnese. I received the offer of the contract from Cambridge University
Press two weeks or so after my father passed away unexpectedly. I never
told him about my manuscript, hoping to surprise him with good news.
This book is dedicated to his memory.

The manuscript was completed with generous support from the Swiss
National Science Foundation (grant nos. , , and ). The
open-access publication of this book has been published with the support of
the Swiss National Science Foundation (grant no. BP_).

x Preface
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Introduction

I. An Examined Life and Reasons

According to an old and venerable philosophical dictum that Plato attri-
butes to Socrates, ‘The unexamined life is not worth living’. Stated as such,
this dictum may sound a bit too harsh, especially for those who are
incapable of undertaking the method of examination as understood by
Socrates. Yet something close to its converse looks like a platitude.
Figuring out and understanding how one should act; what to think or
believe; what to regret; when, if ever, to get angry or feel guilty; when to be
afraid; when to indulge in sadness and melancholy; or when to be grateful
and happy are some of the fundamental questions that matter for everyone
who aims to lead a meaningful life, a life worth living. In other terms, part
of a meaningful life is to aim to figure it out and to arrive at a better
understanding; and, in particular, to figure out what to do, or which
attitudes to hold when, and to understand better the facts about oughts
and shoulds that apply to us.
A related observation is that reasons are central to our lives. That is, it

matters to us what reasons there are for us and others to act in certain ways
or to believe certain things and to hold other attitudes. Reasons here are to
be understood roughly as considerations that count in favour of some act
or some attitude (in the contemporary philosophical jargon, these are
normative reasons). When examining whether I should take my work with
me on vacation, it matters for me what considerations count in favour of
this option and what considerations count against it. That I will be able to
make progress with my manuscript certainly counts in favour of taking the
work with me. However, that I will miss out on spending fun time with
my family counts clearly against taking the work with me. That your friend
hates pistachio ice cream counts in favour of not buying one for your
friend. That you see your partner’s car in the driveway counts in favour of
taking it for granted – that is, believing that your partner is at home.
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Arguably, reasons thus understood matter for us precisely because they
help us to figure out what to do and what attitudes to have, and because
they help us to understand better why we should do certain things and
why having certain attitudes is fitting in a situation. The consideration that
taking my work with me on vacation will make me miss out on fun time
with my family can help me to figure out whether to take the work with
me or not. That your friend hates pistachio ice cream explains why you
should not buy one for her.

The talk about reasons to act and to have attitudes is also popular in
contemporary philosophy. Indeed, reasons seem to be the ‘new black’ in
the so-called normative fields of philosophy – that is, in fields that are
concerned with exploring aspects of obligations, values, and virtues, be
they moral, political, aesthetic, or epistemic. Reasons prove themselves to
be particularly useful for discussing meta-normative questions – that is,
questions about the very foundations and principles governing oughts,
values, and virtues. According to one prominent approach in recent meta-
normative debates, the so-called reasons-first approach, reasons are indeed
essential to understanding all other normative statuses and properties (see
Scanlon ; Schroeder ; Skorupski ; Parfit ). On this
view, what one ought to do is, roughly, what one has most reason to do,
what is good is what one has sufficient reason to value, what is admirable is
what one has sufficient reason to admire, what is justified or rational is
what one possesses reasons to do and so on. And crucially, reasons cannot
be reduced, on this approach, to any other normative properties (some
reasons-first proponents think that this doesn’t mean that they cannot be
reduced to some natural properties – for example, one’s desires, though cf.
Schroeder ).

One problem with the reasons-first approach thus understood is that it
lacks informativeness in characterizing reasons. It doesn’t say much about
what reasons are. On the standard reasons-first view, reasons just are
considerations that count in favour. But considerations that count in
favour of an act or attitude just are reasons. No substantive, explanatory
definition of reasons is possible, according to the reasons-first approach.
However, such a lack of informativeness about reasons is problematic,
since the view seems to end up in taking up arbitrary commitments when
it has to distinguish among considerations that count in favour of some act
or attitude in different ways. An already classical illustration of this is the
problem of the ‘wrong kind’ of reasons (cf. Rabinowicz and Rønnow-
Rasmussen ; see also Section . for more and for further references).
A threat can certainly count in favour of admiring a despicable person. But
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is it a reason to admire the threatener? If the reasons-first proposal is taken
literally and considerations that count in favour are reasons, then the threat
has to be a reason to admire. And yet, it is not properly connected to
admirability; the threatener is not admirable. Thus, if one takes this line of
thought at face value, it seems one has to conclude that admirability
cannot, after all, be reduced to reasons to admire. But then reasons are
not fundamental in the normative realm – admirability is not explained in
terms of reasons. On the other hand, one might try to avoid this conclu-
sion by introducing different senses in which something might ‘count in
favour’. On this view, there are genuine normative reasons to admire that
are connected to admirability (whatever it amounts to exactly), and then
there are the ‘wrong kind’ of reasons to admire. However, for such a move
to be theoretically acceptable, one needs to provide independent grounds
for such a distinction. But the reasons-first view’s lack of substantial
definition of reasons prevents its proponents from providing such an
independent motivation. Thus, the reasons-first view seems to face a
dilemma. And at the heart of that dilemma is the inability of the view to
provide a more substantive, informative account of reasons. Reasons are
important, but we should be able to say something more about them than
just that they are things that count in favour of acts and attitudes.
In the light of the worries affecting the reasons-first programme, reduc-

tive accounts of reasons are proliferating within contemporary literature.
Indeed, I think it is not an exaggeration to say that nowadays an (aca-
demic) article per week is published on reasons. And some of the existing
accounts are illuminating. Indeed, a starting point of the proposal to be
developed in what follows is to observe some of the significant insights
about reasons that we have received from the most promising existing
reductive theories of reasons.

I. Reasons in Reasoning or Reasons in Explanation?

Once we agree that reasons are important and that the reasons-first
approach should be our last resort in theorizing about reasons, the question
that naturally arises is: but how do we go about building a reductive
account of normative reasons? Where do we start? A reasonable place to
start is to consider the role of reasons. Why do we need reasons? What
roles do they play? Investigating central functions of our ordinary concept
of reason to do something or to believe or to fear and so on might help us
advance on this issue. So, what are the central functions of our ordinary,
common-sense concept of reasons?
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One central function of reasons seems to be to pick out elements that
help us to figure out what we should do, believe, fear or what other
attitude to have. In other terms, reasons seem to pick out premises in good
reasoning/deliberation. As Paul Grice has put it, ‘Reasons [. . .] are the stuff
of which reasoning is made’ (Grice : ).

Another central function of reasons appears to be to pick out elements
that help us to better understand what we should or ought to do, believe,
fear and so on. In other terms, reasons pick out considerations that
contribute to explaining why we should or ought to do certain things or
to have certain attitudes.

Now, as I see it, most, if not all, existing reductive theories of reasons
can be classified as belonging to one of the two following general frame-
works. On the one hand, roughly, there are the views that attempt to
explain reasons by appeal to the role of reasons in good or fitting reasoning.
Views belonging to this approach combine two elements in explaining
reasons: reasoning and a normative property (e.g. goodness, fittingness).
There is much to be said about this approach, most notably that it does
seem to capture the figuring-it-out element that we commonly associate
with reasons. Reasons are important to us, since in a sense they help us to
figure out what we should do, what to believe, and what other attitudes to
have. Reasoning-centred views bring to light this important aspect that we
standardly associate with reasons.

On the other hand, roughly, there are views that propose to define
reasons by an appeal to the role of reasons in explanations of why one
ought to do certain things or to have certain attitudes or, alternatively, why
it would be good for one to do certain things or have certain attitudes.
Views belonging to this approach also combine two elements in explaining
reasons: explanation and a normative property – for example, [facts about]
oughts, goodness. Again, there is much to be said in favour of this sort of
explanation-centred approach; not least that it does seem to bring to light
the other fundamental aspect that we typically associate with reasons, an
aspect that makes reasons important for us: that reasons help us to
understand better what to do/which attitude to have or what would be
good to do/which attitude to have by providing a [partial] explanation of
why we ought to do certain things or have certain attitudes. We value
reasons since they help us to understand better normative/evaluative facts
that concern others and us.

Unfortunately, however, despite their promising and insightful aspects,
both approaches also have serious pitfalls. The exclusive focus on the role
of reasons in reasoning leads inevitably to overlooking the explanatory role
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that we commonly associate with reasons. And conversely, the exclusive
focus on the role of reasons in the explanation of normative or evaluative
facts (or considerations) leads to overlooking the importance of the role of
reasons in good/fitting reasoning (towards appropriate actions and atti-
tudes, or conclusions about what one ought to do/which attitude to have).
In short, the main insights from both approaches are also their
main weaknesses.

I. Our Positive Proposal: The Erotetic View of Reasons

In light of the problems with the two most promising reductive views, we
might be tempted to draw a pessimistic conclusion that our concept of
reasons is incoherent and that it is naïve to expect to find one single,
overarching theory of normative reasons (compare to Wedgwood ).
Such a temptation should be resisted, though. A key objective of the
present work is to explain why. In short, according to the positive thesis
developed in Chapters  and , there is an overlooked view of reasons that
can integrate the lessons from reasoning- and explanation-centred views
and can also explain what is the most fundamental common element that
both of these views capture only partially. Thus, contrary to what a
pessimist about reasons might think, there seems to be a unificatory and
well-motivated account of normative reasons at a more fundamental level,
such that the apparent failures of reasoning-only- and explanation-only-
centred views of reasons are accounted for while their respective insights
are well respected. The unificatory idea, simply put, is that most funda-
mentally normative reasons are appropriate answers to normative ‘Why F?’
questions. Normative ‘Why F?’ questions are of the form ‘Why should/
ought one do this or that or have this or that attitude?’. Crucially, answers
to normative questions, exactly like answers to any ‘Why?’ questions, come
either as premises in arguments/patterns of reasoning or as elements of
explanation. This is the essence of our positive view, the question-centred
view of reasons, or, as we will call it, the Erotetic view of reasons.
If we need a slogan for the main thesis of the present book, it could be

‘no questions, no reasons’. In other words, we suggest that the point of
normative reasons is to answer normative questions. That’s what reasons
do; that’s what reasons are for. We need reasons insofar as we deem it
important to reply to normative questions, questions like ‘Why do this?
Why believe that? Why be angry?’ and so on. The view builds on insights
from Pamela Hieronymi’s () view on which reasons bear on ques-
tions, as well as on insights from argumentation theory, informal logic, and
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linguistic observations about questions. Combining these two lines of
insights together and reconsidering the role of reasons in good reasoning
and explanation, we arrive at the following conclusion. Central functions
of our ordinary concept of reasons to F, namely, the function of playing a
role in good patterns of reasoning towards F-ing and the function of
playing a role in a normative explanation (e.g. explanation of why one
ought to F) are subsumed under an even more fundamental function, the
general function of playing a role in answering the normative questions.

How is the function of playing a role in answering normative questions
a more general function? The insight from informal logic, argumentation
theory, and language use has it that it is a general feature of ‘Why?’
questions that they come in two varieties. Or rather, when we ask why
such and such is the case, depending on the context of the conversation we
may be asking one or the other of the following two things. We might be
asking for an explanation of why such and such is the case. Or we might be
asking for an argument for the claim that such and such is the case. And
pace Hempel and the deductive-nomological model of explanation, we
know that arguments and explanations are distinct. Why are dolphins
mammals? This question may be understood as a request for an argument
for the claim that dolphins are mammals, typically when we don’t yet
know or believe the conclusion (appeal to the fact that they are warm-
blooded would reply to the question on this reading). But it can also be
understood as a request for an explanation, typically when we know or
accept the conclusion but want to understand it better (an appeal to the
evolutionary history of dolphins would constitute a reply to that reading of
the question). Our main contention is that the same holds with respect to
‘Why F?’ questions. When we ask why should I do this or that or why
should I believe, fear, hope that such and such and so on, we may be
asking either for an argument to the conclusion that I should indeed act in
these ways or have these attitudes or, alternatively, we may be asking for an
explanation of why I should act/have the relevant attitude. Thus, the
fundamental normative question may have either a premise in a reasoning
reading or an element of an explanation reading. Sometimes our possible
answers to these two readings of ‘Why F?’ questions will coincide, but not
always. Insofar as reasons are properly understood as appropriate answers
to normative questions, both reasoning and explanation functions of our
notion of reasons are understood as two facets of the same, more funda-
mental phenomenon. Note also that the difference between our view and
Hieronymi’s is that, at the end of the day, Hieronymi’s proposal looks very
much like a variant of the Reasoning approach, since bearing on questions
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for her is roughly the same as figuring in a reasoning. The Erotetic view
also does justice to the explanation-requesting reading of normative
questions.
Reasons matter to us since they enable us to answer normative ques-

tions. But they always enable us to answer the normative questions in one
or the other reading of ‘Why F?’ questions, either by providing a premise
in a good argument/pattern of reasoning or by providing elements of an
explanation of the relevant ought. The former helps us figure out what we
should/ought to do, believe, and so on. The latter helps us better under-
stand the shoulds and oughts that we may already suspect to hold. We
cannot do without reasons insofar as we cannot do without arguments for
and explanations of the relevant oughts or shoulds as possible appropriate
answers to normative questions. We cannot do without reasons insofar as
we cannot stop trying to figure things out and understand the normative
facts that apply to us. Asking normative questions just is a part of who we
are as agents aiming to live meaningful lives.
The dual life of the normative ‘Why F?’ question explains the duality of

normative reasons as the possible appropriate answers to normative ques-
tions. Thus, the view to be developed here can both vindicate the insights
of the Reasoning approach and the Explanation approach to reasons, and
also explain in a theoretically motivated way why neither of these can be
accepted as such.

I. What’s in the Book?

Here is a brief summary of the content of the chapters to come. Chapter 
consists in some ground clearing. Here we consider some of the most
prominent distinctions and clarifications about reasons – for example, the
difference between motivating reasons and normative reasons. We also
look (in a historically informed way) at some much-debated issues within
the contemporary reasonology – for example, are reasons causes? are all
reasons subjective? what is needed to possess reasons? – only to set these
venerable debates aside in what follows. We also present tenets of the
reasons-first approach and review the much-debated ‘wrong kind’ of
reasons problem for the reasons-first approach. Chapter  begins a proper
investigation into reductionist theories of normative reasons. We begin in
Chapter  by considering the advantages and problems of the reasoning-
centred approaches to normative reasons. Chapter  then focuses on the
explanation-centred approaches. Chapter  then examines the so-called
Evidence view of reasons, according to which reasons are evidence that one
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ought to do something/have an attitude. One might think that the
Evidence view is a third possible reductionist account of reasons and
doesn’t fit into our overall classification. The main suggestion in exploring
that view is that in the most plausible form of the Evidence view, it reduces
to a version of the Reasoning view and as such inherits some of its most
problematic aspects. Chapter  begins developing our positive proposal,
the Erotetic view of reasons. Chapter  then develops the view further by
showing how it can be applied fruitfully to make progress in one notorious
debate in epistemology, the debate concerning the possibility of pragmatic
reasons for belief. The Erotetic view can be applied to show that both
pragmatists and evidentialists can be right within this debate since there is
a clear sense in which there can be pragmatic reasons to believe, and a clear
sense in which there cannot. If the proposal is on the right track, then this
provides an additional consideration in favour of our new proposal.

Reasons matter for us, in ordinary as well as theoretical contexts.
Building a viable theory of reasons helps us to better understand some,
and perhaps the most fundamental, of our normative concerns. It may
even help in complying with Socrates’s dictum about leading an examined
life. Advancing this task is what I hope to do in the chapters to come.

 Normative Reasons

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


     

Stage Setting
Distinctions and Starting Points

This chapter provides an overview of the main concepts and distinctions
about reasons in the literature. It starts with the less contentious distinc-
tions and moves on to the more debated notions and distinctions. Another
function of this chapter is to establish the boundaries for the discussion to
come. It introduces and sets aside a number of notions and debates that are
or have been somewhat important within the general philosophy of
reasons but will not fall directly within the scope of working out an
informative account of what normative reasons are. Yet, having an idea
of these notions and debates will be useful when we turn to (reductive)
accounts of normative reasons.

. Normative, Motivating, Explanatory Reasons

The first thing that philosophers typically observe when discussing reasons
is that the word ‘reason’ (as a countable noun) has a multitude of distinct
uses in our ordinary language and that our common-sense judgments can
vary a lot when considering different cases involving reasons. According to
one popular view and following our ordinary language use and common-
sense judgments, there are two or perhaps three distinct roles (or kinds) of
reasons. We are focusing here on ‘reason’ as a countable noun only and
setting aside ‘reason’ as a mass noun, which seems to refer most promi-
nently to a faculty or a general disposition, somehow related to rationality.
So, according to the distinction in question, ‘reason’ (a countable noun)
can refer to (i) a consideration that speaks somehow in favour of an action
or an attitude (e.g. a belief, an emotion). This use is exemplified in
constructions having ‘a reason to’ + a verbal construction in infinitive
form – such as ‘that the gas tank indicator shows that the car is almost out
of gas is a reason for John to stop at the gas station’, ‘that the weather

 For paradigmatic examples of this distinction, see Alvarez (, ) and Engel (a).
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forecast announces heavy rain for tomorrow is a reason for Mara to
postpone the hike’, or ‘that John’s car is parked in front of Mara’s house
is a reason to think/believe that John is at Mara’s place’. Constructions
involving verbs in the infinitive are characteristic of expressions that
refer to normative aspects, such as oughts, obligations, or permissions
(see Hawthorne and Magidor  for more on this) – for example, ‘we
must go’ or ‘you are allowed to eat a cake’. Thus, it is not surprising that
expressions with the structure ‘a reason to’ combined with a verb in the
infinitive are commonly understood as bringing in a normative aspect too.
Thus, the first kind of reasons (or, alternatively, the first role of reasons) is
the normative kind/role of reasons. Reasons of this sort are called ‘norma-
tive reasons’ and are the primary object of our investigations in
what follows.

In the second place, according to the popular view, ‘reason’ (a countable
noun) can also refer to (ii) a consideration on the basis of which one acts or
has an attitude. This use is exemplified in our ordinary talk about one’s
reasons for which one acts or has an attitude, as, for instance, in ‘John’s
reason for parking in front of Mara’s place was that he couldn’t find a free
spot elsewhere,’ or ‘Mara’s reason for thinking that Zoe will come was that
she said she will.’ Reasons in this sense are the considerations that have
actually played (or can potentially play) the role of the foundation of one’s
actions and attitudes from one’s own perspective. It is common to call
reasons of this kind ‘motivating reasons’. Of course, it is also widely agreed
that if we focus on reasons for attitudes and not exclusively on reasons for
action, then explaining reasons in this sense by reference to motivation as
ordinarily understood might be a bit misleading. For, typically, it is
conceded we don’t have a motivation for believing this or that, yet our
beliefs are based on some considerations – that is, we believe often (if not
always) for some reason. Thus, some philosophers prefer to use the label
‘operative reasons’ to refer to this kind of reasons (see Scanlon : ).
In what follows, we stick with the established use and talk about ‘moti-
vating reasons’, assuming the relevant technical sense (e.g. the basis for S’s
F-ing from S’s own perspective) and not the ordinary sense of ‘motivating’.
Yet, note that the technical sense here might not be so alien to a somewhat
archaic sense of ‘motives’. Consider, for instance, the Scholastic notion of
motiva credibilitatis (motives of credibility) understood as a basis for
rational faith that can be discovered by reason alone (without divine
revelation), such as considerations about the origin of the universe as
speaking in favour of the existence of God constituting motives of credi-
bility for theism.
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Finally, we may also think that ‘reason’ (a countable noun) can also refer
to (iii) considerations that explain or contribute to explaining why an
action/attitude occurred. This use seems to be exemplified by our talk of
reasons why, as, for instance, in ‘the reason why I was late was that I was
stuck in traffic’, ‘the reason why she was not selected for the job was that
the hiring committee was biased’, or ‘that you grew up in a religious
environment is the reason why you believe in God’. The referents of
‘reasons’ in this sense are commonly called ‘explanatory reasons’, since
they explain or participate in explaining why one acts in the ways one does
or why one has the attitudes one has. Of course, it is also the case that
typically considerations that play the role of motivating reasons (consider-
ations on the basis of which one acts/has an attitude from one’s own
perspective) will also help explain the action or the attitude in question.
That John couldn’t find a free spot elsewhere explains (partly) why he
parked in front of Mara’s place. That Zoe told Mara she will come explains
at least partly why Mara believes she will come. However, as the afore-
mentioned examples demonstrate, not distinguishing the two, the moti-
vating and the explanatory reasons, would leave a number of cases
unexplained. Some considerations seem to be able to play an explanatory
role for actions or attitudes without also being considerations on the basis
of which one acts or has an attitude from one’s own perspective. That I was
stuck in traffic can explain why I am late, but it is not a consideration on
the basis of which I base my being late. Similarly, one will hardly accept
that one’s own implicit biases and prejudices are reasons for which one acts
in the ways one does, yet they may still be part of an explanation for one’s
actions and attitudes. Also, as Maria Alvarez () has observed, some
cases seem to be best interpreted as cases where one acts for no reason at
all, yet there seem to be reasons why one acts in the ways one does.
Consider, for instance, the case of one going for a run for no specific
reason, or one deciding to grow a beard for no reason, just on a whim.
Even if there are no reasons for which one does these things, we may still
come up with some plausible reasons why one does the things in ques-
tion. Conversely, one might also think that, at least in some contexts,
considerations for which we act don’t really contribute to explaining our
action. Dramatic cases of implicit bias might instantiate such a possibility.
That candidate A has all the skills that are required for the job might be
one’s motivating reason, the consideration for which one selects candidate
A. And yet, arguably, that candidate A has all the necessary skills doesn’t

 See Hawthorne and Magidor () for further examples and discussion.
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even partially explain why one selects candidate A, given that candidate
B is equally skilful. The choice in this case is explained by one’s implicit
bias against B. Thus, one might think there are three distinct kinds of or
roles for reasons (understood as references to the countable noun ‘reason’):
normative reasons, motivating reasons, and explanatory reasons.

Note, however, that the case for distinguishing motivating from explan-
atory reasons gets somewhat complicated if we reject the idea that delib-
eration (or reasoning) is necessary for acting for reasons (and for having
attitudes for reasons). If deliberation and acting (having an attitude) for a
reason can come apart, as recently argued by Arpaly and Schroeder (),
then presumably some of the aforementioned cases might lose their appeal.
Think, for instance, about the case of going for a run for no apparent
reason or the case of deciding to grow a beard just on a whim. Perhaps
these only appear to be cases where one doesn’t have a reason for doing
what one does, because these are cases where one doesn’t undertake prior
deliberation that concludes in the relevant action/intention. But once we
distinguish prior deliberation from acting for a reason and admit of the
possibility of action for a reason without prior deliberation, we may
hesitate to conclude that these are genuine cases where one has no reason
for doing what one does. At any rate, we don’t aim to solve this debate
here. The crucial point for what follows is that normative reasons – that is,
the object of our investigation here – are commonly distinguished from
motivating reasons. The question of whether motivating reasons and
explanatory reasons should be further distinguished lies beyond the scope
of the present work.

. A (Recent) History of Reasons in Three Acts
(and the Reasons–Causes Distinction)

Reasons are central to contemporary philosophy. They play a prominent
role in contemporary debates in meta-ethics, epistemology, and philoso-
phy of action, to name but a few. Yet talk of reasons hasn’t always been so
popular in philosophy. How did the notion of reasons become so central?
This section proposes one possible reconstruction of the rise to promi-
nence of reasons by distinguishing three major episodes that have shaped
the understanding of this notion over the twentieth and twenty-first
centuries. The story proposed here is a rough one, and as such it certainly
misses some important historical details and oversimplifies some complex
theoretical debates. Yet the aim here is not to provide an exhaustive
genealogy of reasons or a complete history of debates in normative
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philosophy; rather, it is to draw attention to some aspects of past debates
that may help us to better situate the object of our inquiry (i.e. the nature
of normative reasons). A central theme in our reconstruction of the
rise to prominence of reasons will be the supposed difference between
reasons and causes.

The debate that inspired the contemporary interest in reasons, the first
episode in our reconstruction of contemporary reasonology, is exactly the
early twentieth-century debate about the distinction between reasons and
causes. According to late Wittgenstein (in particular in his Blue Book:
Wittgenstein ), we can distinguish between two kinds of explana-
tions: on the one hand, there are explanations by causes, and on the other
hand, there are explanations by reasons. One way of further developing
these thoughts from Wittgenstein is to conclude that only the explanation
by reasons is appropriate in explaining action. This conclusion, drawn
explicitly by Wittgenstein’s followers (see Melden , and Anscombe
 in particular), was thought to have far-reaching theoretical conse-
quences. To see the importance of this distinction, we have to revisit the
early twentieth-century discussions concerning the unity and methodology
of sciences, and, in particular, of the nature of scientific explanation.
According to one trend in the philosophy of science, inspired by Carl
Hempel, a genuinely scientific explanation is causal, and crucially it
must appeal to empirical laws. A notable and controversial consequence
of this positivist view is that, if social sciences, psychology, and the
humanities (e.g. history) are genuinely scientific disciplines, then they

 In my working through this, I am much indebted to Pascal Engel, especially with respect to a better
understanding of the Davidsonian approach and its discontents (in particular, I am inspired here by
‘la Présentation’ in Davidson , translated by Engel : V–XXXI). My general overview here is
also partly inspired by Livet () and Ogien (: –). See also Wiland (), especially
chapter , for some relevant historical references beyond the twentieth century in connection with
the faculty of Reason, which is assumed to be connected to reasoning and hence to judging and
doing things for reasons (cf. Wiland : ). The focus of the present section is on contemporary
history only.

 Arguably, this distinction between reasons and causes has its predecessor in the Fregean distinction
between grounds that can justify our judgments and mere causes of our judgments. Frege
distinguishes the two in his discussion of psychologism in logic; see, for instance

With the psychological conception of logic we lose the distinction between grounds that
justify a conviction and the causes that actually produce it. This means that a justification in
the proper sense is not possible; what we have in its place is an account of how the conviction
was arrived at, from which it is to be inferred that everything has been caused by psycho-
logical factors. This puts a superstition on the same footing as a scientific discovery. (Frege
: )

I discovered this passage from Frege in Benmakhlouf (), who suggests that Frege
distinguishes here between reasons and causes; see Benmakhlouf : –.

Stage Setting: Distinctions and Starting Points 
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must also conform to this model, and they have to provide causal expla-
nations while appealing to empirical laws (or universal generalisations).
This, within the positivist framework, amounted to quite problematic
behaviourist assumptions in the human sciences. Thus, taking
Wittgenstein’s remarks about explanation by causes and explanation by
reasons at face value in this context leads to a rejection of the positivist
model of scientific explanation as inadequate, or at least as inadequate with
respect to human and social sciences. For, if the distinction between causes
and reasons is on the right track, positivists’ assumption about the neces-
sarily causal nature of explanation is radically misguided when considering
a (scientific) explanation of action, which is presumed to be connected to
reasons and not causes. In this context of the early twentieth century, then,
the nature of reasons as opposed to causes becomes a central philosophical
battlefield with respect to debates about human action, scientific method-
ology, and the unity of the sciences more generally.

It is, then, no surprise that Wittgenstein’s followers invested so much
energy and effort in working out in detail positive arguments in favour of
distinguishing reasons from causes. Roughly, according to the
Wittgensteinians, one can give at least three distinct lines of argument in
favour of the distinction between causes and reasons. (Wittgenstein him-
self, in fact, does not enter much into argumentative details concerning the
distinction, and even seems to accept the possibility of reasons that are
causes without explaining how this might be.) The first kind of argument
relies on some epistemological assumptions. In short, it begins with an
assumption that causal explanations are discoverable by observation. More
specifically, causal explanations can be reached by means of repetitions of
experiments that confirm or give a basis for rejecting a hypothesis.
Typically it happens when we (i) observe an effect E, following an event
C; (ii) we repeat the event; and (iii) we observe the effect again. This then
provides the basis for inferring a causal correlation between C and
E. This is thought to be a standard procedure in discovering a cause and
hence uncovering a causal explanation. However, when it comes to expla-
nations by reasons, the procedure for reaching them is nothing like this.
We do not discover our reasons for acting by repeated observations
that can confirm the hypothesis that such and such is a reason to act.
On the contrary, according to the Wittgensteinians, we have non-
observational knowledge of our reasons (see Anscombe : ). This
non-observational knowledge is, according to this line of thought, of the
same nature as our knowledge of our own body. This epistemological
difference between causes and reasons, then, is thought to uncover a
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substantial difference between the two that should give us pause in lump-
ing the two together. The second consideration that has been proposed by
Wittgensteinians in favour of distinguishing reasons from causes is of a
conceptual nature. It begins with an assumption that there exists an
intrinsic link between reasons and actions. The idea is that the very
concept of action presupposes or subsumes the concept of reasons. In other
words, we cannot understand action (i.e. grasp the concept of action)
without grasping the concept of reasons. The intrinsic link between the
two is supposed to be of the same order as the conceptual link between
the concept of a premise and the concept of a conclusion. Understanding
one involves understanding the other. Yet, crucially, there is no such
intrinsic link between cause and effect. Indeed, according to this line of
thought, we can quite easily conceive of a cause without conceiving of its
effect. The third line of argument in favour of the reasons–causes distinc-
tion relies on an observation about the ontology of causes. The observation
here is that causal chains can be, in principle, infinite. That is to say,
there is nothing in principle that would prevent the possibility of
infinite regress in the search for causes of an event (and, if the past is
infinite, then such an infinite regress in causal chains even makes sense).
However, this is not the case with respect to reasons. Clearly, reasons do
not admit even in principle the possibility of infinite regress. Reasons are
always reasons for someone, and they do stop at the level of someone. One
way to think about it would be to think of reasons as pointing to
someone’s responsibility for doing something. Once one’s responsibility
for doing something is established, it doesn’t make sense to look further.
So, for instance, if you are going to explain my action of going to the
grocery store, you might appeal to the fact that I am out of milk or beer, or
whatever, but once you have established the relevant considerations (that
I am out of milk and need some more, etc.), there is no sense in going
further back in explaining my action of going to the grocery store by,
say, appealing to considerations about why I am living where I do or why
I eat what I do.
Whatever the value of these arguments, the point that I would like to

observe here is that the modern interest in reasons seems to have first been
initiated in the context of the opposition between Wittgenstein and
especially his followers to the logical positivist view of methodology and
the unity of the sciences, and in particular about the nature of an appro-
priate explanation of action. The question of whether the explanation of
action has to appeal to reasons, as opposed to causes, was of crucial
importance to that debate in the early and mid-twentieth century.

Stage Setting: Distinctions and Starting Points 
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In the heyday of Wittgenstein-inspired philosophy of action (i.e. the
mid-twentieth century), it seemed that the validity of the distinction
between reasons and causes had been established for good. However,
things changed rapidly when Donald Davidson came up with his influen-
tial – in a sense, neo-Humean – approach in philosophy of action
(see Davidson ). He challenged established Wittgensteinian views in
philosophy of action, and a key element of his attack was the rejection of
their reasons–causes dichotomy as over-simplistic. Davidson’s novel take
on the relation between reasons and causes in the s and the discussion
that unfolded after it, in particular in moral psychology, constitute the
second major episode in our rough reconstruction of the recent history
of reasons.

A central element in Davidson’s rejection of the simple reasons–causes
dichotomy was to show that, contrary to what his opponents seemed to
take for granted, reasons for which a subject acts are actually causes of the
subject’s action. Reasons for which a subject acts are the bases of one’s
action and as such are causes of one’s action. Another important element
in Davidson’s view is his adoption of a sort of neo-Humean approach to
action, according to which, roughly, action is explained by appeal to the
belief–desire pairs. On this view, then, my desire to drink a beer, com-
bined with my belief that there is a beer in my fridge, is my reason for
getting up and heading to the fridge. This combination is a reason and also
a cause that explains my action. Crucially, the explanation is causal. The
desire–belief pair is the relevant cause. In providing this line of thought,
Davidson is also rejecting another common assumption in the earlier
debates, namely, that causal explanations have to appeal to some general
laws and have to be discoverable by repetitions of experimental observa-
tions. Such a view of causal correlations is overly restrictive on Davidson’s
approach, for there are some singular causes. We do not need multiple
observations to know that pouring nail polish on my pants will ruin them
instantly. A single experience of this kind is largely sufficient to know this.
Thus, general laws and multiple observations are not necessary for estab-
lishing a causal correlation. Certain reasons, reasons for which we act (e.g.
our psychological states), are causes of our actions in this sense according
to the Davidsonian approach.

The debate between Davidson and Wittgenstein’s followers focused
much on motivation in debating the correct account of action. An inter-
esting point to note is that the parallel debates in meta-ethics at that time

 For a recent critical discussion of the Davidsonian idea that reasons are causes, see Dietz ().
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were also largely focused on aspects of moral psychology. A central meta-
ethical debate at that time concerned the correct account of motivation
(see Scanlon : – for related historical observations about the cen-
trality of morality and in particular the centrality of the question of moral
motivation to the mid-twentieth-century debates in meta-ethics). This
focus can be explained in part by the growing interest in non-cognitivism
in meta-ethics during the s. A central argument for non-cognitivism –
the approach according to which, in a nutshell, moral judgments such as
‘this action is/is not morally appropriate’ are expressions of non-cognitive
states (e.g. desires) – relies on the very idea that moral judgments should
motivate us to act and that only desires (given certain background beliefs)
can motivate us to act in a certain way. Thus, a Davidsonian (and broadly
neo-Humean) mentalistic theory of reasons, where reasons are psycholog-
ical states (e.g. desires with background beliefs), becomes central to
meta-ethical debates, for it provides crucial construction blocks for non-
cognitivist arguments in meta-ethics (and moral psychology). In short,
these debates, initiated in a sense by the Davidsonian rejection of an
oversimplified dichotomy between reasons and causes, have the notion
of reasons as a key element and in that sense have certainly contributed to
placing this notion at the very epicentre of contemporary normative fields
of philosophy.
The third major episode in the growth in popularity of reasons as I see it

corresponds to the increasingly widespread realist objections to mentalist,
non-cognitivist, or psychologising approaches in meta-ethics, starting in
the s and continuing well into the twenty-first century. Indeed, many
of these objections are directly based on a divergent understanding of the
very nature of reasons. In short, we can observe a certain anti-Humean
movement in meta-ethics towards the end of the s and in the s.
It is characterised by turning the focus specifically on reasons understood
as facts, facts that speak in favour of an action or an attitude. Authors like
Derek Parfit, Thomas Scanlon, and John Skorupski are among some of the
most important players in this realistic turn. Instead of focusing on reasons
for which we act (with their link to motivation), these philosophers have
insisted that we focus on reasons to act (or have an attitude). Reasons to act
(and have attitudes) are, in a sense, independent of our motivations and
psychological states. According to this approach, the fact that there is a fire
in the building is a reason for everyone in the building to get out of it
immediately. Crucially, it is a reason regardless of the psychological states
of people inside the building. A further thought, then, is that reasons
understood in this way are considerations that play a central or even

Stage Setting: Distinctions and Starting Points 

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


definitional role in determining what one ought to do, what is right or
fitting, what is justified or rational, and so on. Those who take this further
step often think of reasons as fundamental and prime elements in the
normative domain, as things that cannot be further analysed but can be
appealed to in order to understand other normative notions and statuses
(the next section provides a more detailed explanation of this prominent
approach within contemporary philosophy).

We may sometimes hear contemporary philosophers complaining about
the omnipresence of reasons in recent debates – the worry being that
reasons could mean so many different things and that philosophers often
use it in ways that don’t seem to exhibit any unity. And indeed a healthy
scepticism about putting too much emphasis on this notion may be
sensible, given the proliferation of distinctions and ways of understanding
it. However, to give up on reasons too quickly is also to forget the
tremendous importance that this notion has had in past debates, starting
at least in the early twentieth century. We have surveyed above what seem
to be three major episodes in philosophical debates where the notion of
reasons has played a crucial role: the debate between logical positivists and
Wittgensteinians on explanation of action; the debate between
Wittgensteinians and Davidson about the reasons–causes distinction; and
the debate between neo-Humeans and realists in meta-ethics. All these
debates have relied in one way or another on appeals to reasons and to
some extent have been fruitful. It is apparent that the prominence of
reasons in contemporary philosophy has not come out of the blue; it is
largely due to the role of reasons in these past debates. Insofar as these
debates have not all been futile, we can conclude that theorising about
reasons is a worthwhile endeavour.

. Objective, Subjective, Possessed, Unpossessed

.. Introducing the Problem

Contemporary philosophy of reasons is characterised by an increasing
number of notions and distinctions. While it is certainly true that some
crucial notions are universally accepted (such as the distinction between
normative and motivating reasons), it is also true that recent reasonology
debates have become increasingly idiosyncratic. One response to such
idiosyncrasy might be to appeal to Ockham’s razor by investigating
whether and how some notions within the debate can be reduced to
others. So, for instance, instead of having both the concept of motivating
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reasons and the concept of operative reasons, philosophers are willing to
accept that, in fact, people have used two different names for the
same concept.
In such a context, the tendency is to assume the same kind of reduction

with respect to subjective reasons (as opposed to objective) and possessed
reasons (as opposed to unpossessed). According to this assumption, there is
no distinction between possessed reasons and subjective reasons at all:
thus, there are no reasons that are subjective but not possessed, and equally
no reasons that are possessed but not subjective. Rather, just as ‘motivat-
ing’ and ‘operative’ are two names for the same thing – that is, a certain
sort of reason – so ‘subjective’ and ‘possessed’ are two names for a sort of
normative reason. Here are two [explicit] examples attesting to the
popularity of the identification of subjective with possessed reasons:

. . . But in some sense or other, Freddie [i.e. the guy who likes to dance and
knows that there is going to be dancing at the party], unlike Ronnie [i.e. the
guy who likes to dance but has no clue about the party], has this reason [to
go to the party], since he knows about it, and Ronnie does not. This second
sense of ‘has a reason’ is the one I will later distinguish as the subjective sense
of ‘reason’. (Schroeder : )

I reject the Factoring Account, so I deny that subjective reasons are a subset
of objective reasons. I also deny that the status of something as a subjective
reason is independent of its being possessed. (Smithies :  fn )

Not everyone within the debate accepts that there are any objective/
unpossessed normative reasons. Some think that all normative reasons are
subjective/possessed. Yet, even in this case, the assumption is often that the
distinction makes sense and, in particular, that ‘subjective’ and ‘possessed’
are merely two different names for one set of normative reasons, whereas
‘unpossessed/objective’ (or perhaps simply ‘unpossessed’) refers to another

 Hawthorne and Magidor () is one rare place where this identification has been rejected. They
rely on this rejection in their objection to Mark Schroeder’s arguments against the so-called
Factoring Account of reasons. Sylvan () also appears to distance himself from the
identity view.

 Here is another example: ‘One common way of drawing the distinction [between “objective” and
“subjective” reasons] is in terms of the reasons there are for some agent S to A (so-called objective
reasons) and the reasons S has to A (so-called subjective reasons)’ (Fogal and Sylvan : , fn ).
Note that Fogal and Sylvan do not endorse such a distinction themselves.

 This is to indicate that I do not want to imply that the approach that I criticise in this section has to
assume that the sets of subjective and objective reasons are disjoint. My opponents may well hold
that subjective reasons constitute a subset of objective reasons and that it makes sense to distinguish
between possessed objective reasons (i.e. subjective reasons) and unpossessed objective reasons (i.e.
merely objective reasons). Thanks to an anonymous referee for this suggestion.

Stage Setting: Distinctions and Starting Points 
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[possible] set of normative reasons. That is, it makes sense to accept a
distinction between two sorts of reasons even if, in fact, nothing falls under
one term or the other.

The aim of this section is to challenge the identification of subjective
with possessed. I will argue that subjective reasons are distinct from possessed
reasons. More precisely, I will argue that while there are possessed subjec-
tive reasons, there are also unpossessed subjective reasons. The distinction
between subjective and possessed reasons is not like the [merely apparent]
distinction between motivating and operative reasons. In what follows,
I will first review the basics of one theoretical framework that appears to
imply the distinction between subjective and possessed reasons. Then,
I propose intuitive considerations in favour of the distinction, before
indicating some of its further theoretical implications.

.. A Background Theory

To keep things clear, let us focus on the following senses of ‘possessed’ and
‘subjective’ reasons:

Possessed reasons (PR): a reason r for S to F is possessed by S, just in case
S is in a position to use r in deliberation.

Subjective reasons (SR): a reason r for S to F is a subjective normative
reason for S to F just in case r’s being a reason for S to F depends on S’s
evidence.

 While I believe that subjective versus objective and possessed versus unpossessed are orthogonal and not
merely different distinctions, in what follows I will focus exclusively on the subjective (possessed or
unpossessed) reasons.

 Compare to: ‘[T]here is a familiar distinction between the reasons there are for a person to act and
the reasons she possesses for acting, where a person possesses a reason for acting only if she is in a
position to act for that reason . . . A common suggestion is that to possess a reason requires standing
in an epistemic relation to the relevant consideration’ (Whiting : ). See also: ‘The contrast
between possessed and unpossessed reasons we have in mind is fairly intuitive. When a glass
contains poison but an agent is unaware of this, there is a reason for the agent to avoid drinking
from the glass, but that reason for avoidance is something that the agent is not in a position to use as
a consideration when acting’ (Hawthorne and Magidor : ).

 See, for instance:

Roughly our envisaged objective ‘ought’ ranks actions according to the best outcome, while the
subjective ‘ought’ ranks according to the best expected outcome by the lights of the agent’s
evidence . . . (We think of evidence as what the subject knows, though much of what we say
could be adapted to other frameworks for thinking about evidence.) This basic structure covers
both reasons to act and reasons to believe. (Hawthorne and Magidor : )

Compare to: ‘Second, it is fairly common in the literature we are concerned with (and elsewhere)
to distinguish between objective and subjective “should’s”. On a simple way of drawing this
distinction, what you objectively should do is determined by the facts of your situation, whereas

 Normative Reasons
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Three clarifications are in order here. First, note that ordinary English
possessive constructions such as ‘S has a reason to F’ or ‘S’s reason to F’ are
extremely context-sensitive and do not always capture the sense of ‘pos-
session’, which is of interest for normative debates. Consider (a) ‘The
building is on fire. She has a reason to leave.’ The reason attribution here
may be appropriate in a sense, and, importantly, the two phrases may be
true, even if the subject has no clue whatsoever about the ongoing fire.

Crucially, the sense of ‘having’ reasons in (a) is not the one that we intend
to capture by (PR) (nor by [SR]). In short, the context sensitivity of
possessive constructions calls for extra caution when relying on linguistic
data to theorise about the possession of reasons. Our specification of
‘possessed reasons’ does not pretend to correspond to all possible uses of
possessive constructions involving ‘reasons’.
Second, ‘being in a position to do something’ is a context-sensitive

expression. Consider, for instance, (i): ‘Carl is in a position to prove
Gödel’s Incompleteness Theorem.’ The utterance (i) may well be true in
a context where we focus on, say, comparing typical humans to some
cognitively less developed species. There is a sense in which a human,
named Carl, and not, for instance, a jellyfish, is in a position to prove the
Incompleteness Theorem. This is a very weak sense, a sense that attributes
the ability to prove the theorem to Carl merely because he is a human with
a sophisticated cognitive capacity (and not a jellyfish). In a different
context, (i) will not come out as true. For instance, it will be false in a
context where we focus on Carl’s ignorance of mathematics and logic. The
sense of ‘is in a position to’, which is relevant for our discussion here, is not
a weak one. We can follow Whiting, Hawthorne, and Magidor (see
footnote ) and think of ‘is in a position to use r in deliberation’ as
introducing an epistemic constraint. It requires that the subject’s epistemic
situation does not prevent the subject from using the relevant consider-
ation in deliberation. Crucially, the mere fact that p follows from the
subject’s evidence does not guarantee that the subject is in a position to use
p in her deliberation in the relevant sense. After all, one may believe or

what you subjectively should do is determined by your perspective on your situation’ (Way
: ).

 Thanks to an anonymous referee for reminding me of the importance of this context sensitivity.
 See Hawthorne and Magidor () for similar and more sophisticated examples. An anonymous

referee also proposes the following example as an illustration of the context sensitivity in question:
‘It turns out that we had good reason to proceed with caution, though of course we could not have
known it at the time’. See also Fogal and Sylvan () for further observations about the context
sensitivity of the possessive constructions.

Stage Setting: Distinctions and Starting Points 

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


know that p and fail to know or even believe a proposition that
follows from p.

Third, while ‘depends’ in (SR) is a bit vague, hopefully it is still clear
enough for our purposes here. The crucial point is that ‘depends’ differs
from ‘consists of’. More specifically, the point of (SR) is that we do not
characterise one’s subjective reasons as consisting only of one’s evidence.
Certain facts that are determined by one’s evidence will count as subjective
reasons on this specification even though they are not themselves part of
one’s evidence. One might think of a subject’s evidence as a set of
propositions that the subject knows (e.g. Williamson’s E=K thesis). Yet
what follows is also compatible with different views about evidence.

One theoretical framework that vindicates the distinction between
subjective and possessed reasons is the view that takes seriously the context
sensitivity of ‘ought’ and other modals. According to this linguistically
informed approach, ‘ought’ can have different senses, since it is taken to
order actions (and attitudes) according to a standard. There are objective
oughts and subjective oughts. The former rank actions (and attitudes)
relative to what is best, given all the facts; whereas the latter provides a
ranking relative to what is expected to be best in the light of some agent’s
evidence (cf. Hawthorne and Magidor : ). The suggestion, then, is
to apply a similar line of thought to normative reasons, since the construc-
tion ‘a reason/reasons to F’ is taken to encode the ought modality
(cf. Hawthorne and Magidor ). A natural conclusion is that ‘a
reason/reasons to F’ is context-sensitive in the same way as ‘ought’ is.
This supports the idea that there are at least two sorts of normative
reasons – objective and subjective. Subjective normative reasons are
restricted by the subject’s evidence, whereas objective normative reasons
are not restricted in this way. This approach does not identify subjective
normative reasons with possessed normative reasons. For a consideration,
r, to be a subjective normative reason for S to F, just is for r to speak in
favour of F-ing for S, given the set of S’s evidence. In numerous cases,
when r is a subjective normative reason for S, S will possess r. Yet, the

 Thanks to an anonymous referee for drawing my attention to the need to clarify this issue.
 Cf. Williamson (: –). See also Logins (), among others, for a recent defence of

E=K.
 The view sketched here has been proposed recently by Hawthorne and Magidor ().
 A more precise formulation would appeal to the rankings of states of affairs. The linguistic theory in

the background of this view comes from Kratzer () (and elsewhere). This presentation is a very
rough and incomplete one. A number of important elements need to be added here (such as a
reference to modal bases or domains of states of affairs that are ranked).

 Normative Reasons
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familiarity with such common cases need not lead us to the identification
of the two. There might be cases where a consideration r is a normative
subjective reason for S to F (it is determined by S’s evidence), yet S does
not possess r, since S is not in a position to use r in her deliberation.
This was a quick summary of a theoretical view that supports the

distinction between subjective and possessed reasons. However, we have
not yet seen a convincing case that cannot be well understood unless we
adopt the view in question. That is, now that we have filled in a conceptual
space, we need some motivation for taking this option seriously. Does it
actually have a useful application? The next section aims to explore
this question.

.. A Case

Consider an ordinary participant on the famous Let’s Make a Deal show
(also known as the Monty Hall show). Let us call him Ben. He stands in
front of three doors. There is a luxury car behind one of these doors and
goats behind the two others. Ben has been given a chance to choose one of
the three doors. Let us say Ben chooses door number . Now, the show’s
host, Monty Hall, is obliged to open one of the three doors (that is the
rule). Yet he is not permitted to open the door that Ben has chosen.
Neither can he open the door with the car behind it. Ben knows the rules
of the game. Let us say Monty Hall opens door number . Of course, there
is a goat behind it. Next, Ben is offered the chance to change his initial
choice. That is, Ben can change his choice from door  to door . Given
what Ben knows, the thing to do (as long as he wants to win the car) is to
switch to door . Given Ben’s evidence, it is clearly more probable that the
car is behind door . In fact, by opening door , Monty Hall gave Ben a
crucial piece of information. Given the / probability that Ben’s first
choice was the lucky one, there was a probability of / that Monty Hall
did not have any choice other than door . That leaves a / chance that
the car is behind door . Now, it makes sense to think that the consider-
ation (r) ‘it is more likely that the car is behind door  than door ’
(alternatively, ‘the car is more unlikely to be behind door ’) is a normative
reason for Ben to switch to door . That is, r is a reason for Ben, in a sense.

 This case is well known (especially within probability theory) as giving rise to the Monty Hall
Problem; see vos Savant (: –).
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It may still be the case that the car is behind door . Hence, in another
sense (an objective sense that is not tied to Ben’s evidence), rmay also be no
reason at all to switch. However, as long as we focus on the evidence that
Ben possesses, r is, intuitively, a normative reason (in a sense) for Ben
to switch.

Crucially, Ben has the ‘Monty Hall condition’ – that is, the condition of
being unable to see that it is more probable that the car is behind
door  than door . As a matter of fact, a number of participants on the
actual show were unable to see that, given what they knew, it was
much more probable that the car was behind door  (i.e. the door that
was not initially chosen by the participant and was offered as a possible
choice for a switch). It may take some time, repeated calculation, reading
explanations, and watching tutorials to overcome the ‘Monty Hall condi-
tion’ and finally be able to understand that it is more probable that the car
is behind door  than door . After all, it is common to describe the
theoretical choice the participants face on the show (when they have been
offered the chance to switch a choice) as a problem or puzzle or even
a paradox.

Assuming that Ben has the Monty Hall condition, we do not want to
say that he possesses the consideration ‘it is more likely that the car is
behind door  than door ’ as a normative reason. For Ben is not in a
position to use it in any kind of deliberation. Crucially, the ‘being in a
position to’, which is relevant here, is an epistemic one, exactly as in (PR) –
namely, there is something in Ben’s epistemic position that prevents him
from using the relevant consideration in his deliberation. After all, Ben
does not believe and does not know that it is more likely that the car is
behind door  than door . The distinction between subjective normative
reasons and possessed normative reasons seems to be the best way of
making sense of the intuitive judgments about this case. The consideration
‘it is more likely that the car is behind door  than door ’ is a subjective
reason for Ben to switch, yet he does not possess it. It is an unpossessed
subjective normative reason.

Those who collapse the distinction between the subjective and possessed
normative reasons might object to the claim that r is a normative reason for
Ben to switch. One line of objection to this claim relies on the idea that
only facts that determine [evidential] probability and not the probability
facts (such as the fact that it is probable that p) can be reasons. According
to this line of objection, only the relevant pieces of Ben’s evidence are
reasons for him to switch (for example, that Monty opens door , that
Monty cannot open door , and so on). The fact that, on Ben’s evidence, it

 Normative Reasons
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is more likely that the car is behind door  than door  is not a reason,
according to this line of thought.

However, this line of objection leads to unacceptable conclusions, since
it would generalise to a myriad of ordinary considerations that we typically
take to be our reasons to act. Giving up the idea that probability facts, such
as that p is probable or that p is more likely than q, can be reasons for a
subject to F would result in a massive denial of our ordinary intuitions. For
example, consider a situation where it is likely, on my evidence, that it will
rain in five minutes. Do we really want to say that we are not authorised to
hold that the consideration ‘it is likely on my evidence that it will rain’ is a
reason for me to close the windows or to look for my umbrella? To the
contrary, the fact that the rain is very probable on my evidence speaks in
favour of closing the windows or taking the umbrella. The probability fact
here is a normative reason for me to act in certain ways.
The following examples may help to illustrate this point further. Let us

say that a mountain expedition has been organised, and the participants are
set up at the base camp and planning their ascent to the summit. Given
what they know, it is  per cent probable that there will be a heavy storm
tomorrow. Do we want to say that this probability fact does not speak in
favour of not planning the ascent for tomorrow? Given what his doctors
know, it is more likely that a patient has the rare, severe, and extremely
contagious disease X than a simple flu. That probability fact speaks in
favour of the doctors recommending the patient’s immediate hospitalisa-
tion. It is unlikely, given the available scientifically informed evidence, that
a plague epidemic will break out in the city you live in anytime soon. It
would seem odd to say that this consideration is not a reason for you to
dismiss allegations of a major plague risk in your city. Rejecting the idea
that probability facts can be normative reasons leads to an unwarranted
scepticism about a large number of ordinary normative reasons.
Hence, I conclude that the Monty Hall example provides at least prima

facie support for the possibility of subjective unpossessed reasons.

.. Theoretical Implications of the Distinction

Taking subjective unpossessed reasons seriously has further theoretical
relevance. Here are two places where they might play a significant role.
A major theme in epistemology during the last twenty years or so is our

presumed cognitive homelessness. Roughly, this view states that our inner

 Thanks to an anonymous referee for drawing my attention to this possible objection.
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life is not always available to us. According to an influential argument by
Williamson (: –), there is no non-trivial condition C, such that
when C obtains, one can always know that one is in C. In particular,
Williamson has argued that it is not the case that when we know that p, we
always know that we know that p. His Anti-Luminosity argument for that
conclusion has received sustained interest throughout the early twenty-first
century. While it is far from being universally accepted, the Anti-
Luminosity argument has, nonetheless, moved contemporary mainstream
epistemology towards taking the possibility of our cognitive homelessness
more seriously.

The situation within the contemporary meta-normative debates seems
to be quite different in this respect. The fact that it is common not to
distinguish between subjective and possessed normative reasons seems to
reveal the prevailing tendency within the meta-normative field to assume
that people’s inner lives, and in particular their inner normative lives, are
always available to them. However, if what precedes is on the right track,
then this common assumption needs to be revisited. The Monty Hall case
shows that items within our inner (normative) life (such as subjective
reasons) are not always available to us: even people’s subjective reasons
to act are not something that they are always in a position to know
they have.

On a somewhat related note, much debate in contemporary epistemol-
ogy has centred on the so-called internalism/externalism divide about
epistemic justification. Even though the debate does not seem to be over
yet, there are substantial lessons that epistemologists have already learned
from it. One of these seems particularly relevant for our discussion,
namely, that there are two ways of making the general characterisation of
internalism more precise. Internalist accessibilism is, roughly, the thesis that
justification is determined by one’s internal states that are accessible (to
oneself ) upon reflection alone; whereas internalist mentalism is the view
that justification is determined by one’s (internal) mental states, regardless
of whether they are accessible or not. Now, it makes an important
argumentative difference whether one defends internalist accessibilism or
internalist mentalism, and epistemologists have noticed it. A similar con-
trast seems to apply to normative reasons as well. However, its importance
has not yet been fully appreciated. More precisely, the distinction pro-
posed above, between possessed and subjective normative reasons, parallels
in a way the accessibilism/mentalism distinction about justification. One
may think that practical rationality is determined either by one’s subjective
reasons or by one’s possessed reasons. These are two different theses that
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the distinction between subjective–possessed reasons enables us to clearly
separate. This matters, since one of these theses seems to be more
demanding than the other. At least, certainly, the same arguments will
not work for or against both of them. Overall, just as epistemologists have
made progress by distinguishing accessibilism from mentalism, meta-
normative debates could benefit from taking the possessed/subjective
reasons distinction more seriously.

.. Concluding Remarks about Objective–Subjective Reasons

Philosophy of reasons has reached a point of increased terminological
complexity. In such a situation, a natural tendency is to simplify the
debate and reduce the number of postulated distinctions. One such
tendency is to reduce subjective normative reasons to possessed normative
reasons. I have argued here that such a tendency has to be resisted or at
least not accepted from the outset. A respectable (yet, of course, debatable)
and well-understood theoretical framework licenses such a distinction.
More importantly, some cases can be best understood with this distinction
in place. Hence, simplifying the debate in this way has theoretical costs.
A better strategy for advancing philosophy of reasons might be to pursue
deeper theoretical issues, as many do, such as assessing the overall merits of
contextualist approaches.
More fundamentally, what the Monty Hall case shows is that our

cognitive limitations inevitably lead to the disparity between normative
reasons that derive from what we know (or, at any rate, what we have as
evidence) and normative reasons that we are in a position to use in
deliberation. Not all members of the former category belong to the latter.
Sadly, even when reasons are properly connected to a specific person, the
person may not always be in a position to take advantage of
that connection.

 Note also that internalist accessibilism, as defended recently by Declan Smithies (cf. Smithies
), has to focus on possessed reasons to believe and not merely subjective ones (assuming that
what justifies one to believe something are normative reasons to believe). Subjective reasons that are
not possessed are not accessible and, hence, cannot determine justification according to internalist
accessibilism. Therefore, it is unfortunate that Smithies fails to distinguish between possessed and
subjective reasons (see the aforementioned quotation). This makes his view problematically
ambiguous between a reading that cannot be true, given the very formulation of accessibilism,
and a reading that is internally coherent but very demanding. Thanks to an anonymous referee for
drawing my attention to the problem that the subjective–possessed distinction applied to reasons to
believe might raise for Smithies’s accessibilist account.

Stage Setting: Distinctions and Starting Points 
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. Reasons-First and the Wrong Kind of Reasons

According to a prominent, indeed arguably the majority view until
recently, reasons cannot be analysed or defined in other terms; they are
rather to be taken as fundamental with respect to other normative prop-
erties/notions. This view goes under the name of reasons-first, or reasons
fundamentalism. There are thus two elements in this approach – reasons
are taken to be prime, in the sense of not being analysable or substantially
explainable in other terms. And reasons are explanatorily fundamental in
the sense that we have to appeal to reasons in order to explain all other
normative notions. Among prominent defences of the reasons-first pro-
gramme are Scanlon (), Parfit (: especially –), Schroeder
(), and Skorupski (); a more recent defence is Rowland ();
see also Engel (b) for an overview and exploration of the general aims
and prospects of the reasons-first programme.

An important thing to note about reasons-first views is that as presented
above they need not be all-things-considered reasons-first. The general view
is that within the normative domain, reasons are prime and fundamental.
The general view, as presented here, is not committed per se to the claim
that there cannot be a plausible reductionist story of reasons by appeal to
non-normative properties. Of course, some (perhaps even most) reasons-
first theorists would not endorse such a possibility. But some do accept it.
Mark Schroeder is one prominent recent proponent of a reductive reasons-
first approach in this sense (Schroeder  is a book-length defence of
such an option). According to Schroeder, all normative properties can be
analysed in terms of reasons, but reasons can be reduced (in the specific,
constitutive, non-symmetric sense) to non-normative properties, which on
Schroeder’s own preferred Humean account amounts partly to appeal to
one’s desires, promotion, and explanation. As Schroeder puts it:

But if attractive views about what is distinctive of the normative so often
take this structural form, then the result that good, and right and just and
reason and so on are truly normative properties, is one that it is actually
incredibly easy for a reductive theorist to get right. Since being normative is
a matter of a structural relation to some basic normative property like that of
being a reason, the reductive theorist can accept this characterization of the

 More specifically on Schroeder’s account:

Reason For R to be a reason for X to do A is for there to be some p such that X has a desire
whose object is p, and the truth of R is part of what explains why X’s doing A promotes p.
(Schroeder : )

 Normative Reasons

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


normative. Then, she can accept whatever analyses of each non-basic
normative property in terms of the basic property are accepted by the
non-reductive theorists who share this conception of what is distinctive of
the normative. And finally, she gives her reductive theory as an analysis of
the basic normative property or relation. So it turns out that even the
normativity of normative properties is easy for a reductive theory to capture.
(Schroeder : )

More specifically Schroeder accepts the following fundamentality claim
about reasons in the normative domain:

Reason Basicness What it is to be normative, is to be analyzed in terms
of reasons. (Schroeder : )

In what follows, we will limit our focus only to the question of the
possibility of intra-normative analysis/explanation of reasons. That is, we
will leave out the discussion about the prospects of a viable reductive
account of normative reasons in non-normative terms (though note that
Schroeder’s account shares some key aspects with ‘Explanation’ accounts
of reasons, ahead, and as such might face some of the same objections that
we will present to versions of the Explanation accounts – for example,
value-based explanationist accounts). The focus here is on the question of
whether reasons are basic/fundamental within the broadly normative
domain or whether we can propose a viable view that explains what reasons
are by partial appeal to other normative/evaluative properties.
As I see it, there are two main lines of thought that have been presented

to support the reasons-first approach. The first line of thought is that there
is simply no more informative account available of what normative reasons
are. If we try to explain reasons, all we can get at best are circular accounts.
Reasons just are, according to this line of defence, unanalysable, since no
viable analysis or substantial, informative account is available. I take it that
this line of thought is implicit in the now famous passage from Thomas
Scanlon that has been taken to be the paradigmatic expression of the
reasons-first approach:

I will take the idea of a reason as primitive. Any attempt to explain what it is
to be a reason for something seems to me to lead back to the same idea: a
consideration that counts in favor of it. ‘Counts in favor how?’ one might
ask. ‘By providing a reason for it’ seems to be the only answer. (Scanlon
: )

Also, this line of thought has more to it than mere appeal to linguistic or
common-sense observations. For instance, some proponents of the
reasons-first programme have explicitly argued against reductive
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accounts/analysis of reasons. John Brunero, for example, has argued at
length and on various occasions against some of the most promising
existing reductive accounts of reasons (see, for example, Brunero ,
, ; see also Rowland , in particular chapter ). The idea
here is that if it can be shown that all the existing, most promising,
informative, reductive accounts of reasons are mistaken, then this alone
gives some ground for taking the reasons-first approach seriously.
However, as we will see ahead, even if Brunero and others are partially
right in criticising the existing reductive accounts, there are still other
options that have not yet been explored in the literature. The present
proposal will actually amount to putting on the table one such overlooked
reductive account that avoids the main objections to the existing
reductive accounts.

The second line of thought that can be discerned in the reasons-first
proponents’ texts consists in an appeal to the fruitfulness of the reasons-
first programme. In short, according to this line, given that taking reasons
as prime and fundamental leads to theoretically useful results. For example,
it helps to better understand such and such other thing, or to solve
elegantly such and such previously unsolved problem, we should take
the reasons-first view seriously. As I see it, there are two slightly different
versions of this line of defence. The first appeals to the fruitfulness of
theorising with reasons about other normative notions and statuses. The
idea here is that given that by reducing all other normative notions to
reasons, the reasons-first account provides a simple, theoretically unified,
and hence explanatorily very powerful approach. So, for instance, on this
view, what one ought to do is what there is most reason for one to do, what
one is rational to do is what one’s possessed reasons support overall (or,
alternatively, what one’s subjective reasons support overall), what is good is
what anyone has reasons to prefer/desire/have a pro-attitude towards, and
so on. Rowland provides a recent version of a proposal along these lines
(limited to practical normativity only, however):

On the account that I have provided we can analyse all moral, evaluative,
deontic, and normative notions in terms of normative reasons. So, facts
about moral, evaluative, deontic, and normative properties just consist in
various sets of normative reasons. Every part of this unified picture of the
practically normative has explanatory advantages. And the unified picture
itself tells us what unifies the moral, the evaluative, the deontic, and the
normative as all practically and normatively important domains. Namely,
these domains are unified because facts about morality, the evaluative, the
deontic, and the normative consist in facts about normative reasons.
(Rowland : )
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If borne out, such a proposal would provide an explanation of the whole
normative domain. It would have an extremely high degree of generality
and explanatory power.
The second variant of the fruitfulness argument appeals to the role of

reasons in sorting out prominent debates in normative philosophy. The
idea here is that various standard opposing views in, say, moral philosophy
or meta-ethics achieve better traction when transposed to the domain
neutral topic of normative reasons in general. Here is one popular expres-
sion of this idea:

Most meta-ethical debates have been about morality. But I shall first discuss
non-moral practical reasons and reason-implying oughts. Our questions
here take simpler and clearer forms. These are also the most important
questions if, as I believe, normativity is best understood as involving reasons
or apparent reasons. Things matter only if we have reasons to care about
them. In the conflict between these various theories, reasons provide the
decisive battlefield. If Naturalism and Non-Cognitivism fail as accounts of
reasons, these theories will also fail, I believe, when applied to morality.
(Parfit : )

If this is on the right track, then appeal to normative reasons can be
fruitful not only in sorting out what other broadly normative/evaluative
notions are but also in helping to overcome some of the most persistent
disagreements in meta-ethics and, presumably, other normative fields.
This would, of course, constitute another consideration that speaks
strongly in favour of the reasons-first approach.
Despite its very enticing promises, however, the reasons-first approach

has to be set aside in what follows. For one thing, as we’ve noted already,
all the options for developing a viable reductive view of reasons have not
been explored yet. Given the methodologically plausible constraint that we
should not postulate (normative) entities beyond what is necessary, any
view that doesn’t introduce an independent entity of normative reasons
but manages to reduce/explain reasons by appeal to already known nor-
mative notions/properties has the advantage of theoretical simplicity.
Another reason for putting the reasons-first approach on hold is that, as

several philosophers have recently observed, its promise of providing an
effective reduction of all the other broadly normative/evaluative properties/
notions doesn’t bear out. Without this element, however, the reasons-first
approach loses any bite. If other normative properties/notions cannot be
reduced to reasons, then reasons are not fundamental in the sense of being
explanatorily indispensable and the ultimate element within the normative
domain. Recent discussion about this has focused in particular on the
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reasons-first promise to reduce values to reasons. This debate is often
referred to as concerning the buck-passing account of values (the idea
being that the buck stops at reasons in explaining values; sometimes the
term ‘buck-passing accounts’ is used more broadly to refer to attempts to
reduce any normative/evaluative property to reasons; cf. Löschke ).
Scanlon is a standard source of contemporary reasons-first buck-passing
accounts of value:

Chapter  explained and defended my decision to treat the notion of a
reason as primitive. In this chapter, I will use the notion of a reason, taken
as the most basic and abstract element of normative thought, to provide a
general characterization of a slightly more specific normative notion, the
idea of value. (Scanlon : )

One general way of putting the proposal, a way that abstracts over
specifics of concrete proposals from the reasons-first theorists, has been
recently helpfully summed up (but not defended!) by McHugh and Way:

What it is for X to be good is for there to be sufficient reason for anyone to
value X. (McHugh and Way : )

To value here is understood as having a relevant pro-attitude – for
example, desiring, wishing. And good here is understood in the sense of
goodness simpliciter (not in the sense of good-for, nor in the sense of
attributive goodness) (cf. McHugh and Way ). Note that this general
buck-passing proposal is easily generalised to goodness-for, attributive
goodness, as well as to further more specific values – for example, one is
admirable when there is sufficient reason to admire one. And indeed it is
supposed to be generalised in this way. Moreover, this general aspect of the
view might be taken to be a further advantage of the view (see McHugh
and Way : –, who make precisely this observation).

The problem with the reasons-centred buck-passing account of value is
that to think that values can be reduced to reasons seems to be a mistake
given our pre-theoretical judgments about some fairly simple cases. The
main objection here appeals to the so-called wrong kind of reasons
problem. Formulations of this problem that are already classical appear
in Crisp (), D’Arms and Jacobson (a, b), and Rabinowicz
and Rønnow-Rasmussen (); see Gertken and Kiesewetter () and
Engel (a) for recent overviews of the debate. A well-known example
that has been used to state the problem (from Rabinowicz and Rønnow-
Rasmussen ) is, roughly, that of a despicable demon that threatens to
punish one severely, say to kill one, unless one admires the demon (and
admires the demon for what it is). It is worth noting that, of course, the
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strength of the argument would be just the same if transposed to an
ordinary situation that preserves the same structure. Two natural observa-
tions about such a possible situation when taken together clashes with the
reasons-centred buck-passing accounts. The first is that one has sufficient
reason to admire the demon in this situation. Indeed, if the threat of
terrible pain doesn’t give one sufficient reasons, what else could give it?
And second, clearly the demon is not admirable; it is despicable. On a
buck-passing account, however, if we hold to the view that one has
sufficient reason to admire the demon, we have to conclude that the
demon is admirable. Thus, something has gone wrong, for we know that
the demon is not admirable. If we take these considerations at face value,
then it seems that we have to conclude that values cannot be analysed in
terms of reasons and hence reasons are not the first and most fundamental
elements of the normative domain.
Now, one popular line of response to the wrong kind of reasons

problem on the part of reasons-first proponents has been to distinguish
between state-given reasons and object-given reasons (cf. Parfit : appen-
dix A; Piller ). Roughly, the idea here is that some reasons arise from
or are given by some features, including benefits, of being in a given state,
such as from being in a state of admiration of someone; while other reasons
are given by the objects of attitudes – for example, by someone’s magna-
nimity in the case of admiration. Crucially, state-given reasons can only be
reasons to want to be in a state, or for undertaking actions to try to make
oneself have/get into the relevant state (cf. Parfit : ). They are not
reasons to F or reasons to have the relevant attitudes/states (e.g. admiring
someone). On the other hand, object-given reasons are reasons to
F. Applying this distinction to the case of the despicable demon, the
proposal is that the demon’s threat to kill one unless one admires the
demon can only be a state-given reason. It cannot be an object-given
reason, since it is not connected to the demon being magnanimous or
generous or otherwise admirable, for the demon is not magnanimous or
generous or admirable. The threat can only be a state-given reason in this
case. Thus, the threat can only be a reason for one to want to admire the
demon or to attempt to (try to) make oneself get into the state of
admiration of the demon. If so, then the project of analysing values in
terms of reasons might still be maintained. Having state-given reasons in
the demon’s case – that is, reasons to want or to try to admire the demon –
even if sufficient, don’t entail that the demon is admirable, since these are
not reasons to admire. Admirability reduces only to sufficient reasons to
admire, not to reasons to want or to try to get into the state of admiration.
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Naturally, the story extends to other values as well: on this picture,
roughly, X is good just in case there are sufficient reasons for one to value
X, which are different from reasons to want to value X or to try to get into
the state of valuing X (see the quotation from McHugh and Way :
 above).

I think there are two key worries with this line of reply to the wrong
kind of reasons problem for reasons-firsters. First, such a proposal looks
somewhat ad hoc and arbitrary, given the fact that reasons-first proponents
are in no position to provide a substantial account or a definition of
reasons. To have a theoretically well-motivated distinction between two
kinds of the same thing, we need to know well what is the common
element that unifies the two kinds. But the only characterisation that we
have from reasons-firsters is that reasons are considerations that speak in
favour of a response. The threat in the demon example certainly seems like
something that speaks in favour of admiring the demon. Do reasons-
firsters have sufficient theoretical grounds that are independent from the
need to respond to the wrong kind of reasons problem, for maintaining
that normative reasons are of two kinds and that only sufficient object-
given reasons to value X really entail that X is valuable? It is not clear how
proponents of the reasons-first view could provide us with a satisfactory
response to this question. If, say, correctness considerations or justification
considerations are worked into the account of object-given reasons by
suggesting, perhaps, that only object-given reasons can render an attitude
correct/justified (and assuming in addition, for example, that one being
admirable and it being fitting/justified to admire one are connected,
perhaps, by a biconditional), then reasons would not be first after all.
For one would then also appeal to correctness/justification in explaining
what object-given reasons are and thus the overall explanation of values
would not rely exclusively on normative reasons to value.

Pamela Hieronymi seems to propose a similar, if not the same, line of
objection; for instance, she writes: ‘As long as a reason is simply a
consideration that counts in favor of an attitude, we are left without an
obvious way either to draw a useful distinction between these very different
sorts of reasons or to say why one of them seems to be the “real” sort of
reasons’ (Hieronymi : ). Hieronymi also argues convincingly that
it is not clear at all that all state-given reasons are reasons to want or to try
to be in a state F, rather than reasons to F, as, for instance, in the case of

 Thanks to an anonymous reader for Cambridge University Press for making me realize the need to
develop these further worries in detail.
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imagining that there is no heaven (cf. Hieronymi : ). Thus, by
itself the state-given/object-given reasons distinction cannot help with the
problem of the wrong kind of reasons. Reasons-firsters have to appeal to a
more substantial and independent account of reasons to distinguish in a
non ad hoc way between reasons to which values can be reduced and
reasons to which values cannot be reduced. But this is precisely what
proponents of the reasons-first approach cannot do, for, according to
them, there is nothing more substantial we can say about reasons than
that they are considerations that speak in favour of some response. In
short, the first line of objection to the object-given/state-given distinction
based response to the wrong kind of reasons problem for reasons-firsters is
that such a move creates a dilemma for reasons-firsters. On the first horn of
the dilemma, they need to provide an independent, theoretically motivated
account for why there is a significant distinction between object-given and
state-given reasons. Such an account would involve telling us something
above and beyond the mere characterisation of reasons as considerations
that count in favour. And thus, it would undermine the reasons-first
project, according to which we have a robust grasp of reasons and we
cannot say anything more substantial about them than that they are
considerations that speak in favour. On the second horn, refusing to
provide a more substantial, theoretically motivated, and independent
account of the distinction between object-given and state-given reasons
while relying crucially on this distinction in the treatment of the wrong
kind of reasons problem is merely ad hoc and arbitrary and should not be
accepted in the present context of debate.
Second, and somewhat connectedly, is that at the end of the day this

line of response amounts to an attempt to dissolve rather than solve the
wrong kind of reasons problem (cf. Engel a). However, it is not clear
that the proponents of the reasons-first approach are in a position to justify
such an attempt. The initial assumption that triggered the wrong kind of
reasons problem was that, for example, threats appear to constitute genu-
ine and arguably sufficient reasons to admire the despicable demon. After
all, it is specifically admiring the demon, and not attempting or wanting to
admire the demon, that could save one’s life in the imagined case. Insisting
that only object-given reasons are reasons to, for example, admire the
demon would amount to a scepticism about the wrong kind of reasons;
that is, to the denial of the very idea that the wrong kind of reasons are
genuine normative reasons and bear normative force. Now, of course,
scepticism about the wrong kind of reasons is a possible move within the
overall debate about these cases. And philosophers have been willing to
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endorse this option while trying to explain why we have the intuition that
the wrong kind of reasons considerations speak in favour of a response
F without equating these considerations with reasons to F (cf. Way ,
see also Skorupski , see also Gertken and Kiesewetter  for
further references and discussion). However, the worry in our present
context is that scepticism about the wrong kind of reasons is not a viable
option for reasons-first proponents (cf. McHugh and Way ). The
worry is that, contrary to reductive accounts of reasons, which propose to
explain reasons in other terms and to explain our intuitions away in the
wrong kind of reasons cases, reasons-firsters are ill-placed to provide an
error theory of why we are, allegedly, massively mistaken in thinking that
threats and similar considerations can speak in favour of admiring and
other attitudes. Suggesting that we are all massively mistaken in thinking
that threats speak in favour of admiring becomes problematic if one’s view
entails that we are supposed to have a robust grasp of reasons and of
speaking in favour. Reasons-firsters presuppose that we have a robust,
intuitive grasp of reasons and of speaking in favour of F-ing. But if they
endorse scepticism about the wrong kind of reasons, then they also have to
admit that our grasp of reasons is not so robust after all, since we are
massively mistaken about an important category of considerations that
seem to be reasons and speak in favour of F-ings. There is then an
unresolved tension in such a proposal: if reasons are first, then we both
have and don’t have a robust grasp of what normative reasons are. And this
sounds very much like a paradoxical conclusion.

Moreover, even if we bracket the issue with the robust grasp of reasons,
it is not clear that reasons-firsters could provide an independent theoretical
motivation for taking the scepticism route. Again, they cannot say any-
thing more than that reasons are considerations that speak in favour of F-
ing. We don’t get a theoretical and independently motivated answer from
reasons-firsters of why we are massively mistaken in thinking that some
considerations appear to speak in favour but are, contrary to appearances,
not reasons at all to F. But without a plausible error theory, scepticism
about the wrong kind of reasons is unsatisfactory. It would seem, then,
that combining the reasons-first approach with scepticism about the wrong
kind of reasons is unpromising. The wrong kind of reasons problem is still
an important concern for the reasons-first approach.

Note also that appealing to the idea that somehow the wrong kind of
reasons problem is an instance of a more general and pervasive issue that is
a problem for everyone, not only for reasons-firsters (cf. Schroeder ,
), doesn’t seem to help either. As Kieswetter and Gertken have
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persuasively argued, there is not necessarily a problem for alternative
accounts (see also Hieronymi ,  among others). A fittingness-
first approach, for instance, as defended by McHugh and Way (),
doesn’t seem to be vulnerable to such a problem, since they don’t endorse
the claim that correctness is explained in terms of reasons, but can explain
an X being valuable directly as it being fitting to value X. It is not clear
then that there is a more general wrong kind of reasons problem that
everyone has to face. It would seem to be a genuine problem first and
foremost, if not only for those who think that reasons come first in the
order of explanation in the normative domain.
Thus, I conclude the wrong kind of reasons problem is still a major

problem specifically for reasons-first views, since notable attempts to solve
it seem to be unsuccessful. I don’t aim here to suggest that the issue has
been closed and that the reasons-first approach has been ultimately shown
to be mistaken. Indeed, we have not even examined all the possible
proposals to deal with the wrong kind of reasons problem. The debate is
still on-going. However, the suggestion that I would like to make here is
that in the light of the present situation of the debate, it is still worthwhile
to explore alternative, non-reasons-first accounts of normative reasons.
Again, finding a successful reductive account of reasons would be enough
by itself to put the reasons-first approach on hold. We now turn to
exploring the prospects for this task.
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     

The Reasoning View

. Varieties of Reasoning Views

According to a popular view about normative reasons, they can be
explained in terms of good reasoning. The idea here is, roughly, that if
we are going to give a reductionist account of what normative reasons are,
we should look into what reasons do. And what they do is, mainly, to
figure as premises in reasoning; not any sort of reasoning, though. If they
are normative, and hence speak in favour of some F-ing for us, then they
have to figure in reasoning that satisfies some standards – in short,
reasoning that can, everything else being equal, steer us towards doing
the right thing/having the right attitude. In what follows, I propose to
explore this view in some detail, look at its most popular versions, rehearse
the most popular arguments in its favour, and focus on a number of
worries that this view seems to prompt. This section introduces the view
in general and some of its more specific versions.

Imagine that the only way for you to enjoy watching the first episode of
the new season of your favourite TV show with your friends tonight is for
you to arrive at your friend’s place by : p.m. Imagine that your practical
deliberation in this situation contains the following steps: you intend to be
at your friend’s place by : p.m., you know that the only way for you to
be there by : p.m. is to catch the : p.m. bus, you intend to catch the
: p.m. bus. Given the background assumptions in place, it seems
perfectly natural to describe the consideration that the only way for you
to be at your friend’s place by : p.m. is to catch the : p.m. bus as
your reason for intending to catch the : p.m. bus – that is, to describe it
as your reason in the motivating reasons sense. For it is a consideration on
the basis of which you intend to catch the : p.m. bus. You rely on it in
your deliberation. Crucially, however, this consideration is not merely
your motivating reason in this situation. It is quite natural to see it equally
as a normative reason for you to intend to catch the bus. If anything, it is a
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consideration that, given the relevant background, canmake you immune to
a reasonable informed criticism for intending to catch the : p.m. bus. For
instance, it would appear inappropriate or unreasonable for a well-informed
colleague of yours to criticise you for intending to catch the : p.m. bus.
Insofar as she knows that you intend to be at your friend’s place by : p.m.
and that the only way for you to be there on time is to catch the : p.m. bus,
her criticism of your intention to catch the : p.m. bus would appear
groundless. For instance, she cannot reasonably claim that your intention is
baseless. Moreover, one might think that there is something more than mere
immunity to reasonable criticism. One might think that your intention to
catch the : p.m. bus is perfectly rational and that it is rational in virtue of it
being based on the consideration about the : p.m. bus being the only way
to be on time (plus the relevant background details). Furthermore, perhaps,
this property of rationality of your intention makes it the case that intending
so is also what you ought to do (at least in the so-called deliberative sense of
‘ought’). In sum, this consideration about the : p.m. bus being the only
way to arrive on time at your friend’s place is not merely a basis for your
intention; it has some normative force and import for you, however exactly we
may spell it out. Whatever else we can say about the situation, it seems
difficult to deny that there is a normative reason for you to intend to catch
the : p.m. bus and that that reason is exactly the same consideration that
figures crucially in your practical deliberation, a consideration on the basis of
which you intend; in other terms, it is also your motivating reason.
If one accepts the apparently natural idea that in a number of ordinary

cases, like the bus case, a normative reason corresponds to one’s motivating
reason and, in particular, to a consideration that plays a role in one’s
deliberation, one may be tempted by a very natural, or so it seems, further
claim – namely, the view that normative reasons are just a subset of
motivating reasons or, at any rate, a subset of considerations that can play
a role in deliberation. It is a naturally tempting view given its incredible
simplicity (no need for genuinely different sorts of reasons), its naturalistic
flavour, and its straightforward explanation of the link that many think of
as a crucial constraint on any theory of reasons, namely the link between
motivating and normative reasons (more on this ahead).
The Reasoning view of reasons takes this line of thought seriously and

attempts to work it out by filling in the details and exploring its implications.
We can capture this idea in its most general form with the following schema:

A consideration r (on many accounts, a fact) is a normative reason for S to
F just in case r is a content of a premise-response (along with other possible
premise-responses) in S’s possible good/sound reasoning towards F-ing

The Reasoning View 
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(i.e. conclusion-response). (cf. Williams , , ; Velleman ;
Hieronymi ,  (on some interpretations); Setiya , ;
McHugh and Way ; Silverstein ; Asarnow ; Way )

We can then introduce the Reasoning view as a proposal that takes the
apparently intuitive claim that normative reasons have to be available as
motivating reasons, and then provides us with a recipe for how exactly to
specify which subset of motivating reasons (or possible motivating reasons/
considerations that play a role in one’s deliberation) are normative reasons.
More specifically, according to the Reasoning view, normative reasons are
those potential or actual motivating reasons that correspond to appropriate
premises in good patterns of reasoning that S can undertake to F-ing (given
the relevant background). In our case, the fact that catching the . p.m.
bus is the only way for you to make it on time to your friend’s place
corresponds to a premise in a pattern of good/sound reasoning from this
premise (and the relevant other premises) to the F-ing (or, intending to F).
In sum, there are two elements in the Reasoning view that are appealed to
in order to define normative reasons: reasoning and soundness/goodness/
norms of reasoning. The former is a descriptive element, the latter a
normative element. Thus the general thought underlying the Reasoning
approach can be captured as follows: ‘If reasons in general are consider-
ations that figure in reasoning, normative reasons are considerations that
figure in sound reasoning’ (Silverstein : ).

Now, there are a number of versions of the Reasoning view, some of
them more elaborated than others. Typically, the ‘first generation’ modern
versions of the Reasoning view are programmatic and have a number of
implicit assumptions and underdeveloped aspects. I suggest classifying
Williams (, , ), Raz (), Harman (), Velleman
(), and Grice () as instances of this ‘first generation Reasoning
view’. Proposals in Hieronymi () and Alvarez (: ) come very
close to the general idea of the Reasoning view but may be open to a
different interpretation, though. See Section . for an in-depth overview
of the literature and exegetical comments.

The situation is different with respect to more recent variants of the
Reasoning approach or what we may call a ‘second generation’ of
Reasoning views. Recently some authors have gone into considerable detail
in elaborating the view, considering the problems for some of its versions,
and proposing positive arguments in its favour. Among the main recent
(‘second generation’) defences of the Reasoning view are Setiya (,
), Asarnow (), Silverstein (), Way (), and McHugh
and Way (). If we assume a relaxed sense of ‘reasoning’ then,
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arguably, Gregory (), which claims that normative reasons are good
bases, would also count as a version of the Reasoning view. Let me
conclude this introductory section by merely putting on the table some
of their views without going much into the details of their proposals. We
will return to some of the relevant details of their proposals throughout this
chapter when we examine the pros and cons of the Reasoning view
more systematically.
In his  book, Kieran Setiya proposes the following version of the

Reasoning view (which he develops further in Setiya ):

Reasons: The fact that p is a reason for A to ϕ just in case A has a collection
of psychological states, C, such that the disposition to be moved to ϕ by
C-and-the-belief-that-p is a good disposition of practical thought, and
C contains no false beliefs. (Setiya : )

A central element of his approach is to specify the goodness/soundness
aspect of good reasoning in terms of good dispositions of practical thought
(the focus is more specifically on reasons for action).
A different way of precisifying the exact nature of the goodness/sound-

ness aspect in the general Reasoning approach has been recently under-
taken by Conor McHugh and Jonathan Way (see, in particular, McHugh
and Way ; see also Way  for relevant details). According to them,
the goodness/soundness aspect is explained in terms of fittingness (or
correctness, appropriateness, rightness):

For that p to be a reason for a response is for that p to be a premise of a good
pattern of reasoning from fitting responses to that response. (McHugh and
Way : ; compare to Way : )

On their view, reasoning is understood quite broadly, to include any
passage from some mental attitude (premise-response, in their terminol-
ogy) to another attitude or action (conclusion-response) where the latter is
held on the basis of the former. On their view, good reasoning will be
defined, roughly, in terms of fittingness preservation. And the qualification
of ‘from fitting[/correct] responses’ in their account is supposed to appeal
to a general requirement covering not only the requirement of having (or
potential having) true beliefs but also fitting non-doxastic states (including
fitting/appropriate intentions, perceptual states, and others). This

 ‘Here, reasoning is understood broadly, as a certain kind of transition in which a set of responses,
which we can call premise responses, leads to some (further) response, which we can call the
conclusion response. This transition is such that the conclusion response counts as based on, or
held in the light of, the premise responses’ (McHugh and Way : ).

The Reasoning View 
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constraint ensures that considerations towards clearly and radically
immoral acts are not recognised by the Reasoning view as normative
reasons. Consider, say, a villain who strongly desires to terminate human
life on Earth. Assume that the only way to terminate any human life on
Earth is by initiating a global nuclear war. Now, there is a pattern of
reasoning that contains the villain’s desire and his true belief about the
nuclear war being the only way to terminate human life on Earth as
premise-responses and initiation of a global nuclear war as the
conclusion-response. This pattern of reasoning is in a sense ‘good’; it is
valid in the intuitive sense introduced earlier: if premises are appropriate/
fitting, so is the conclusion. But that the way to terminate human life on
Earth is by initiating a global nuclear war is clearly not a reason for anyone
to initiate a global nuclear war. That it is not a normative reason is ensured
by the soundness condition (not the validity condition), and this sound-
ness condition is explicated in McHugh and Way’s account in terms of
having fitting premise-responses (all the actual or potential premise-
responses have to be fitting). The particularity of their approach is that
they take fittingness to be fundamental and a prime normative property
that they don’t define in further terms (another defence of the fittingness
first approach is Chappell ). Silverstein () assumes Way’s ()
version of the Reasoning view and provides a further defence of the view.

Asarnow specifies his version of the Reasoning view by appeal to norms
of practical reasoning together with a soundness condition (incorporating
an anti-defeat condition) on possible premises of the patterns of reasoning.
What exactly are the norms of practical reasoning is left undefined in his
account. However, he does point to some uncontroversial examples of
such norms – for example, the modus ponens rule. His recent statement of
the view is as follows:

REASONING VIEW* A normative reason for A to ϕ is a set of facts, F,
such that the norms of practical reasoning endorse the transition from a set
including beliefs with those facts as their contents and (optionally) one or
more elements of A’s practical standpoint, to A’s intention that A ϕ, and
there are no defeaters for that transition. (Asarnow : )

It may be useful to note that Asarnow separates the goodness condition
of reasoning from what he calls the ‘soundness condition’. Roughly, the
soundness condition ensures that only true beliefs (or more generally states

 A version of the Reasoning view that is more specifically attentive to the possibility of non-belief
states providing reasons is proposed by Asarnow (: ), in the following terms: ‘RV
N R. A normative reason for A to ϕ is a set of facts, F, such that the norms of
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corresponding to facts) can be reasons. Asarnow’s formulation doesn’t include
an appeal to the fittingness of [potential] premise-responses, contrary to
McHugh andWay’s formulation.How then does his view block considerations
towards immoral acts from counting as reasons in cases where these consider-
ations can play a premise role in valid reasoning? The trick is accomplished here
by the anti-defeat clause and an assumption that strict moral requirements can
play the role of defeaters: ‘While the norms of reasoning endorse the transition
from Caligula’s desire to have pleasure and his belief that harming innocents
will bring him pleasure to the intention that he perform that violent act, the fact
that the violent act is morally forbidden is a defeater for that piece of reasoning’
(Asarnow : ). Note thatmoral requirements are not the only thing that
can play the defeater role in Asarnow’s theory. He thinks that another category
of potential defeaters comes from ‘an agent’s especially strong or especially
deeply held volitional commitments’ (Asarnow : ).
Let me stress that a common feature of these views is that they consider

a pattern of good reasoning/disposition of [practical] thought as a sort of
abstract entity (cf. Asarnow : ). A subject is not required to have
all the relevant premise-responses (to use McHugh and Way’s terminol-
ogy), let alone actually undergo a concrete piece of reasoning in order for
there to be a reason for her. All that is required is only that there is a good
pattern of reasoning/disposition of [practical] thought and that the agent
has some of the relevant states (that constitute premise-responses). It is
possible that r is a reason for a subject even if the subject doesn’t believe
that r. It is only required that there is a possible reasoning from a possible
belief that r and some other premise-states to the relevant conclusion-
response.
With all these views on the table, let us examine whether we have good

arguments for adopting one or another version of the Reasoning approach.
Before that, I propose a brief exegetical historical overview of the most
influential variants of the ‘first generation’ of Reasoning views. The section
can be skipped without losing anything of substance from the
overall argument.

. A Fuller Exegetical Overview of Reasoning Views

The most prominent proponent of the Reasoning view was probably
Bernard Williams (cf. Williams , , ). His version of the

practical reasoning endorse the transition from a set of possible mental states, M, the elements of
which are appropriately related to the elements of F, to A’s intention to ϕ’.

The Reasoning View 
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view is somewhat implicit, and it is not entirely clear how exactly his view is
supposed to go, but it is closely tied to his famous internalism about reasons,
a version of Humeanism according to which reasons are defined partly by
appeal to one’s motivational set – that is, ‘the set of [one’s] desires, evalu-
ations, attitudes, projects, and so on’ (Williams : ). He takes reasons
to be fundamentally motives. On his account, when ‘A has a reason to ϕ’ is
true ‘A has some motive which will be served or furthered by his ϕ-ing’
(Williams : ). He maintains that any conception of reasons has to
respect the constraint according to which we should be able to act on the
basis of our normative reasons in order for them to have any normative
force. The closest we get to a definition of reasons in Williams is:

() A has a reason to ϕ only if there is a sound deliberative route from A’s
subjective motivational set [. . .] to A’s ϕ-ing. (Williams : ; compare
to Williams , )

He is not clear on how exactly we should understand the soundness
element in his view of reasons. Actually, he seems to endorse this vagueness
and hints towards the idea that the vagueness of his account is a point in
its favour. For example: ‘It is sometimes held against the combination of
the internalist view with this broad conception of deliberation that it leaves
us with a vague concept of what an agent has a reason to do. But this is
not a disadvantage of the position. It is often vague what one has a reason
to do’ (Williams : , original emphasis). He also doesn’t seem
to conceive of patterns of reasoning/deliberative routes as always corre-
sponding to well-known patterns of reasoning. He maintains that imagin-
ing can constitute a sound route of reasoning (Williams : ), which
raises the question of how even to think about the standards of
sound reasoning.

Another prominent proponent of the Reasoning view (at least in its
general form) is, arguably, Joseph Raz. For some passages in Joseph Raz’s
work – in particular, in his earlier work – may be interpreted as expressing a
version of the Reasoning view. Consider, for instance, the following passage:

() Statements of facts which are reasons for the performance of a certain
action by a certain agent are the premises of an argument the conclusion of
which is that there is reason for the agent to perform the action or that he
ought to do it. (Raz : , second edition of Practical Reason and Norms)

Under the assumption that ‘argument’ here corresponds to patterns of
reasoning, this quotation seems to be in the spirit of the Reasoning view.
One may, however, be suspicious about this interpretation, given the
absence of the ‘soundness’ element in this quotation. However, it is not
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clear that there is no such implicit assumption about the soundness or
goodness requirement of the argument in Raz’s formulation (see also Raz
, Practical Reasoning, introduction, where he appears to be more explicit
about the truth condition of premises). That is, it is not clear that Raz thinks
of normative reasons in mere terms of inferences without any references to
good or sound inferences. Raz does mention the validity aspect of a practical
inference and holds that it is an important aspect. Once this validity aspect
of inferences is recognised, it is only a small step from there to recognition
that some inferences are sound. Soundness is understood in the usual way as
validity plus truth of premises in the case of theoretical inferences and,
perhaps, appropriateness/fittingness plus satisfactoriness in the case of prac-
tical inferences (see Kenny ). Indeed Raz thinks that the appeal to valid
inferences is an advantage of his account. For instance, he writes:

() One welcome result of this approach is that practical inferences are
defeasible, that is, the addition of further premises can turn a valid argu-
ment into an invalid one. (Raz : )

And Raz does maintain that he understands practical inferences as
inferences that conform to the logic of satisfactoriness as it appears, for
instance, in Kenny () (where, roughly, satisfactoriness is to practical
reasoning what validity is to theoretical reasoning; cf. Raz : , fn ).
Hence, it is not that unreasonable to classify at least early Raz as a
proponent of the Reasoning view.
Something like the Reasoning view also seems to be accepted by Gilbert

Harman in his Change in view (). For instance:

() To say that a consideration C is a reason to do D is, I suggest, to say that
C is a consideration that has or ought to have some influence on reasoning,
leading to a decision to do D unless this is overruled by other considerations.
The consideration C might be an end or a belief one has, or it might be some
line of thought which one finds or would find attractive or persuasive on
reflection, for example, an argument of some sort. (Harman : –)

An appeal to the idea that reasons have to be connected to reasoning is
also present in Grice’s work. For instance:

() Reasons (justificatory) are the stuff of which reasoning is made, and
reasoning may be required to arrive (in some cases) even at the simplest of
reasons; so it seemed proper to proceed from a consideration of reasoning to
a consideration of reasons. (Grice : )

‘Justificatory’ reasons seem to correspond to what we refer to as
‘normative’ reasons.

The Reasoning View 
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The Reasoning view or something quite close to it is also endorsed by
David Velleman (). His version of the Reasoning view is to be
understood in accordance with his specific account of practical reasoning
and within his wider philosophical project, which we are, unfortunately, in
no position to fully rehearse here. According to Velleman:

() The reasons for an action are things represented in premises from which
intending or performing the action would follow as a conclusion in accor-
dance with practical reasoning. (Velleman : )

This following as a conclusion is understood as ‘[enhancing] the agent’s
self-knowledge by satisfying some self-conception’ (cf. Velleman :
). This, then, provides the basis for the official definition of reasons
on Velleman’s account as follows:

() [R]easons for an action are those things belief in which, on the agent’s
part, would put him in a position to enhance his self-knowledge, in this
distinctively practical way, by intending or performing that action.
(Velleman : , original emphasis removed)

One particularity of Velleman’s account is that, contrary to much of the
current orthodoxy, he allows for false beliefs to be reasons (cf. Velleman
: ). However, he qualifies this contention by insisting that in the
case of false beliefs, their falsity speaks against them and against acting on
them: ‘their falsity is a reason for abandoning them and hence also a reason
against acting on them in their capacity as reasons’ (Velleman : ,
fn ). Presumably this move and the link between reasons and an agent’s
enhancing her self-knowledge in practical reasoning is enough to satisfy the
‘soundness/goodness’ aspect within the general form of the Reasoning view
according to which reasons are premises in good/sound reasoning.
However, a more complete exegesis of Velleman’s view would be necessary
to establish this classification of his view within the camp of the Reasoning
view with any degree of certainty.

It is sometimes claimed that Pamela Hieronymi is another prominent
proponent of the Reasoning view (for instance, in Silverstein ; Way
; Whiting ). However, it is not entirely clear that Hieronymi
subscribes to the Reasoning view as it has been introduced here. Certainly,
some passages may be reasonably interpreted as committing Hieronymi to
something close enough to the Reasoning view. For instance: ‘To start
reflection, we can note that, most generally, a reason is simply an item in a
piece of reasoning’ (Hieronymi : ). However, it is also clear that
for Hieronymi a reason is a consideration that bears on a question rather
than on F-ing itself. For instance: ‘So I suggest, for consideration, the
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following account of a reason: a reason is a consideration that bears on a
question’ (Hieronymi : ). And: ‘This account differs from the
original formulation in taking the fundamental relation in which a con-
sideration becomes a reason to be a relation to a question, rather than to an
action or attitude’ (Hieronymi : ). Nevertheless, it is not unrea-
sonable to see Hieronymi as a proponent of a version of the Reasoning
view, in particular given her comment on her view, where she doesn’t seem
to make a difference between bearing on a question and bearing on a
conclusion: ‘One could say, “a consideration that bears on a conclusion.”
I do not think there would be any relevant difference, though I find the
idea of answering a question more intuitive for capturing the activities of
rational agents’ (Hieronymi : ). For now, we can tentatively
classify Hieronymi’s view as a version of the Reasoning view. But we will
come back to Hieronymi’s view shortly, when elaborating our positive
proposal, since, as we will observe, it contains another crucial insight for
our view beyond its focus on reasoning.
One might also think that something close to a version of the Reasoning

view is presupposed in Maria Alvarez’s argument in favour of proposition-
ality and factivity of all reasons (though she doesn’t appeal to validity or
soundness):

() A better reason for arguing that the most perspicuous way of expressing
reasons is propositionally is that reasons must be capable of being premises,
i.e. things we reason, or draw conclusions, from, whether in theoretical or
in practical reasoning. Otherwise, the connection between reasons and
reasoning would be lost. (Alvarez : )

However, we lack sufficient grounds for ascribing a full-blooded endorse-
ment of the Reasoning view to Alvarez.
If it can be reasonably held that (most of ) the abovementioned views are

versions of the Reasoning view (e.g. the ‘first generation Reasoning view’),
it can nevertheless also be recognised that they are not really elaborated in
detail. They appeal to the general idea of explaining normative reasons in
terms of some norms or value of reasoning (e.g. sound/good patterns), but
they don’t spend much time working out the details of how exactly the
view works. Also, they are a bit shy on giving positive arguments in favour
of the view. Rather, the impression is that they are happy with putting this
view on the table and working out its implications for their further

 See, for the factivity part: ‘My view is that all facts are indeed reasons merely by virtue of being
potential premises in (theoretical or practical) reasoning’ (Alvarez : ).
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theoretical views, which can be taken as a case in favour of the Reasoning
view, if successful. Moreover, they don’t appear to spend much time
considering possible shortcomings of the Reasoning view and how to
address them.

. Arguments in Favour of the Reasoning View

Given the state of the debate about the Reasoning view, it is not always
obvious how to extract positive arguments in its favour. On some occa-
sions (in particular, in the context of what I have called the ‘first genera-
tion’ of the Reasoning view; see Section .), the Reasoning view appears
to be merely endorsed, taken as obvious, and considered to be in no need
of further theoretical defence. Nevertheless, a number of more elaborated
positive lines of thought can also be found (in particular, within the
context of the ‘second generation’ Reasoning view). As far as I can see,
there are five general lines of argument in favour of the Reasoning
approach within contemporary debates. (Some of these are so closely
related that it would not be unreasonable, however, to lump them
together.) Let us look at them briefly.

First, as Jonathan Way () observes, it is a valuable feature of any
view of normative reasons if it is general enough to be applicable to
normative reasons of all varieties. Arguably, there are normative reasons
not only to act or intend but also for attitudes – for example, beliefs,
emotions. The Reasoning view is perfectly adapted to account for this and
hence to have the necessary level of generality. As long as there is a good
pattern of reasoning (understood broadly enough to count emotional
attitudes – for example, fear, anger, pride, as conclusion-responses)
towards the relevant conclusion-response (and the other relevant condi-
tions obtain), there can be normative reasons for the conclusion-response
in question. Thus, the fact that the Reasoning view can deal with reasons
of various sorts speaks in its favour.

Second, the Reasoning view not only seems to correctly predict and
explain what things can have normative reasons but also accurately predicts
for what kinds of things there cannot be reasons. In this manner, for
instance, the Reasoning view can explain why there are no reasons for
values. This point is again observed by Way (), who suggests that
given the Reasoning view we can easily explain why there are no reasons
for, say, having green hair, being tall, being healthy (as distinct from eating
healthy food), and perceiving so and so. These are things towards which
there cannot be any reasoning. Hence, there cannot be good patterns of
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reasoning towards having green hair, being healthy, perceiving red, and so
on. The Reasoning view has the right degree of discrimination: it excludes
precisely the things we intuitively don’t want to count as being reasons-
sensitive.
Third, as many proponents of the Reasoning view observe, it is also well

placed to explain the pre-theoretical thought that reasons to F have to be
somehow connected to reasoning and to reasons for F-ing (motivating
reasons). Indeed, many think that it is a platitude that reasons are what
reasoning is made of (cf. Grice : ). The Reasoning view has a
straightforward explanation for this. Other views arguably struggle to
explain it in simple terms (this observation is strongly connected to the
next point). Now, if one takes on board a further somewhat natural
assumption that all motivating reasons (reasons for which we F) are pre-
mises in our reasoning (assuming again that reasoning is broadly construed
to include all kinds of relevant transitions towards F-ings), the Reasoning
view has again a simple and powerful story about how and why normative
reasons are connected to motivating reasons. Reasons, normative or moti-
vating, just are premises in patterns of reasoning. And in the normative
case, they are appropriate premises in good/sound patterns of reasoning.
Fourth, and probably the most popular line of argument in favour of the

Reasoning view, is a comparative argument. Strictly speaking, the observed
points can be also understood as boiling down to comparison to other
views. Hence, the lines between these five points are not really strict; it is
more about dialectical accents and framing. Let me give three examples
here that illustrate the comparative argument.
Pamela Hieronymi (), for instance, thinks that the Reasoning view

(or at least something similar to it; see Section .) is clearly better off than
the reasons-first approach with respect to the so-called wrong kind of
reasons problem (see Section .). In fact, according to Hieronymi, there
is not really a problem for the Reasoning view. Roughly put, proponents of
the reasons-first approach cannot satisfactorily explain why, say, a demon’s
threat is not a normative reason for the demon’s victim to admire it,
despite clearly counting in favour of one admiring it, given the demon’s
threat to punish one severely for non-compliance with the order to admire.
Proponents of the Reasoning view have tools to explain this sort of case:
the threat from the demon is not a reason to admire, since it cannot be a
premise in a good piece of reasoning to admiration, but we can still
account for the counting in favour intuition in such cases, since the threat
can figure in a premise of good reasoning not towards admiration but, say,
towards attempting or wanting to admire the demon. According to this
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line of thought, the Reasoning view is to be preferred to the reasons-first
approach (which is not, of course, to say that it is winning against all of its
possible alternatives). Note also that the objection against the reasons-first
approach according to which their distinction between the ‘wrong’ and
‘right kind’ of reasons to admire is ad hoc or self-contradictory doesn’t
apply to the Reasoning view (see Section .). The Reasoning view is not
presupposing that reasons are prime or fundamental; it does provide a
theory of reasons and hence can legitimately propose substantial distinc-
tions among kinds of reasons, contrary to views that consider reasons
as undefinable.

For Kieran Setiya (), the best arguments in favour of the Reasoning
view rely on its comparison to other views. One line of thought here is that
if we assume that reasons are somehow connected to rationality, a theory
of reasons has to explain that link. According to Setiya, the Reasoning view
does better on this account than its competitors (by connecting rationality
to good reasoning dispositions and by defining reasons in terms of good
patterns of reasoning). However, notice that similar to the abovemen-
tioned point, Setiya also gives at best only the beginning of a full positive
argument here. He compares the Reasoning view only to some of its
competitors on this topic. He shows that views that connect reasons to
the way a rational or virtuous (exemplary) person would be moved to act in
a situation have shortcomings in cases of non-virtuous agents who still can
have normative reasons to act in certain ways in which virtuous agents
would not be moved to act. And Setiya does suggest that a possible
improvement on that view – namely, the ideal adviser model, where the
focus is on an idealised and fully rational version of oneself as an adviser for
the current situation in which one finds oneself (cf. Smith , ), is
still unsatisfactory compared to the Reasoning view. However, one might
worry that these views, which seem to lack the appropriate degree of
abstraction from actual agents to capture the nature of normative reasons,
are not the only competitors with respect to the explanation of the
connection between reasons and rationality. For instance, some reasons-
first approaches might claim to be able to account for the reasons–
rationality connection by appeal to the possession condition of reasons
or the perspective dependence of reasons (for a recent version of this
strategy, see Lord  and Kiesewetter , ). Arguably these other
alternatives will not have the same problems as the abovementioned views
(e.g. the ‘example’ and the ‘ideal adviser’ models). More work is probably
needed in order for this line of thought to gain real traction against all the
Reasoning view’s competitors.
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According to Samuel Asarnow (cf. Asarnow , ), we have to
accept Rational Internalism, the view that connects normative reasons to
motivating reasons (e.g. normative reasons have to be able to be motivating
reasons) on the basis of a roughly Davidsonian idea of rationalisation, rather
than on the basis of Setiya’s (, ) internal dispositionalism (see also
Gibbons ). According to Asarnow, Rational Internalism provides an
argument against Objectivism about normative reasons (cf. Broome ).
Now, the consideration that speaks in favour of the Reasoning view,
according to Asarnow, is that it provides an attractive alternative to those
who are sympathetic to Objectivism, since it allows for objective values
(where the existence of objective values was, according to Asarnow, a central
motivation in favour of Objectivism about reasons). Whatever the merits of
this sophisticated argument, it is, again, a comparative argument that relies
on some substantive assumptions but also suggests that accepting the
Reasoning view brings in some unexpected advantages over Objectivism
about reasons (e.g. reasons as facts about oughts) and over hardcore intern-
alism (e.g. reasons as one’s psychological states).
The fifth line of argument explores the idea that the Reasoning view

enables a simple reductive story where normative is reduced to descriptive.
One version of such an argument appears in Silverstein (). A central
task of that paper is to elaborate in detail an account of soundness or
goodness of reasoning. A central assumption there is that reasoning has to
have not only a merely formal aim but also a substantive aim and that such
a substantive aim can be put in descriptive terms. If he is right, giving
grounds for such a reductionist approach is another advantage of the
Reasoning view, compared to other alternatives that sometimes struggle
to provide a clear and straightforward story on this account. But again, the
argument has a limited scope, since it is not absolutely evident that all the
possible alternatives will be ruled out here.
In this section, we have looked at five existing lines of defence of the

Reasoning view. The rest of this chapter is concerned with its
potential shortcomings.

. First Set of Worries I: Outweighing and Weight

As we have seen earlier, the Reasoning view enjoys some initial plausibility.
However, on reflection, it has also some puzzling aspects. Let us start with
worries that are already well-known (in Sections . and . in particular)
before turning to some new problems (in Sections .).
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There are, as far as I can see, two general lines of prima facie problems
for the Reasoning view within the literature. The first one arises from the
observation that not all acts or attitudes that are recommended by reasons
always correspond to outputs of a good pattern of reasoning. Some reasons
are outweighed and yet remain normative. This is the problem of so-called
outweighed reasons. The second worry arises from the observation that
good patterns of reasoning can contain among their premises statements of
mere enabling conditions for F-ing. And yet it doesn’t feel always right to
consider mere enabling conditions as genuine normative reasons to F. Let
us look at the details of these worries a bit more attentively and review
some of the most influential existing responses to these worries. This
section is devoted to the former worry (outweighed reasons), while the
next one focuses on the latter worry (enabling conditions).

To begin with, let us first clarify certain aspects of the Reasoning view a
bit more. The general idea of the Reasoning view, as we saw earlier, is that
there are good/sound patterns of reasoning (which presumably mirror
patterns of good/sound arguments) and normative reasons are premises
of such patterns. Let us start with the general version of the view. Recall:

The Reasoning view (general, rough) A consideration r (on many
accounts, a fact) is a normative reason for S to F just in case r is a content
of a premise-response (along with other possible premise-responses) in S’s
possible good/sound reasoning towards F-ing (i.e. conclusion-response).

How should we understand what is meant by ‘good reasoning’ here?
Variations of the view exist in this respect. However, on a very general level
of abstraction, everyone agrees that reasoning is, roughly, a transition from
some mental states to others, where the arrival state (i.e. the state at which
one arrives through such a transition) is held on the basis of the initial
state/s. That is, it is not a mere transition, where one happens to transit,
say, randomly or in a purely mechanical way, from one state to another.
There has to be some more substantive link between the arrival state and
the initial state. And this required link can be, for the time being, described
roughly as ‘basing’ – holding one state on the basis of or in virtue of the
other one.

Reasoning so conceived can be evaluated. Some such transitions are
appropriate, while others are clearly not. Jumping to a conclusion via
purely fearful or wishful reasoning is not appropriate. Say, jumping to
the conclusion that you will be able to meet a short deadline for submitting
a new project, when you know that there is a massive past record of your
failure to meet deadlines that speaks against you having such an ability, is
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inappropriate. The fact that you very much want to meet the deadline
doesn’t make your reasoning any better in such a situation. On the other
hand, the reasoning that originates in your intention to have a party at
your place together with your belief that the only way to have that party is
to invite some friends, and that terminates in your intention to invite/
invitation of some friends, appears to be an appropriate piece of reasoning.
Pieces of reasoning correspond to patterns of reasoning (we can think of

them as abstract entity). Some patterns are good/sound, while others are
not. Say, a pattern of reasoning that mimics a modus ponens argumentative
structure and has the appropriate initial states is clearly good. And a
pattern of reasoning that mimics the Affirming the Consequent argumen-
tative structure is clearly not good. We will return to this in a moment. For
now, let us only focus on the claim to which all proponents of the
Reasoning view are committed, namely that normative reasons are pre-
mises (or contents of initial mental states/premise-responses) in good
patterns of reasoning. So, on the Reasoning view, if r is a normative reason
for a subject S to F, then there has to be some good pattern of reasoning for
S from some premise-responses (initial mental states), where one of these
premise-responses has r as a content towards F-ing/intending to F. S is not
required to have all the relevant premise-responses (for instance, S may not
even believe that r), but S has to have at least some of the relevant premise-
responses. Maybe I only have the intention to have a party but haven’t yet
realised that the only way to have a party is to invite friends. The
Reasoning view predicts, plausibly, that the fact that the only way for
me to organise the party is to invite some friends is a reason for me to
(intend to) invite some friends. In this case, all that is required is that there
is a good pattern of reasoning along the following lines: intention to G,
belief that the only way to G is to F, (intention to) F. Even if I do not
undergo any concrete piece of reasoning, the mere fact that there is such a
pattern of good reasoning from some of my mental states (premise-
responses) to the relevant F-ing is enough for r to be a normative reason
for me to F in case where r is a content of one of these actual or some
merely possible premise-responses of mine.
Now, the problem of outweighed reasons arises from the simple obser-

vation that a pattern of reasoning is either good or bad; that is, it either
complies or doesn’t comply with the standards of reasoning/argument.
And a consideration either is or is not a content of the premise-response
(possible or actual mental state) of a good pattern of reasoning. However,
given standard assumptions, some patterns of reasoning will be classified as
bad even though we might have a strong inclination to see one or more of
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the considerations in the premise-responses as normative reasons. To make
the objection a bit more concrete, consider the following version of a
classical example (the original example goes back to Ross : ). You
have promised to meet your friend for a coffee today. On your way to the
coffee shop, you witness a traffic accident. As it happens, you are the only
witness and some of the people involved in the accident are severely
injured. Suppose you undergo reasoning (indeed, it may be almost instan-
taneous) that concludes in (an intention to) call the ambulance and help
the injured. Now, you did the right thing, no doubt about that. Everyone
agrees that there is no all-things-considered ought for you to leave the
injured and go to see your friend instead. There is no sufficient reason for
you to go on to your meeting with your friend. However, it is nevertheless
natural to think that there is still a reason for you to go to see your friend.
That you promised to meet your friend over a coffee is still something that
counts in an intuitive sense in favour of going to meet your friend. This
promise still exercises some normative force upon you. Of course, everyone
agrees that it is a massively outweighed reason in the circumstances of the
accident, but it seems to be a reason nonetheless. One popular way to
further motivate this observation is to appeal to the fact that if it were not a
reason for you to go to meet your friend, it would be difficult to explain
the fact that it is appropriate for your friend to be somewhat annoyed with
you for not showing up. It seems that the sensible thing for you to do
would be to excuse yourself later or at least to explain him why you didn’t
show up (we are assuming here that helping the injured in the accident
necessarily entails that your will miss your coffee break). Moreover, if your
promise (and additional considerations, such as the desire to meet your
friend) is not a reason to go on, then we have a hard time explaining why it
appears OK for you to feel slight regret at missing the coffee break.

The problem of outweighed reasons is that the Reasoning view, in its
simple form (given some further standard background assumptions),
entails that there is no normative reason for you to go to meet your friend
in the circumstances of the accident. That is, there is not the slightest
reason, according to the general Reasoning view, not even a tiny one. This
is so because there is no good pattern of reasoning for you in this case
(given your beliefs, desires, intentions, and other states) towards going to
meet your friend. More precisely, there is no good pattern of reasoning
given some standard assumptions about good patterns of reasoning. The
pattern that corresponds to our accident case is, roughly, the following:
intention to respect a promise to meet a friend for a coffee, belief that the
only way of respecting the promise is to go to the coffee shop (the meeting
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place), intention to help the heavily injured persons in an accident, belief
that the only way to help them is to stay and call the ambulance (which
entails not going to the coffee shop), intention to go to the coffee shop.
The presence of the intention to help and the belief that the only way to
help is to stay and call the ambulance is what ‘makes’ the pattern of
reasoning bad, according to this line of objection. These elements under-
mine, so to speak, the reasoning from the initial premise-responses of
intention to respect the promise and belief that the only way to respect
the promise is to go to the coffee shop, to the conclusion-response of going
to the coffee shop. These additional elements (intention to help the
injured and the belief that the only way to help is to stay and call the
ambulance) function as defeaters of the goodness of reasoning. We can
represent the pattern of reasoning in this case more schematically as a
transition from initial states (premise-responses) intention to F, belief that
P-ing is the only way to F, intention to G, belief that Z-ing (entailing not-P-
ing) is the only way to G, to the conclusion-response of P-ing. The fact that
the agent has the intention to G and the belief that Z-ing is the only way to
G in addition to the intention to F and belief that P-ing is the only way to
F is what makes arriving at the conclusion-response of P-ing because of the
given premise-responses inappropriate (given the assumption that good
patterns of reasoning cannot be undermined by additional defeating ele-
ments). Hence, the Reasoning view in its general form (plus standard
assumptions) appears to predict that the consideration that the only way
for you to respect your promise is to go to the coffee shop cannot be a
normative reason for you to go to the coffee shop. There seems to be no
good pattern of reasoning for you that has this consideration as a content of
one of your premise-responses to the conclusion-response of going to the
coffee shop. Being a premise of a good pattern of reasoning is categorical.
There are no degrees of being a premise of a good pattern of reasoning.
Thus, the Reasoning view appears to predict a counterintuitive conclusion.
For, as we observed above, that the only way for you to respect your promise
is to go to the coffee shop is a normative reason for you to go to the coffee
shop. It is a reason, even if it is clearly not a sufficient reason. And this
presents a problem that cannot be easily dismissed, since our ordinary lives
are over-packed with all sorts of outweighed reasons. Arguably, every situ-
ation where one faces a non-trivial choice (and that is not a situation of a
genuine dilemma) is a situation with at least one outweighed reason. A view
that predicts that there cannot be outweighed reasons is problematic.
I follow Way () in classifying the possible replies from the pro-

ponents of the Reasoning view to this problem in two camps. On one side,
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there are those who revise the view (the definition in the Reasoning View) in
ways that are supposed to allow for outweighed reasons. On the other side,
there are those who revise some of the background assumptions concerning
patterns of good reasoning. Let us look briefly at both of these lines of reply.

The first line of reply proposes to specify the general version of the
Reasoning view by qualifying its domain of application. Several specific
ways of doing this exist. According to one influential approach
(cf. Williams ; see also Williams , ), in order for one
to have a normative reason to F, one has to have some motivational set
S (e.g. desires, emotions, and so on) such that there is for one a sound
deliberative route from S together with a true belief that p to F-ing.
According to one interpretation of Williams’s view (see Way ), what
Williams really meant is that the sound deliberative route ends in one
being motivated to F, rather than F-ing tout court, where F stands for some
action. Such an interpretation is indeed supported by textual evidence.
Consider the following:

This does not mean that when an agent has a thought of the form ‘that is a
reason for me to ϕ’, he really has, or should really have, the thought ‘that is a
reason for me to ϕ in virtue of my S’. The disposition that forms part of his S
just is the disposition to have thoughts of the form ‘that is a reason for me
to ϕ’, and to act on them. (Williams : )

Assuming that disposition to act on a consideration amounts to being
motivated to act by it, Way’s interpretation of Williams may indeed bear
out. An even clearer case for attributing this interpretation of the
Reasoning view to Williams can be found in the following passage:

There is indeed a vagueness about ‘A has reason to ϕ’, in the internal sense,
insofar as the deliberative processes which could lead from A’s present S to
his being motivated to ϕ may be more or less ambitiously conceived. But
this is no embarrassment to those who take as basic the internal conception
of reasons for action. (Williams : )

Now, even if Williams is not explicitly committed to it, one might think
that this would be a natural way for a proponent of Williams’s account to
develop such a view in further detail. It makes sense to go in this direction
in particular given the context of the debate in which Williams’s account
takes part. His opponents are, of course, externalists about reasons, like
Scanlon (), who do not want to postulate a necessary or essential link
between one’s motivation set and normative reasons. But Williams also
opposes some other views within the broad family of Humean approaches
(of which Williams’s proposal is a part). For instance, Williams rejects the
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ideal reasoner models. He doesn’t endorse Smith’s account, which is
committed to classifying desires to F as outputs of the relevant pieces of
practical reasoning by one’s idealised counterpart. Thus, we may think that
on a charitable interpretation of Williams’s view reasons are considerations
that play a role in a sound deliberative route – good reasoning, broadly
understood from one’s desires and other states to being motivated to
F rather than to F-ing. If so, the objection from outweighed reasons might
be blocked as long as we think of being motivated as coming in degrees.
A more detailed version of this line of reply to the objection has been

recently developed by Kieran Setiya (, ). Recall Setiya’s account
of reasons for action:

Reasons: The fact that p is a reason for A to ϕ just in case A has a collection
of psychological states, C, such that the disposition to be moved to ϕ by
C-and-the-belief-that-p is a good disposition of practical thought, and
C contains no false beliefs. (Setiya : , : )

On Setiya’s view, the relevant element is not a desire (of, say, an
idealised and fully informed self ), but being moved to F. Arguably, being
moved to F and being motivated to F is the same kind of thing. And
according to Setiya, this mere fact is enough for his preferred version of the
Reasoning view to account for outweighed reasons:

[T]his principle [that is, ‘Reasons’ above] is concerned with pro tanto
reasons, reasons that can be outweighed; accordingly, it speaks of being
moved, not of acting or intending. (Setiya : )

On the face of it, revising the Reasoning view in such a way allows us to
avoid the objection from outweighed reasons. Insofar as motivation, desire,
or similar items to which a proponent of the Reasoning view can appeal,
come in degrees, there is a possible story to tell about the outweighed
reasons. One can claim, following Setiya, for instance, that you have (or
there is) both a disposition to be moved to stay and help the injured in the
accident (by some of the relevant premise-responses/psychological states)
and a disposition to be moved to go and meet your friend (by the relevant
premise-responses/states). Both dispositions are good dispositions of practi-
cal thought. Hence, the view predicts that the relevant considerations are
both normative reasons. The crucial move is to claim that the relative
weights of reasons correspond to ‘the relative strength of motivation’
(Setiya : ). More specifically:

Reasons correspond to collections of psychological states that fuel good
practical thought. One reason is stronger than another just in case it is a
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good disposition of practical thought to be more strongly moved by the
collection of states that corresponds to it, than by the collection that
corresponds to the other. (Setiya : )

A similar move is also available to theorists who appeal to the desires of
an ideal and well-informed self (cf. Smith ). On such a view, one (e.g.
the ideal self ) has a stronger desire to help the injured than to go to the
coffee shop. Hence, the relevant considerations (about the accident) out-
weigh the considerations about respecting the promise to the friend and
correspond to a stronger or ‘weightier’ reason. Yet both remain reasons.
On the motivation view: insofar as there is a good disposition to be
somewhat moved by the promise consideration, the promise consideration
still remains a reason for you to go to meet your friend, even if it is
outweighed by the accident consideration, which is stronger since you are
more strongly moved to help the injured.

This line of reply, attractive as it may appear, actually raises more
problems than it promises to solve. Here are two of the most urgent ones.
For one thing, it has trouble in explaining reasons for responses other than
action. Take, for instance, reasons to believe. Motivation and belief don’t
seem to go well together. Normally, we don’t have motivation for believing
that such and such is the case. Typically, we are not moved to believe,
while we are moved to act in some ways. Belief is a state at which we may
arrive through reasoning or other belief-producing processes. Normally we
don’t arrive at a belief that p by being moved to believe that p. Action and
belief appear to be quite different in this respect. Note also that when we
do have a motivation to believe something, such a motivation is of a
pragmatic sort and hence arguably can be linked only to the ‘wrong kind’
of reasons. Blaise may well be motivated to believe in God, since he thinks
that such a belief will make him better off. But this sort of practical
consideration is traditionally not seen as a normative reason for Blaise to
believe in God (but see Chapter  for more on this). Without varying
degrees of motivation to believe, we are thus back to square one. It is not
clear how proponents of the Reasoning view who appeal to varying degrees
of motivation (or of desire) to explain outweighed reasons to act could
account for outweighed reasons to believe, as well as outweighed reasons to
have other attitudes (i.e. it doesn’t seem clear that we can have motivation
to fear, to be angry, and so on, but we have reasons to fear, to be angry,
and so on).

Now, one may try to provide even more sophisticated manoeuvres to
account for reasons for beliefs and other attitudes. Elaborating on Setiya’s
account (cf. Setiya ), one might think that as we replaced acting by
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being moved we may also replace believing by having an increased degree
of confidence within a more sophisticated Reasoning view. And, according
to this line of thought, we might reconcile the Reasoning view with there
being outweighed reasons for belief. Alternatively, one might focus on
inclinations to believe instead of being moved to believe.
However, critics of such a move remain unconvinced. Consider the case

where one is already certain that p (and believes that p). In such cases, no increase
in the degree of confidence is possible (and there is no more inclination to
believe, for one already believes that p). And yetwemight still discover previously
unnoticed/new reasons for one to believe that p. That DNA analysis confirms
the suspect’s presence at the crime scene, that we have witnesses confirming her
presence and we know that the suspect had amotive for the crimemay convince
us, indeedmake us certain, that the suspect did it.We believe that she did it. And
yet that we find out later that her fingerprints were on the temporarily lost
murder weapon can nevertheless constitute another reason for us to believe that
she did it, even if it does not incline us to believe that she did it (for we already
believe that), nor does it increase our confidence (for we are already certain). It
seems that theReasoning view that appeals to inclinations to believe or degrees of
confidence predicts that that there are fingerprints on the weapon cannot be
reason for us to believe that the suspect did it.
One could try to get out of trouble by appeal to counterfactual consid-

erations and claim that the relevant consideration only need to incline one
to believe or increase one’s confidence in some other possible circum-
stances. This move, however, is a tricky one. As Way notes (cf. Way :
), it requires, for one, that these other possible circumstances can be
specified without appeal to reasons (otherwise, a vicious circularity looms),
and it is not clear whether it can be done. For another thing, appeal to
counterfactual inclinations to believe and counterfactual increases in
degrees of confidence in this dialectical situation presents a risk of com-
mitting the conditional fallacy: the relevant changes in circumstances
might be such that all other things are not equal and thus the appeal to
possible other circumstances in which one is inclined to believe cannot
constitute theoretically satisfactory grounds for drawing lessons about what
reasons there are for one to believe in the actual circumstances (see Way
 for further details and references on these worries). In sum, it is
unclear whether proponents of this version of the Reasoning view have any
easy and fully satisfactory way of accounting for outweighed reasons to
believe and to have other attitudes.
The second problem with this general line of reply is that it is not

straightforward that we may be moved to act (or desire to act) in ways
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recommended by outweighed reasons in situations where the outweighing
reason massively outweighs the outweighed reason. Crucially it is not clear
that in such cases there is a good disposition of practical thought to be
moved to act in ways recommended by the outweighed reason. An
objection similar to this one appears in Silverstein (). Consider again
our example of a promise for a coffee break versus a street accident.
Arguably, when you witness the accident and have the relevant premise-
responses (e.g. the intention to help, and so on), you are strongly moved to
stay and help and not at all moved to go to the coffee shop. Crucially, it is
not straightforward that there is a good disposition (or pattern, for that
matter) of practical thought in this case from your intention to keep your
promise to your friend and the belief that the only way to keep your
promise is to walk away to being even the slightest bit moved to walk away.
Given this and the abovementioned problem with outweighed reasons for
belief, we can tentatively conclude that the move to revise the Reasoning
view by focusing on patterns of good reasoning/good dispositions of
practical thought that have as their conclusion being moved (or having
the desire) to F rather than F-ing (intending to F) are unsuccessful in the
light of outweighed reasons.

Given the problems of the revisionary versions of the Reasoning
approach, some theorists have turned to an alternative line of reply to
the problem of outweighed reasons. Namely, instead of revising the
Reasoning view, they propose to rethink some of the background assump-
tions about patterns of good reasoning (cf. McHugh and Way ;
Silverstein ; Way ; Asarnow ). The central move here is
to reject the idea that good reasoning cannot be defeated; or, put more
positively, they suggest that there can be patterns of good reasoning that
may be defeasible. According to this line of thought, that reasoning from
some premise-responses to a conclusion-response is good doesn’t mean
that its goodness cannot be undone if other elements were ‘added’ –
namely, if other premise-responses were present. On this view, good

 I worry there is a more basic problem here, though. Once I realize I can save lives by breaking my
promise and leaving you to find your own way home from the airport, I am not moved or motivated
to pick you up at all. I recognize that my promise counts in favor of picking you up, but this just
does not motivate me in the face of the countervailing considerations. Of course, I may regret that
I will not be there to meet you, but I need not feel any motivational tug (or nudge) in the direction
of the airport. If that is correct, then it is a mistake to identify the normative force of a reason with
the motivation produced by sound deliberation from that reason. (Silverstein : )
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reasoning is always good reasoning ceteris paribus. If other things are not
equal, then the reasoning is not good. The core idea is not new. It is a well-
known topic in logic and theory of argumentation/reasoning (see Pollock
 and Horty  for classical statements). To take a standard example
from defeasible logic: one may draw the conclusion (c) that Tweety can fly
from the premise (p) that Tweety is a bird (and some background
assumptions, perhaps, that most birds fly). It is an instance of a good
inference (even if not classically valid). But it can certainly be defeated; for
instance, when another premise is added, say, (p) that Tweety is a
penguin. The idea is often captured by reference to the formal property
of consequence relation, known as monotonicity. An inference satisfies
monotonicity where, roughly, in the case of a valid inference (e.g. where
a conclusion follows from the set of premises), adding any other premise to
the existing set of premises will not alter the validity of the inference.
Modus ponens, for instance, is often presented as an inference that satisfies
monotonicity: whatever you can add to the set of p, and if p then q, will
not undermine the validity of inferring the conclusion q. Proponents of
non-monotonicity insist that there can be good or cogent inferences even
without such a strong constraint (the term of cogency is sometimes used as
the equivalent of deductive validity in the context of non-deductive
inferences). For instance, the Tweety inference (i.e. the inference from
p to c) is good/cogent within the defeasible logic that gives up on the
monotonicity requirement for good/cogent inferences. Applying this to
the case of outweighed reasons, proponents of the Reasoning view insist
that an outweighed consideration, such as the promise consideration in our
promise versus accident case, may still count as a reason to leave for the
coffee shop. For there is a pattern of good reasoning from your intention to
keep your promise to your friend to meet at the coffee shop and your belief
that the only way to keep your promise is to leave, to leaving. It is a good
pattern, albeit a defeasible one. And in this specific scenario, the reasoning
is indeed defeated, since your other premise-responses – namely, your
intention to help the injured and your true belief that the only way to
help them is to stay – makes the situation such that all other things are not
equal. These additional premise-responses undermine the ceteris paribus
condition. If you were to reason from the promise considerations to an
intention to go to the coffee shop, your reasoning in this accident situation
would be a bad one – but not because there is no corresponding good

 Thanks to Aleks Knoks for a helpful discussion on defeasible inferences, and for drawing my
attention to the notion of cogency.
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pattern of reasoning. There is. It’s just that moving to the intention to go
to the coffee shop, given your promise and given further premise-responses
in this situation (e.g. your true belief that there is an accident and so on), is
not good reasoning.

Now, a question remains: what makes it the case that it is the promise-
reasoning that is defeated, rather than the helping-the-injured reasoning?
On this view, it has to do with the comparison of the relevant patterns of
reasoning. See Way on this:

[S]uppose R is a good pattern of reasoning which concludes in φ-ing and
R is a good pattern of reasoning which concludes in a conflicting conclu-
sion ψ. For R to defeat R is for it to be good reasoning to move from the
premise-responses of R to the conclusion-response of R, given
the premise-responses of R, but not good reasoning to move from the
premise-responses of R to the conclusion-response of R, given the
premise-responses of R. (Way : )

So, the idea here is that two patterns of reasoning can be compared with
respect to resilience: whether and which of the two defeats the other one.
This measure then is what explains why one of the two reasonings in the
cases of outweighed reasons is defeated and the other one is not. The
promise-reasoning in our case is the defeated one, because it is less
resilient. It is still good reasoning to move from the premise-responses of
the accident-reasoning to the conclusion-response of the accident-
reasoning, given the premise-responses of the promise-reasoning, while it
is not good reasoning to move from the premise-responses of the promise-
reasoning to the conclusion-response of the promise-reasoning, given the
premise-responses of the accident-reasoning. The promise-reasoning is
defeated in this case. Thus, the promise is the outweighed reason in our
case. It is still a reason, though, for it still corresponds to a good pattern of
defeasible reasoning (that happens to be defeated in the present instance).
(For more details of this move, see Asarnow ; McHugh and Way
; Silverstein ; Way .)

This second line of reply appears to deal better with some of the
problematic points that the revisionary reply couldn’t deal with satisfacto-
rily. For one thing, it applies equally well to the case of reasons to act as
well to reasons to believe and other attitudes. For the defeat condition
seems to apply equally well to practical as well as to theoretical reasoning.
Moving from a belief that Tweety is a bird to the belief that Tweety can fly
is ceteris paribus good. Also, this line of reply doesn’t commit the pro-
ponents of the Reasoning view to the questionable claim that one has to be
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motivated (or desire) to some degree to leave the injured in order to have a
reason to go to see one’s friend. Given that this second line of reply can
account for the existence of the outweighed reasons without being com-
mitted to some of the problematic claims to which the first line of reply
was committed, it does seem to enjoy better argumentative support.
We can, thus, conclude that the proponents of the Reasoning view may

be able to account for the problem of outweighed reasons by appeal to the
defeasibility of patterns of good reasoning. However, before moving on, let
us note quickly two further worries that one might have about this
response and how a proponent of the Reasoning view may reply to these.
First, one might worry that this view doesn’t really explain why one
reasoning is defeated by another by resilience and how exactly this defeat
gives rise to the weight of reasons. One might think that there is something
mysterious in this element of resilience. Are we supposed to assume,
without argument, that some reasonings just are defeated and that this
constitutes an ultimate element of explanation of the weight of reasons?
Being able to explain the gradability aspect of reasons is a constraint on any
viable theory of reasons. Many think of gradability here in terms of the
weight of reasons. Where does the relative weight of reasons come from
exactly in this picture? This may be understood as a question about what
makes it the case that one reasoning defeats another (rather than, say, the
other way round).
One may respond to this worry by pointing out that the talk of the

‘weight’ of reasons shouldn’t be taken literally. The analogy has its limits
(the next chapter expands on this a bit more). Perhaps an expectation of
some deeper explanation of the weight of reasons comes merely from
taking the ‘weight’ of reasons too literally. But there is no mystery here
after all. Reasons surely appear to have a gradable aspect. And there are
perfectly sensible comparisons of reasons. But there is nothing more
substantial to it than that. Appeal to good reasoning and the possibility
of one reasoning defeating another good reasoning is all there is as far as
the gradability aspect of good reasoning and hence of reasons goes. Asking
for a more substantial explanation of the weight of reasons is merely
entertaining the illusion that the weight analogy should be taken to be
somewhat more substantial. Good reasoning and defeat is where the
explanation stops on this view.
A second, related worry here is about how the appeal to defeated

reasonings can explain the fact that there can be different reasons for one
and the same act, F, that can be compared among them. Both that the
injured urgently need my help and the fact that helping the injured will

The Reasoning View 
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make me feel good about myself might be reasons for me to help the
injured. But the former is certainly ‘weightier’ than the latter. How can the
appeal to defeated reasoning account for this difference?

One might reply to this worry that the explanation here is similar to the
case of outweighed reasons. Roughly, in situations where r is a reason for
S to F and q is a reason for S to F, but r is a more important (‘weightier’,
‘stronger’) reason to F than q, the r-reasoning is more resilient than
the q-reasoning in the face of further considerations. That is, you can
add more considerations to S’s premise states without defeating the rea-
soning from r-premise-response to F than you can add to S’s premise states
without defeating the reasoning from q-premise-response to F. Concretely,
there are further potential considerations that you could add as my
premise-responses without defeating the goodness of reasoning from the
premise-response of my belief that the injured urgently need my help to
the conclusion-response of me helping the injured than there are potential
considerations that you could add as my premise-responses without defeat-
ing the goodness of reasoning from the premise-response of my belief that
helping the injured will make me feel better about myself. Typically, the
mere fact that I gave a promise to be at the coffee shop will already defeat
the goodness of that latter reasoning (note that to keep comparisons valid,
we have to assume that in the case where my reason to help is that it will
make me feel better about myself is not a case where the injured urgently
need specifically my help to survive). Thus, the Reasoning view also seems
to have the resources to account for the apparently different ‘weight’ of
non-competing reasons. Ultimately, the explanation is provided by appeal
to reasoning and degrees of resilience of a good pattern of reasoning in the
face of further considerations. We can conclude that by revising the
standard assumptions about good reasoning, one can save a version of
the Reasoning view in the face of the prima facie worry of outweighed
reasons (and related considerations about the comparative weight of
reasons).

. First Set of Worries II: Enablers

We are now at the following dialectical juncture: we have introduced the
Reasoning view and some considerations in its favour, and then observed
that there are two main prima facie worries in the current literature about

 For a somewhat similar line of objection see Star (: –), who labels the problem as the
problem of ‘capturing ranges of weight’.
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the Reasoning view. The previous section explored what is arguably the
most discussed one of these, the objection from outweighed reasons. The
focus of this section is on the remaining one.
The second prima facie problem for the Reasoning view is the problem of

enabling conditions. In a nutshell, the problem is that the Reasoning view in
its simple form is unable to distinguish normative reasons to F from mere
enabling conditions for F-ing. For, according to this line of objection, both
of these can figure as premises in patterns of good reasoning. The original
point goes back (at least) to Dancy and his defence of holism about reasons
according to which, roughly, what is a reason to F varies from case to case
(see Dancy ). Dancy merely observes that not all premises in practical
reasoning are [favouring] reasons for the F-ing that figures in the conclusion
of the reasoning. Dancy doesn’t focus specifically on the Reasoning view of
reasons as we have presented it. However, his point does constitute a serious
prima facie worry for anyone who wants to define or explain normative
reasons in terms of patterns of good reasoning. Another way to put the
worry is that the Reasoning view seems to predict that considerations that we
are naturally inclined to treat as mere background conditions are themselves
genuine reasons to F. Setiya (: ) extrapolates:

Dancy’s more contentious claim is that even some of these considerations,
which are premises of sound reasoning, are mere enabling conditions, not
reasons to act. In his example, the fact that I have promised to do
something is a reason to do it, while the absence of duress, possession of
ability, and lack of competing reasons, though relevant to practical reason-
ing, are said to be mere conditions (Dancy , pp. –). Here Reasons
[i.e. ‘Reasons’, from above] disagrees. It counts every premise of sound
reasoning as a reason to act.

It does seem reasonable to take Dancy’s observation at face value.
Indeed, it is pre-theoretically plausible to see some considerations as mere
conditions that make it possible that some other conditions are normative
reasons to F without themselves being normative reasons to F. Dancy
proposes to:

[c]onsider the following piece of practical ‘reasoning’:

. I promised to do it.
. My promise was not given under duress.
. I am able to do it.
. There is no greater reason not to do it.
. So: I do it.

(Dancy : )

The Reasoning View 
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The suggestion here is that not all elements in – are normative reasons.
Indeed, Dancy claims that only  corresponds to a normative reason (in his
terminology, to a ‘favouring’ reason). Premises , , and  correspond,
according to Dancy, to enabling conditions. Very roughly, not all enabling
conditions are alike on Dancy’s view. On his account,  and  enable  to
favour  (we are skipping the details about the differences between these
two); whereas  enables ‘the move from  to ’ (cf. Dancy : ).

Now, it would be unpromising for a proponent of the Reasoning view to
dispute the fact that it does seem pre-theoretically very plausible to assume
that at least considerations  and  are not reasons to do the thing referred to
in . Premise  is arguably a slightly less clear case (cf. Setiya ).

But then what can a proponent of the Reasoning view propose that
could block the argument from these intuitions against the Reasoning
view? Unfortunately, there haven’t been a lot of replies to this worry in the
literature. However, there are still some proposals. Notably, Kieran Setiya
has considered the issue and provided what one might think is a promising
reply to the worry. Basically, he proposes to defend the thesis that – are,
contrary to appearances, all normative reasons. He gives some theoretical
explanation why it is so. And crucially, he sketches elements of an error
theory of why it may appear to us that – are not reasons.

Here are some more details of Setiya’s proposal (cf. Setiya :
–). His strategy is twofold. First, he proposes an explanation that
appeals to pragmatic aspects of communication. He claims that typically it
is not sensible to cite , , and the like as reasons to F. But this, according
to Setiya, is not because these are not really reasons, but rather that citing
considerations about the absence of duress, one’s ability, and so on are not
informative enough, given the rarity of duress and so on. The idea here is
that ‘we assume’ the absence of duress and that ‘[a]bility is arguably a
condition of every practical reason’ (cf. Setiya : ). Thus, presum-
ably because something like the Gricean maxim of relation (be relevant or
contribute all and only information that is relevant) is in place, we tend to
focus on  (i.e. the promise) rather than , , or  when citing reasons for
F-ing, which is represented in . According to Setiya (: ): ‘Citing
the promise is thus a more informative and more natural way to bring out
the pattern of practical reasoning under which the relevant motivation
falls’. Compare this line of thought to a recent proposal by Fogal (),
according to which, roughly, the fact that ‘S likes dancing’ and ‘there is
dancing tonight’ cannot both express at the same time a reason for S to go
to the dancing place, and hence, we should not rely on our language use of
‘reasons’ too heavily. According to Fogal, reasons might just be proxies or
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representatives of ‘normative clusters’ or reason (the referent of mass noun
‘reason’). According to Setiya, given the appropriate context, it would be
perfectly acceptable to cite  and  as reasons.

The second element of Setiya’s explanation is to deny the additivity
principle for reasons according to which, roughly, if r is a reason of
‘weight’ x for S to F and r is a reason of ‘weight’ y for S to F, then there
is a conjunctive reason r&r (alternatively: two reasons) for S to F of a
total ‘weight’ of x + y. This enables him to respond, in particular, to the
line of thought according to which  (‘There is no greater reason not to do
it’) cannot be a reason to F. According to Setiya, we arrive at some absurd
consequences by allowing  to be a reason to F only if we also accept
additivity (note, however, that Setiya doesn’t use the label ‘additivity’, nor
‘weight’, but talks of ‘strength’ of reasons instead). If additivity doesn’t
hold, we don’t arrive at the problematic conclusion that  adds some more
‘weight’ to the total ‘weight’ of reasons that one has to do the thing one
promised to do (i.e. ) and hence there is nothing really absurd about
counting  and the like among one’s reasons.
It may well be that the additivity of ‘weight’ of reasons fails. That the

thing on the menu is a pizza is a reason for me to order it; that the thing on
the menu has chocolate cream on it is a reason for me to order it; however,
that the thing on the menu is a chocolate cream pizza is in no way a reason
for me to order it and hence has no ‘weight’. The failure of additivity,
sometimes also labelled ‘accrual of reasons’, is a lively topic in recent
debates on reasons (Horty : ; Brown ; Bader ; Nair

 ‘In the right context, however, any fact that is a premise of sound reasoning can be given as a reason.
If I have been pressured into making various promises, so that duress is salient, the fact that a
particular promise was made without duress will be a sensible thing to cite as a reason for keeping it’
(Setiya : ). Note that this latter thought, that there are situations where it is perfectly fine to
appeal to abilities or absence of duress as reasons, constitutes a positive argument in favour of the
view that there is no significant distinction among enablers (and modifiers, and other conditions)
and reasons, given the assumption that this fact about language and common sense is to be taken on
board. A similar argument can also be found in Fogal (: ), who endorses a different view on
reasons (he is not a proponent of the Reasoning view, but in this aspect his view is similar to the
Reasoning view):

For example, a lot of philosophers want to deny that the ability to φ is itself a reason – or part
of a reason – to φ but there are many contexts in which it seems perfectly acceptable to cite
one’s ability to φ as a reason to φ. [. . .] One option is to bite the bullet and say that they’re
strictly speaking false, offering some pragmatic story to explain (or explain away) their
acceptability. Another – which I favor – is to accept them as perfectly good reasons claims,
since the facts cited are good representatives in the imagined contexts and that’s all that
being – i.e., counting as – a reason really amounts to. Nothing would then follow about the
specific metaphysical role the facts play within the cluster they represent – that would be a
further, substantive issue, to be settled on broadly theoretical grounds Fogal (: ).

The Reasoning View 
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; Hawthorne and Magidor ; and Sher  contain consider-
ations against additivity), and we will return to it in later chapters (see
Chapter , for instance).

However, even if additivity indeed fails and Setiya’s second point is well
taken, one may still have some reasonable doubts about the first element of
Setiya’s proposal. Presumably, when Setiya appeals to pragmatic explana-
tions in dealing with  and , the idea is that the fact that in a given situation
it is not felicitous to assert that that one didn’t make the promise to F under
duress is a reason to F can be explained by an appeal to implicatures and
conversational maxims. But can the oddity of citing  and  as reasons to
F really be explained by an appeal to implicatures and conversational
maxims? Consider what such an explanation would amount to exactly.
We referred to the appeal to the Gricean maxim of relation (or relevance)
and an implicature that would be generated by flouting the maxim of
relation in the relevant context (cf. Grice ) as a possible explanation
of the oddity. The idea seems to be that we expect people to communicate
the most significant and specific bits of their information. However, accord-
ing to this line of thought, when one offers  or  as a reply to the question,
say, ‘what reasons are there to F?’ (i.e. do the promised thing), one is flouting
the maxim of relation. That is, one is breaking it, by not communicating the
most significant or specific information in the context (namely, , the
promise itself ) and one is breaking the maxim (i.e. not complying with it)
in a flagrant manner. This flouting, then, should itself generate an
implicature (given the assumption that people are cooperative): others
should be entitled to imply something further from such flouting, from
the fact that one is not providing the most significant bit of information.
A natural thought here, then, would be that according to this line of reply,
one should infer from the fact that a subject offers  or  rather than  that
the subject doesn’t actually have any further information other than  or 
(as reasons to F), which then, presumably, according to this thought,
generates the oddity. For we know that there is also  and perhaps find it
puzzling that one could have  or  as reasons to F without also having .
Thus, one might develop Setiya’s idea here more specifically, as a case where
offering  or  as reasons to do the promised thing is odd because one is
offering some information that is known not to be the most specific
information but the resulting implicature (there is no reason other than
 and  to F) clashes with that fact (i.e. that there is a more specific bit of
information – namely, that  is a reason to F). And, presumably, that  is a
reason to F is more specific, because ability to F is always present where one
has a reason to F, and duress is normally absent in typical cases of promises.
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This line of reply appears problematic for the following reason. This
pragmatic story doesn’t survive the cancelability test. It is assumed that
implicatures, typically, can be cancelled. So, for instance, if you ask me
‘Where are my keys?’ and I reply ‘Somewhere in the apartment’, you are
entitled to infer that, assuming that I am in the business of cooperative
communication, I am implying that I don’t have any more specific
information about your keys. For the maxim of relation requires that
I give you the most informative reply, and if I know something more
specific than that your keys are in the apartment, then I am not giving you
the most specific bit of information that I have. Now, it is observed that
implicatures can be cancelled. To see how, consider the following modified
version of our communication where, upon you asking me where your
keys are, I reply not merely that they are somewhere in the apartment, but
that ‘they are somewhere in the apartment, but I don’t mean to imply that
I don’t have any more specific information about the location of your
keys’. If I say this, you are not entitled to infer that I don’t have any more
specific information. You will probably conclude that I am in a playful
mood or that I am trying to give you a paternalistic lesson about the
importance of remembering where you put your stuff. Crucially, there is
nothing odd from the linguistic point of view in my communication (even
though it might not be a very friendly piece of communication on my
part). Cancellability is a common, typical feature of implicatures. But does
it hold in the abovementioned case of promise and – reasoning? If Setiya
(or rather our reconstruction of his argument) is right, then by offering
 or , one is implying that one doesn’t have anything more specific as
reason to F (say, ). Hence, it should be the case that one could cancel the
implicature, by asserting something like ‘that I am able to do the promised
thing is a reason for me to do it, but I don’t mean to imply that I don’t
have any more specific reason to do the promised thing’. However, this
assertion and, in particular, its first conjunct still appear odd. Consider a
variation on this: ‘That I promised to meet you at : p.m. is a reason for

 My strategy here is inspired by a parallel argument from Jessica Brown (see Brown ), against the
view according to which a piece of evidence e can be evidence for itself. Brown observes the oddity of
such a proposal and considers in detail putative explanations that have been proposed to explain
(away) the pre-theoretical oddity of that claim. The strategies that Brown examines (from
Williamson ) strongly resemble Setiya’s proposal here to appeal to pragmatics of conversation
in order to explain why it is odd to cite ability and absence of duress as reasons to do the promised
thing. Brown rejects in particular the proposal that the claim that evidence can be evidence for itself
is explained by the fact that it generates an implicature given the maxim of relation. Brown rejects
that proposal on the grounds that, roughly, the oddity remains even if one attempts to cancel the
putative implicature.

The Reasoning View 
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me to meet you at : p.m. but so is the fact that I am able to meet you at
 p.m.’. This seems odd. If Setiya’s line of reasoning was correct and the
only problem with offering  or  as reasons to F was that they generate
implicatures along the lines that we drew above, then it shouldn’t be odd at
all to assert this and thereby cancel the alleged source of oddity, the
implicature. But it is still odd. And this raises a serious suspicion about
Setiya’s pragmatic proposal. It doesn’t seem that the problems for the
Reasoning view from reasoning like – can be solved by appeal to some
pragmatic aspects of communication. This is not to say that there cannot
be another more theoretical motivation to reject the idea of enabling
conditions not being reasons (see Fogal  for one line of thought; for
another, see Kearns and Star : –). However, it doesn’t look like
there is a forthcoming solution from the Reasoning approach.

. Still More Worries: No Good Reasoning Available

In the two preceding sections, we have been exploring a couple of well-
known worries for the Reasoning view. We saw the challenge that the
existence of outweighed reasons (and ‘weight’ of reasons in general) raises
for the view, and we also discussed the problem from enabling conditions
as distinct from reasons. We also saw that proponents of the Reasoning
view have provided some possible replies to these objections and that at
least one of these might be on the right track – for example, the appeal to
defeasible reasoning as a reply to the objection from outweighed reasons.

This section introduces a new challenge for the Reasoning view. It is a
challenge from observations about cases where, roughly, no pattern of
good reasoning is available from a given consideration, and yet we have an
inclination to count the relevant consideration as a genuine
normative reason.

The challenge discussed in the present section, I believe, is more radical
and more worrisome than the worries discussed earlier. If the consider-
ations ahead are on the right track, then there is a robust category of
normative reasons that cannot even possibly comply with the Reasoning
view’s definition of reasons.

Let us focus on McHugh and Way’s version of the Reasoning view,
(RV), according to which ‘for that p to be a reason for a response is for that
p to be a premise of a good pattern of reasoning from fitting responses to
that response’ (McHugh and Way : ). This focus is principally
motivated by considerations of simplicity and brevity. I believe that the
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same sort of worry, modulo adapting it to individual specificities, can be
advanced against other versions of the Reasoning view.
The worry I put forward here relies on two as-yet-unnoticed but

fundamental counterexamples. These two arise given two of McHugh
and Way’s (independently plausible) commitments in particular. The first
commitment is the claim that reasoning is a transition from premise-
responses to conclusion-responses of a certain sort. According to them,
‘This transition is such that the conclusion response counts as based on, or
held in the light of, the premise responses’ (McHugh and Way : ).
The second commitment is the claim that all normative reasons are
contents of possible true beliefs or of other fitting premise-responses.
According to McHugh and Way, a fitting belief is a true belief. They
don’t require that all the relevant premise-responses are actually held by
the subject for the content of the relevant premise-responses to be norma-
tive reasons for the subject in question. (RV) focuses on patterns of
reasoning. (RV) requires that all the relevant premise-responses are fitting
and are part of a good pattern of reasoning – that is, that there is a possible
reasoning (for a given subject) from the relevant (not necessarily actually
held) fitting premise-responses to the relevant conclusion-responses that
respects the criteria for a good pattern of reasoning. How exactly the good
patterns of reasoning are defined is not crucial for our purposes here.

.. Moore-Paradoxical Beliefs

The first of our counterexamples appeals to possible considerations of the
Moore-paradoxical form. Consider the following example. The fact that (r)
‘the building is on fire, but John doesn’t believe that the building is on fire’
is, intuitively, a reason for John to check/consider/reconsider/investigate
the hypothesis (h) ‘the building is on fire.’ Yet there is no possible good
pattern of reasoning for John from a fitting belief in (r) to reconsidering/
investigation/and so forth of (h). This is so simply because it is not possible
for John to have a fitting belief that the building is on fire and that he
doesn’t believe that the building is on fire. John cannot have a fitting belief
that (r) because it is impossible for such a belief to be true. One cannot
truly believe that the building is on fire and that one doesn’t believe that
the building is on fire. The belief in the first conjunct contradicts the belief
in the second. On the (RV) account, given that John cannot (in any sense)
have a true belief in (r), (r) cannot possibly be a reason for any response
from him. However, it appears pre-theoretically plausible to think that (r)
speaks in favour of some response for John. Given that the fittingness

The Reasoning View 
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requirement is central for (RV), Moore-paradoxical beliefs constitute a
non-negligible challenge for the Reasoning view.

.. Self-Undermining Beliefs

The second sort of counterexample appeals to the possibility of other self-
undermining beliefs. The fact that (p) ‘I just took a drug that erased all of
my memories about the past five minutes’ is, intuitively, a reason for me to
suspend judgment about what I did in these past five minutes (assuming
that I haven’t yet learned anything new after that). However, to suspend
judgment about what I did in these past five minutes entails suspending
judgment about whether I took the memory-erasing drug. But there is no
good pattern of reasoning from a belief that p towards a suspension of
judgment about p. Such a transition (if possible) doesn’t satisfy the basic
criteria for reasoning. In fact, McHugh and Way define reasoning as a
transition where the conclusion-response is held in the light, or on the
basis, of the premise-response. In this case, however, I cannot base my
suspension about p on my belief that p. To suspend judgment about
whether I took the memory-erasing drug cannot be based on the belief
that I took the memory-erasing drug. At the very moment when I would
suspend judgment, I would lose the basis for the suspension, and it would
not count as being held in the light of the relevant premise-response. It is
not possible to believe that p and, at the same time, to suspend judgment
about p (on the basis of the belief that p). If the fact that I just took a drug
that erased all my memories about the past five minutes is a reason for me
to suspend judgment about what I did during these past five minutes, then
(RV) must be false, since it entails that it cannot be a reason for me to
suspend judgment.

Now, a proponent of the Reasoning view might reply to this line of
argument from the cases of Moore-paradoxical and self-undermining
beliefs by suggesting that in all such cases there are actually facts in the
vicinity of the problematic considerations that are both normative reasons
for the same F-ing and, at the same time, considerations that can play the
relevant premise role in good patterns of reasoning towards F-ing.

According to this suggestion – for example, in the Moore-paradoxical
belief case – there is a non-paradoxical fact in the vicinity of the Moore-
paradoxical consideration, that is a reason for one to check/investigate the

 Thanks to an anonymous reader for Cambridge University Press for drawing my attention to the
need to address this potential reply to my argument.
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hypothesis that the building is on fire. One might, for example, think that
the fact that the building is on fire is one such fact, and that the building
may well be on fire might be another such fact. A similar line of response
has been recently put forward by Hille Paakkunainen in a discussion
concerning a similar worry for what she calls the Deliberative Constraint
on normative reasons (see Paakkunainen , ). Roughly, according
to the Deliberative Constraint, a consideration r is a reason for S to F only
if r can be a premise in a good pattern of reasoning/deliberation to F (see
Paakkunainen :  and Paakkunainen :  for the more precise
and detailed formulation of the constraint, which may be considered as the
left-to-right conditional of the Reasoning view, if we spell it out in a
biconditional form). Paakkunainen responds in these publications to
objections from cases where the relevant considerations seem to be unable
to play a premise role in [good] deliberation. We will return to these cases
more attentively in the next section within our more general discussion of
what other authors have called the Response constraint (cf. Way and
Whiting ), which is also connected to the more general and theory-
driven discussion about the supposed guidance role of normative reasons.
But with respect to our present discussion, a proponent of the Reasoning
view might well appeal to the same point that Paakkunainen makes in
response to these further cases and claim that there are facts in the vicinity
of the Moore-paradoxical and self-undermining considerations that can be
reasons to check and reasons to suspend and can also still be premises of
good patterns of reasoning.

To this worry I would like to reply two things. First, such a response
from the proponents of the Reasoning view would amount either to the
claim that we don’t have the intuition that – Moore-paradoxical consid-
erations are reasons for checking or to the claim that our intuitions are
massively mistaken. Neither of these options is promising, though. We
may well accept that there are other reasons in the vicinity of Moore-

 Another point that Paakkunainen makes against these cases where it doesn’t seem that the relevant
considerations can play a role in (good) deliberation is that there might be alternative evaluative and
normative phenomena that constitute the real focus of these cases. In particular, she suggests that
the relevant considerations might be explanatory reasons that explain why the relevant F-ing ‘would
be a favorable outcome from the perspective of [one’s] preference-satisfaction; or why [one’s F-ing]
would be good, or good for [one]’ (Paakkunainen : ). Such a suggestion comes very close to
our own positive proposal below (see Chapter ). Yet, on our proposal, the considerations that don’t
play a role in a good deliberation can still be reasons. But let us not precipitate that discussion yet.
See also Rossi () for a response to Paakkunainen in which a new kind of elusive reasons are
introduced. Rossi also provides further considerations for the claim that such reasons are genuinely
normative and authoritative.

The Reasoning View 
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paradoxical and self-undermining considerations. Yet the argument from
Moore-paradoxical and self-undermining considerations still goes through
even if there are these additional reasons. Now, one might, of course, claim
that it is somewhat indeterminate or not obvious what exactly our judgments
track in the relevant cases (cf. Paakkunainen : –). But why should we
doubt the reliability of our self-reported judgments specifically in these cases?
Why should we think that we are massively in error when we considerMoore-
paradoxical and self-undermining belief cases? In order for this response to be
successful, we need an independent, theoretically well-motivated error theory
that would explain either why exactly our judgments specifically in Moore-
paradoxical and self-undermining cases are not about normative reasons to
check and alike but are indeterminate or not obvious, or why we are so
massively mistaken in having these judgments. As far as I can tell, no inde-
pendent error theory that could explain this is forthcoming. But without such
an error theory, we can take our judgments about these cases at face value.

The second point that I would like to make in reply to this line of
response is that it is not clear that the appeal to the facts in the vicinity of
Moore-paradoxical and self-undermining considerations would help the
proponents of the Reasoning view at all. Our suggestion is that, for example,
the Moore-paradoxical consideration is a reason specifically to check or
investigate (or similar). But it is not clear why the invoked alternatives in
the vicinity of Moore-paradoxical considerations – for example, that the
building is/may be on fire – would count as reasons specifically to check or
investigate, rather than to run away or to call the emergency number. The
proposed alternative considerations don’t seem to speak specifically in favour
of checking. It is specifically the conjunction of the fact that there is a fire,
and that one doesn’t know about it, that speaks in favour of checking. The
ignorance factor that is part of the Moore-paradoxical consideration has
normative importance, it would seem. Thus, it is not clear that appealing to
these further facts in the vicinity of Moore-paradoxical and self-undermining
considerations could help proponents of the Reasoning view to alleviate the
problems that our challenge raises. I suggest that the challenge from Moore-
paradoxical and self-undermining considerations for the Reasoning view is
still germane and cannot be easily dealt with.

. Are Moore-Paradoxical and Self-Undermining Beliefs Really
Worse Than Ice Creams and Surprise Parties?

One thing that proponents of the Reasoning view could do in the light of
the objection from the preceding section is to appeal to existing moves that
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have been made within the closely related debate on so-called guidance by
normative reasons. A central assumption there is that reasons should be
able to guide. And this can be understood in terms of there being a
response constraint on reasons. That is, the constraint according to which
only if you are able to act/have an attitude on the basis of r, can r be a
reason for you to act in the relevant way/have the relevant attitude (cf.
Way and Whiting ; see below for more details).
Thus, a proponent of the Reasoning view may claim that an indepen-

dent theoretical motivation for not counting our aforementioned examples
of Moore-paradoxical and self-undermining beliefs as genuine cases of
normative reasons is that it leads to the rejection not only of the
Reasoning view but also of the very plausible response constraint on
reasons and consequently to the difficulty of explaining how normative
reasons are supposed to guide us. Yet the guidance aspect of normative
reasons, they may maintain, is a non-negotiable aspect of normative
reasons. That reasons are centrally supposed to guide us is indeed a
widely held claim. For some, it is even a platitude that any viable theory of
reasons has to integrate. Insofar as the aforementioned examples not only
undermine the Reasoning view, but they also entail that not all reasons are
such that we can act upon them, they make it difficult to understand how
normative reasons could guide us. If they don’t guide us, it is not clear in
what sense normative reasons are still normative, according to this line of
thought. If they cannot guide us, they cannot exert any force on us; hence,
they lose their normativity, or so it seems.
However, as soon as someone declares a thesis beyond any doubt,

philosophers at once come up with endless counterexamples and try to
dispute it at considerable length. This is also what happens with respect to
the response constraint on normative reasons. Let us explore this debate
briefly and see what can it add to our discussion about the Reasoning view.
(In what follows, I borrow some elements of Way and Whiting’s ()
terminology and their way of introducing the debate.)
According to Way and Whiting (: ), it is a common assump-

tion that reasons are supposed to guide us and ‘[c]onsiderations that
cannot guide cannot do what reasons are supposed to do’. In other terms,
‘it is the job of a reason to recommend that a person perform a certain act
or hold some attitude. If it is [to] do that job, the relevant person must be
able to heed and respond to its recommendation’ (Way and Whiting :

 Thanks to Daniel Whiting for making me aware of the importance of this possible line of reply on
behalf of proponents of the Reasoning view.
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). Here is their formulation of the response constraint, which they
seem to present as a natural way to develop the thought that reasons must
be able to recommend actions and attitudes and hence guide us:

Response Constraint: That p is a reason for you to φ only if you are able to
φ for the reason that p. (Way and Whiting : )

Thus, a central argument in favour of the Response Constraint is that it
provides a clear and simple way to account for the guidance aspect of
normative reasons. Combined with Humeanism, it also avoids a kind of
mysticism that other views on reasons and guidance may have. According
to Humeanism (e.g. Williams ), reasons are necessarily connected to
one’s motivational set that contain pro-attitudes (note also that strictly
speaking Humeanism is not entailed by the Reasoning view of reasons
which doesn’t specify on its own the sort of premise-responses that one
may have – for example, the Reasoning view is compatible with an
interpretation on which only beliefs can constitute premise-responses).

Think, for a comparison, of the reasons-first approach that only tells us
that reasons exist and presumably that at least some people might respond
to them. In the case of the Reasoning view that endorses the response
constraint, or a Humeanism with a response constraint, we have a straight-
forward account of guidance. There is no mystery of how exactly the
guidance goes with such a combination. Moreover, the account has a
naturalistic flavour, for it seems in principle to be open to a further
reductionist account that explores an appeal to some evolutionary story.

Another line of argument in favour of the Response Constraint is that it
enables us to explain a number of distinctions within the normative
domain. For instance, it allows us to explain why there are no normative
reasons for instantiations of value. For example, while there can be a reason
for one to want to be a bit taller, there is no reason for one to be a bit taller
(cf. Parfit : ). Having certain evaluative properties is not the kind of
thing that we are able to do, let alone to do for a reason. Hence, it is not
something that can have reasons in its favour. More generally, as Way and
Whiting observe, the Response Constraint enables one to have the first
steps towards an explanation of differences between deontic and axiological
properties. Another intuitive distinction that one may be able to explain by

 Contrary to what can often be seen in the literature, I prefer to avoid using the term ‘internalism’ for
the sort of Humeanism about reasons to act that people associate with Bernard Williams in order to
avoid confusions when it comes to the discussion of reasons for belief, where ‘internalism’ refers to a
different sort of view. I am not alone in this. Way and Whiting also avoid using the
‘internalism’ label.

 Normative Reasons
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an appeal to the Response Constraint is the distinction between genuine
reasons to believe and pragmatic reasons to believe. One might think that
nothing but truth related, evidential considerations can play the role of
reasons to believe. Yet sometimes pragmatic considerations are cited as if
they were reasons to believe (e.g. that being cheerful is good for one’s
health is a reason to believe that everything is fine). This gets explained
away by appeal to the Response Constraint insofar as we are unable to
believe that p for reasons that are not related to p (cf. Kelly ; Shah
; among others). Again, this is not to say that pragmatic reasons
cannot be reasons to want to believe that p (see, again, Chapter  for a
discussion of this point).
Despite these considerations in favour of the Response Constraint, it is

not universally accepted. In fact, there is a battery of counterexamples
against the Response Constraint (or at any rate to constraints close enough
to it). Julia Markovits (a), for instance, elaborates a number of well-
known and new cases. Note that at the end of the day, Markovits endorses
a version of the Humean (her label is ‘internalist’) view that still links
reasons to one’s cares and other states but refuses to accept that reasons
have to be able to motivate one. She provides three kinds of cases. First,
there are situations where one’s being not perfectly rational prevents one
from being able to act upon one’s reason in a situation (e.g. cases where a
sore loser has a reason to leave without greeting their opponent, cases
where a delusional subject has a reason to consult a doctor). Second, there
are situations where one is not particularly irrational, but the structure of
the case is such that one cannot act upon one’s reason to F (e.g. cases of
deterrent actions, like intending to respond to a nuclear attack, Kavka’s
toxin case, and soldiers fighting in a just war). Third, there are cases where
one ought not to be moved by the reason one has (e.g. an emergency plane
landing, complex medical operations, or automatic responses in cases of
road accidents, where acting on the basis of the reason one has, say, to save
an innocent life, presents a very high risk of screwing the relevant act up).
Way and Whiting () centre their discussion specifically on two further
cases, and we follow suit in what follows.
First is the case of ‘massively outweighed reasons’ (cf. Way and Whiting

: ), which comes from Mark Schroeder:

[Ice Cream] Joel’s career, his wife and her career, his friends, his Lakers’
season tickets, his family, and his loves of surfing and of mountain climbing
all tie him to Los Angeles. But Joel also loves chocolate-cayenne-cinnamon
flavored ice cream, which he can only get in Madison, Wisconsin.
(Schroeder : )

The Reasoning View 
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The common diagnosis here is that it appears that the fancy ice cream is
a (tiny) reason to move to Madison. See Way and Whiting (: ) on
this: ‘[t]he fact that he can only get chocolate-cayenne-cinnamon flavored
ice cream (hereafter, ice cream) in Madison is a reason for Joel to move
there’. The problem here is that ‘Joel is not capable of moving to Madison
for that reason, given how much he cares about all of the things tying him
to LA’ (Way and Whiting : ).

The second example that Way and Whiting discuss is the case of ‘self-
effacing reasons’ (cf. Way and Whiting : ):

[Surprise Party] There is a surprise party for Beth at her house that starts at
pm. Beth loves surprise parties and it would make her very happy to arrive
home at pm. However, were Beth to find out that there is a surprise party
for her at pm, the surprise would be ruined, and the party would be
a disaster. (Way and Whiting : )

This second example is attributed to Markovits (b) and Schroeder
(: –) (Way and Whiting also observe that similar examples can
be found in Millgram ; Sobel ; Shafer-Landau : ch. ;
Markovits a; Smith ). The problem here is that, first, it appears
that that there is a surprise party is a reason for Beth to go home, but,
second, it is not possible for Beth to act upon that reason, since it would
require, at minimum, that Beth is aware or believes that there is a surprise
party, which would entail, paradoxically, that the party is not a surprise
party for Beth anymore.

Now, one can always deny that the aforementioned cases, in particular
cases of ‘self-effacing reasons’, are cases of genuine reasons, because one
might think that reasons must satisfy the Response Constraint and must
guide us. Way and Whiting suggest that it is the most popular line of reply
to these cases and identify, for instance, Setiya (: ), Sinclair
(), and Kiesewetter () as versions of this line of reply.

However, such a denial is problematic. For denying that contrary to our
robust judgments about all these various and numerous situations, the
relevant considerations are not really normative reasons is a substantial cost
for a theory of normative reasons. We have to realise how massive and
pervasive cases like these are (see Markovits a for more on this point).
One might think that an outright refusal to count these considerations as
reasons has an ad hocness flavour. Moreover, one cannot merely deny that
the relevant considerations genuinely count in favour of the relevant F-ings
in a sense in these cases since our pre-theoretical judgments indicate
otherwise. But then if these considerations are not reasons, but still count

 Normative Reasons
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in favour of the relevant F-ing, one is forced to introduce a new normative
category to account for them. Recognising them as reasons appears to be a
more parsimonious and theoretically fruitful strategy.
Another option that one can take in the face of these counterexamples

to the Response Constraint is to modify the Response Constraint in order
to try to avoid them. Way and Whiting themselves take this other option
(they also discuss some alternative options of this sort; for matters of
simplicity of exposition, I will not review them here; my suspicion is that
they will face the same problems as Way and Whiting’s proposal). Way
and Whiting acknowledge that there are two possible interpretations of the
Response Constraint depending on how one understands ability. They
follow Mele () in distinguishing two sorts of abilities: general abilities
(understood ‘as a kind of power or competence’; Way and Whiting :
) and specific abilities. To take their example, Andy Murray has general
ability to serve (in tennis). He has it even when he is on a plane or drunk or
when something is interfering with these abilities, or otherwise he happens
to be in unfavourable circumstances (say, there is no tennis court around).
Murray has the specific ability to serve when he is playing a concrete
tennis game.
According to Way and Whiting, interpreting the Response Constraint

in terms of specific ability is unpromising. But when interpreted in terms
of general ability, the Response Constraint leaves enough room to respond
to the problematic cases. The treatment of cases that they provide is
twofold. With respect to ice-cream cases, where reasons are massively
outweighed, an interference blocks a subject from exercising her general
ability to F for the relevant reasons. For instance, one is, in general, able to
move to Madison, but one’s actual psychology interferes with this ability –
one’s other cares and desires block one from exercising the ability to move
to Madison. In the case of self-effacing reasons, their explanation is that the
subject has some sort of general ability that is relevant for the Response
Constraint. So, for instance: ‘Beth might well have the general ability to
reason “there’s a surprise F at location L, so I’ll go to L”, when surprise F is
something that she enjoys or is interested in’ (Way and Whiting :
). This response raises some tricky issues with respect to the level of
grain of content of reasons. Yet, without going into details of these, one
might wonder whether the suggested strategy can succeed. In particular,
one may wonder why the suggested general ability of reasoning from some
abstract considerations ‘there’s a surprise F at location L’ should be taken
as capturing the specifics of the case, the case where the reason is ‘there is a
surprise party for her at : p.m.’ and not ‘there is some surprise,

The Reasoning View 
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somewhere’. In what sense is the general, abstract ability of acting upon the
consideration that there is some surprise, an ability to act upon the specific
consideration that there is a surprise party for me? But even if this line of
reply can be worked out for cases like Surprise Party, I think there is
another problem that proponents of the Response Constraint face. Let’s
see this now.

Going back to our initial cases against the Reasoning view, one can
claim that there is not even a general coarse-grained ability there. In no
sense, neither in a general nor in a specific sense, can one act on the basis of
Moore-paradoxical considerations ( ‘p and I don’t know that p’). In a way,
our case is even more radical than the self-effacing reasons cases. The claim
that one might have a general coarse-grained ability to check the building/
investigate the situation on the basis of the fact that there is a fire and one
doesn’t know that there is a fire appears even more problematic than the
parallel claim about self-effacing reasons cases – for example, the ice-cream
case. One doesn’t have the general coarse-grained ability to reason ‘there is
a fire in the building but I don’t know about it, so let’s check whether
there is a fire in the building’. I don’t see how one could have an ability to
undergo this kind of absurd reasoning.

At this point, I suppose, Way and Whiting’s conciliatory strategy pro-
vides no further help. It cannot accommodate the pre-theoretical assump-
tion that our Moore-paradoxical case is a case of a genuine normative
reasons. But denying that these considerations are genuine reasons seems
to be an ad hoc move, especially after admitting that a number of
structurally close, albeit a bit less radical cases (e.g. surprise party) are cases
of normative reasons. And again, even if one is ready to deny that Moore-
paradoxical considerations are reasons, one cannot, I would like to suggest,
plausibly deny that they do count in favour of the relevant F-ings. Now, if
one denies that they are reasons but recognises that they still are consid-
erations that count in favour, one is, thereby, introducing a new normative
category. But multiplying normative entities and categories should require
some caution. A theoretically more parsimonious approach would not
classify them as a normative category of its own kind, but rather associate
them with the already existing category of normative reasons. That they
bear some similarity to the other apparently problematic reasons above
introduced (e.g. ice-creams, surprise parties, and Markovits’s cases) may be
taken as a fact speaking in favour of counting them as reasons as well.

Now, what about the positive arguments in favour of the Response
Constraint? Here is a tentative line of thought. I would like to express
some doubts about the supposed centrality of guidance for reasons.

 Normative Reasons
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According to one prominent argument in contemporary epistemology, the
Anti-Luminosity argument (cf. Williamson : –), there is no
condition c such that one can always know that one is in c when one is in c.
Application of the Anti-Luminosity argument to normativity is not new
(cf. Srinivasan ; Hughes ; Lasonen-Aarnio ; see also Section
.). Adapting it to the case of guidance by reasons amounts to the claim
that, roughly, no reason is such that it can always guide us in F-ing when it
is a reason to F, assuming that awareness or knowledge is necessary for
being able to act upon a reason. In other terms, Anti-Luminosity appears
to put some pressure on the very motivation of the guidance constraint
on reasons.
Another line of thought here is a tentative suggestion that part of what

people find attractive in the guidance requirement is the underlying
thought that one cannot be held responsible for things one cannot possibly
have done. And if normative reasons are normative, they are in one way or
another connected to criticism and praise. Say, if we think that one ought
to do what there is the most reason to do and we think that one can be
reasonably criticised for not doing what one ought to do (and acknowl-
edged or praised for doing what one ought to do), then having a reason to
F is potentially something that contributes towards one being blamed or
praised. And only if one can be held responsible/accountable for F-ing can
one be reasonably criticisable or praised for F-ing. Thus, one might
wonder: if there is no way for one to F upon a reason to F, how could
one be held responsible for F-ing? But there are other possible ways one
could deal with this underlying thought than endorsing the Response
Constraint. One might, for instance, think that being held responsible
and ought are not as tightly connected as one might have initially thought.
Or one may think that one might be held responsible for F-ing even if one
is in no position to F for a reason r to F (see, however, Streumer
 against impossible reasons; see also Heuer  for discussion).
Finally, one might also attempt to distinguish more clearly responsibility
from criticism/praising. Perhaps we have good reasons to keep these
categories separate (as some recent work on addictions, for instance, appear
to suggest; cf. Pickard ). At any rate, this is not to say that there is
nothing odd to account for if we accept that Moore-paradoxical and self-
undermining considerations can be genuine reasons. It is to say that there
might be other ways of accounting for the apparent oddity, ways that don’t
commit one to the thesis that for a consideration to count as a reason to F,
it has to respect the Response constraint (see Chapter  for a positive
proposal). On the other hand, there doesn’t seem to be an utterly

The Reasoning View 
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convincing way of dealing with Moore-paradoxical and self-undermining
reasons without giving up the Reasoning view of reasons.

. Concluding Remarks

A natural move for those who are dissatisfied with the reasons-first
approach is to turn towards reductive accounts of normative reasons.
A natural first move for those attracted by an attempt to define normative
reasons in other more fundamental terms is to look into what reasons are
supposed to do and what are the central functions of our common-sense
notion of a reason to act/hold an attitude. A natural thought here is that
normative reasons are those sorts of things that constitute good reasoning,
for undeniably there has to be a connection between reasons and reason-
ing. This chapter has looked at one popular attempt to work out these
natural thoughts into a fully elaborated account of normative reasons;
namely, the Reasoning view of normative reasons, according to which a
normative reasons r for S to F just is for r to be such that it is a content of a
premise-response in a pattern of good reasoning from appropriate premise-
responses to an appropriate conclusion-response F. In this chapter, we first
explored in more detail what such a view amounts to. We reviewed
positive considerations in its favour and then examined what appear to
be the most troublesome objections to this view; namely, objections from
outweighing reasons, enabling conditions, and reasons to F upon which
one is not able to F. We saw that responses exist to these worries. But it is
far from obvious whether all these are successful. To the contrary, it
appears that the cumulative case of these problems favours looking into
potential alternatives to the Reasoning view. Before doing just this and
exploring other existing prominent reductive views of reasons, let me note
that rejecting the Reasoning view doesn’t mean giving up the positive
insights it provides. Indeed, our positive view that will be developed in
Chapter  vindicates exactly this. But before we are able to put our cards
fully on the table, we need to go through other, also fundamental, insights
about reasons that have not been brought to light by the Reasoning view.
Namely, we have to look into the very natural thought that reasons are also
crucially linked to explanations. Let us now turn to views that explore
precisely this other apparently central aspect of reasons.

 Normative Reasons
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     

The Explanation View

. Varieties of the Explanation View

A reductionist approach to normative reasons can be characterised as a
proposal to reduce to and explain normative reasons in terms of some
other, presumably more robustly graspable, properties. Of course, not all
sorts of reduction will be deemed plausible. So how are we to pick out
plausible candidates for such a reduction? One common, if often only
implicit, strategy among reductionist views in general is to reduce/explain
an x by focusing on what appear to be central functions of the ordinary
concept of x, the idea being to work out individually necessary and jointly
sufficient conditions (within a substantive analysis) for something to be an
x in terms of what appears to refer to the central functions of the ordinary
concept of x.
This seemed to be the strategy to which proponents of the Reasoning

view were attracted. One way of interpreting the Reasoning view is to start
with a plausible idea that being able to play a role in good/correct
reasoning is an important aspect of our concept of reasons to act/hold an
attitude. Thus, it appears only natural to try to work out a full theory of
normative reasons by an appeal to this aspect of our concept of reasons to
act/hold an attitude. However, we also observed that a full-blown theory
that attempts to define normative reasons only in terms of a role they can
play in good reasoning faced some serious problems and is not fully
satisfactory. But does it mean that all reductionist proposals about norma-
tive reasons are deemed to fail? Not necessarily, of course. But if not good/
fitting reasoning, what else could plausibly be appealed to in order to
explain normative reasons? Where do we even start looking for alternative
reductionist accounts? How are we supposed to proceed?
One natural thing to do at this stage is to look once more into functions

of our concept of reasons to act/hold an attitude (e.g. the concept that


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corresponds to normative reasons). Surely, in our common-sense under-
standing, reasons should play a role in reasoning; in a sense, reasoning is
made of reasons (see Grice  and Chapter ). But there is something
else, it seems. Remember our initial normative versus motivating/explan-
atory reasons distinction. The reason why I ate chips was that I was
hungry. It is part of an explanation of why I ate chips. It provides a
descriptive explanation of why I did what I did. One thought is that it is
natural to think that explaining is also what normative reasons do, except
that the explanation here is not about descriptive but normative facts. Of
course, the business of normative reasons is not descriptive explanation,
but it might nevertheless be part of another sort of explanation. Indeed,
considerations that we identify as normative reasons seem to be part of
normative explanation in a sense to be seen. Think, for instance, of facts
about oughts. It is natural to think that in many cases, if not in all of them
(depending on whether you think that the principle of sufficient reason is
true, for instance), when it is the case that S ought to F, it is meaningful to
ask why S ought to F. A natural understanding of such a question is to see
it as a question about what makes it right that S F-s. Think, for instance, of
Karl who ought to call his grandmother. We can meaningfully ask: why is
it the case that Karl ought to call his grandmother? A meaningful answer to
this sort of question will typically consist in our locutor pointing to the
relevant considerations, or a list of considerations that, taken together,
make it the case that Karl ought to call his grandmother. Perhaps it will
contain something like, that she is really sick, that he hasn’t called her for a
while, that it would really make his grandmother happy that he calls, and
so on. The same kind of reasoning also seems to apply if you replace
‘ought’ in Karl’s case with ‘good in some respect’. It would be good that
Karl calls his grandma, and the relevant considerations will be used to
explain that. But what are these considerations? Well, it appears only
natural to think of them as normative reasons. Indeed, when asked what
makes it right or good and so on that Karl calls his grandma, the balance of
normative reasons comes naturally to mind. It is because there are all these
normative reasons that it is right/good that Karl calls his grandma, indeed,
that Karl ought to call her. If this sort of reasoning is intuitive, and it seems
it is, a theorist of reasons can start building an alternative reductionist
account of normative reasons from here. That is, one may take seriously
this natural role of normative reasons in normative explanations and
define normative reasons in terms of it. And this is exactly what various
recently increasingly popular Explanation views of normative reasons
propose to do.

 Normative Reasons
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There is a variety of explanationist accounts of normative reasons and
this chapter will consider the most prominent ones in some detail. The
common element of these views is, as we just saw, an appeal to a sort of
explanation. Unsurprisingly then, the differences among these views will
consist in how exactly the details of ‘a sort of’ are worked out. Most of the
existing versions of the explanation views can be classified as being either
about explanations of (aspects) of why someone ought to F (which is,
arguably, equivalent to why some F-ing is (in some respect) right/correct/
fitting) or about explanation of (aspects of ) why some F-ing is good. We
can call the first group the ‘Deontic Explanation views’, given their focus
on the deontic facts (oughts), and the second the ‘Axiological Explanation’
views, given their focus on values. In what follows, we first explore the
Deontic Explanation views (first arguments in favour and then objections),
and then we turn to the Axiological Explanation views (again, starting with
positive arguments before exploring the most serious objections).

. The Deontic Explanation View: Ought, Explanation,
and Weighing Explanation

The general approach. According to one prominent version of the
Explanation approach, roughly understood, normative reasons can be
defined by appeal to explanation and ought. This section focuses on
variants of this approach.
Reasons as (parts of ) explanation of oughts. Probably the best-known

proponent of this sort of approach within contemporary debates is John
Broome (, , , ). According to Broome, while ‘ought’ in
the relevant (central) sense cannot be defined, normative reasons can be
defined (Broome only specifies the sense of ‘ought’ that he is interested in
as ‘normative, owned, unqualified and prospective’; cf. Broome : ).
He undertakes to provide a functional definition of normative reasons –
that is, a definition that is supposed to appeal to the central role of reasons
(cf. Broome : –). The role in question is to figure in an

 I will use the terms ‘such and such Explanation view (of reasons)’ and ‘such and such explanationism’
interchangeably in what follows. Of course, the views we discuss here should be clearly distinguished
from more specific accounts about the nature of evidential (or indeed justificatory) support in
contemporary epistemology (see, for example, McCain , , and further references therein).
The term ‘explanationism’ in these debates is often reserved for a view that opposes probabilistic
accounts of evidential support and insists instead on the role of evidence/justifiers in inferences to
best explanation. While there might be, and arguably are, connections between the views we discuss
here and explanationism in contemporary debates about the nature of evidential support, the focus
here is more general, so to say, on normative reasons in general.

The Explanation View 
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explanation of deontic facts, where a deontic fact just is a fact about an
ought. More specifically, a deontic fact is a fact that, for example, S ought
to F. For instance, the fact that Agnes ought to feed her cats is a deontic
fact involving Agnes and her cats.

Now, Broome provides two specific ways in which something can figure
in an explanation of a deontic fact: something can explain why one ought to
F, and something can be part of a ‘weighing explanation’ of why one ought
to F. To see the difference between the two, we need to look into the details
of what Broome means by ‘weighing explanation’ (and, in particular, why it
is not a (mere) explanation of why S ought to F). Before that, note first that
Broome doesn’t commit himself to the view that these are the only two ways
of how something can figure in an explanation of a deontic fact, and second,
that Broome doesn’t commit himself to the idea that all normative reasons
have to correspond to one or another of these ways of playing a role in an
explanation of a deontic fact. According to Broome, there are other possible
ways in which something can figure in an explanation of a deontic fact, and
it is in principle possible that some sort of normative reasons are associated
with other ways in which something can figure in an explanation of a
deontic fact (see Broome : –). That being said, however,
Broome doesn’t really provide any other example of a potential way in
which a normative reason could figure in an explanation of a deontic fact. In
a more recent article, Broome (: ) does mention the conception of
reasons that is present in John Horty’s Reasons as Defaults book (Horty
) as another sort of subsidiary reasons, where subsidiary reasons can be
seen as one general class of normative reasons, including reasons that play a
role in weighing explanations and potentially other reasons, but he doesn’t
really elaborate on details of why Horty’s ‘reasons’ are distinct from
weighing-explanation reasons. He does provide an example of a plausible
candidate for another way in which something could figure in an explana-
tion of a deontic fact without being itself a normative reason. Namely, he
mentions the cancelling role of some considerations. An example of this is
when the fact that one releases a friend from an obligation cancels what
would have otherwise been a reason for the friend to keep the promise (see
Broome : ). Thus, strictly speaking, what we find in Broome’s work
is a theory of two sorts of normative reasons that are associated with two
sorts of explanations of deontic facts, but not a full-blown theory of all
possible sorts of normative reasons or explanations of deontic facts. Let us
examine both of these in due order.

First, Broome observes that there are cases where a fact, r, explains why
S ought to F. Broome assumes a simple and somewhat plausible view

 Normative Reasons
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about explanation according to which the explanation relation just is the
reverse of the because relation. When a explains b, we assume that b is the
case because a and vice versa. Broome also endorses the view that both
explanans and explanandum in any genuine explanation are factive. That is,
if r explains q, then both r is the case and q is the case. Roughly put, only
facts can explain and be explained. Finally, without providing us with a
full-blown theory of explanation, Broome notices that many alternative
explanations may hold of the same thing, and that this is not really
problematic. For example, it may well be the case that the room is dark
because it’s night and also be the case that the room is dark because the
light bulb has burned out, and finally it may also be the case that the room
is dark because I forgot to change the light bulb. There are in this case
three alternatives and individually satisfying explanations of why the room
is dark. But these three are not really in conflict. Which of these three
explanations will get to be called ‘the’ explanation of why the room is dark
may depend on purely contextual aspects. Note, nevertheless, that Broome
does think that there is one complete explanation that takes all these
relevant facts into account.
Now turning back to reasons, the first sort of normative reasons that

Broome proposes to define is pro toto reasons, the normative reasons that
gain their normative aspect because they are explanations of why one ought
to F. The reason relation in itself is not normative, according to Broome; it
is merely a relation of explanation, and there is nothing normative in the
relation of explanation. The normative aspect comes from it being an
explanation of a deontic fact. He writes: ‘[I]n “X is the reason why you
ought to F”, the “reason why” is so closely attached to the normative
“ought” that the two tend to slide into each other. [. . .] The “reason why”
(meaning explanation) bumps into the normative “ought”, yielding a
normative sense of “a reason” that combines the meaning of both’
(Broome : ). Thus, one sort of normative reasons are merely
explanations of some deontic facts. Their normative aspect is directly
inherited from the normativity of deontic facts (e.g. oughts). (Note also
that because pro toto reasons are mere explanations, they also inherit, in
Broome’s view, the relevant aspects of explanations tout court. For instance,
there might be two pro toto reasons for the same deontic fact without there
being any conflict between those two.) Here is Broome’s definition of pro
toto reasons:

(Pro toto normative reasons): ‘A pro toto reason for N to F is an explana-
tion of why N ought to F.’ (Broome : )

The Explanation View 
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Of course, Broome is well aware that accounting for pro toto reasons only is
not satisfactory for a theory of reasons (even for a non-exhaustive theory). For
there are normative reasons for one to F when it is not the case that one ought
to F. We saw earlier that Broome assumes the factivity of explanation. If all
normative reasons were always explanations of deontic facts, there wouldn’t be
any outweighed reasons. The looming deadline is a reason for me to stay at
home and continue to work; the fact that my kids are waiting for me to pick
them up in a few minutes is a reason for me to run out; the second consider-
ation clearly outweighs the first, but the first still continues to count as a reason
to stay and work – it is not thereby cancelled. If reasons were always mere
explanations of oughts, then such reasons would not be possible (assuming the
factivity of explanation). However, ignoring outweighed reasons would be a
serious cost for any theory of reasons. Thus, Broome introduces a second and
somewhat more sophisticated sort of normative reasons.

The second sort of normative reasons, according to Broome, are what he
calls pro tanto normative reasons. In Broome’s view, (some) deontic facts
have ‘normative weighing explanation’. Note that Broome considers the
question of whether all deontic facts have a corresponding weighing
explanation, and leaves open the possibility that some deontic facts may
not have a weighing explanation – for example, the fact that one ought not
to have contradictory beliefs, conditional on evidentialism about belief (the
view that only evidence determines what one should believe) being correct
(cf. Broome : –). A normative weighing explanation is analogue,
according to Broome, to a mechanical weighing explanation, in which that
a balance tips to one side or another is explained by the total weight that
there is on both the right-hand pan and the left-hand pan (we are
imagining a two-pan traditional balance here). More specifically, in a case
where the balance tips right, we explain it by the fact that the total
combination of weight on the right-hand pan exceeds the total weight
on the left-hand pan. Broome applies this analogy to normative explana-
tion. Normative weighing explanations then, according to Broome, are
explanations where in a case where S ought to F, this deontic fact is
explained by the fact that the total ‘weight’ of in-favour-of-F consider-
ations exceeds the total ‘weight’ of against-F considerations. A pro tanto
reason, according to Broome, then just is whatever plays the relevant in-
favour or against F role in a normative weighing explanation of this general
sort. In Broome’s terms: ‘A reason for you to F is analogous to an object in
the left-hand pan, and a reason for you not to F is analogous to an object in
the right-hand pan’ (Broome : ). Somewhat more formally,
Broome proposes the following definition of pro tanto reasons:

 Normative Reasons
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(Pro tanto reasons): ‘A pro tanto reason for N to F is something that plays
the for-F role in a weighing explanation of why N ought to F, or in a
weighing explanation of why N ought not to F, or in a weighing explana-
tion of why it is not the case that N ought to F and not the case that N
ought not to F.’ (Broome : )

Consider an example where I ought to return to the school after having
picked up my kids from school. There is a weighing explanation of this
ought – namely, the fact that we took another kid’s scarf inadvertently and
it is winter outside outweighs the fact that we will be late for dinner and
that we will have lost some time. The fact that the scarf we took is not ours
and it is cold outside speaks in favour of returning to the school. The fact
that we will be late for the dinner and lose some time (and energy) speaks
against returning. On balance, the combination of things speaking in
favour of returning have more ‘weight’ than the total combination of
things counting against it. This is one example of Broome’s weighing
explanation of why I ought to return to the school. The fact that the scarf
is not ours and it is cold outside, which brings in the risk that the kid
whose scarf we took may get cold, plays a for-returning role. These
considerations are on this account pro tanto reasons for returning. Other
considerations about losing time and energy and being late for dinner play
the against-returning role and hence are pro tanto reasons not to return
(compare this to a case from Broome : –).
Arguments in favour. There are several considerations that seem to

speak in favour of Broome’s Deontic Explanation view. Let us consider
briefly what appear to be the eight most important among them.
First, contrary to what some critics seem to think (cf. Wodak : ),

this approach is in a position to provide a theoretically well-motivated
account of why mere enabling conditions are not normative reasons. See
Section . on how a major competitor of the Explanation view, the
Reasoning view, doesn’t have an easy and well-motivated way to distin-
guish mere enablers from normative reasons. The account here relies on
the well-known distinction with respect to explanations in general: it is
common to distinguish explanans – that is, things that explain – from mere
background conditions. This general distinction can be applied to norma-
tive reasons, given that normative reasons are, according to the Deontic
Explanation view, entities that play a role in explanations of deontic facts
(are either explanans or elements of weighing explanation). To take
Dancy’s examples once more, the fact that a promise was not made under
duress and the fact that I am able to keep my promise are, presumably, not
normative reasons for me to do the promised thing (cf. Dancy : ).

The Explanation View 
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Yet they seem to matter normatively nevertheless. A proponent of
Broome’s Deontic Explanation view is perfectly suited to explain why
and how this is so. Ability and absence of duress are, on this view, mere
background (enabling) conditions, and not [parts of] an explanation of the
relevant deontic facts. If one accepts the general and common distinction
between explanation and background conditions, one is in a position to
apply it in the normative case as well.

Second, and relatedly to the previous point, some considerations are not
strictly speaking reasons to F, they are not [parts of] an explanation of why
S ought to F, but nevertheless entail that S ought to F. Presumably, cases
of entailing evidence that S ought to F are of this sort. Again, proponents
of the Reasoning view have some trouble explaining why this is so, given
that considerations that entail p can function perfectly in good arguments/
patterns of reasoning towards p (given some assumptions). The Deontic
Explanation view explains how this is possible. In general, considerations
that entail p are not [typically] parts of a good explanation of why p. This
aspect of explanations in general presumably also applies to deontic
explanations. Thus, given this general aspect of explanations, the
Deontic Explanation view seems to have an important advantage over
some of its main rivals at least. Broome himself appears to hint towards this
line of argument in favour of the Deontic Explanation view in his brief
remarks on what is missing in Raz’s view (and on Dancy’s objection to
Raz’s view). He writes:

Dancy points out that, by Raz’s criterion [i.e. a version of the Reasoning
view], conclusive evidence that you ought to perform an action would be
itself a reason to perform the action. That is not necessarily so. Facts that
merely entail that an agent ought to perform the action are not necessarily
reasons for her to perform it; to be reasons they must explain why she ought
to perform it.[. . .] If a newspaper publishes an article saying that a minister
ought to resign, that is evidence that she ought to resign. If the newspaper is
extremely reliable it may be conclusive evidence. But it is not a reason for
the minister to resign. (Broome : )

The Deontic Explanation view can easily explain why considerations
that entail that one ought to F are not normative reasons to F, in cases
where these considerations are not normative reasons to F.

Third, the Deontic Explanation view can also easily deal with the
Moore-paradoxical (and self-undermining) cases that we introduced in
the preceding chapter. Remember that in Moore-paradoxical cases, we
have considerations like ‘the building is on fire but I don’t know that the
building is on fire’. Intuitively, in situations where these considerations are

 Normative Reasons
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true, they can be normative reasons in favour of, say, checking, consider-
ing, reconsidering whether the building is on fire, and perhaps for running
away. Some views – for example, the Reasoning view, that tie normative
reasons too closely to one being able to reason from them towards the
relevant (intention to) F-ing in a valid/good or fitting way – predict that
such considerations cannot be normative reasons, even though they appear
naturally to speak in favour of some or other reaction. The Deontic
Explanation view seems to be able to account for these cases while respecting
the pre-theoretical intuition that these considerations are some sort of
normative reasons. Suppose that I really ought to check out whether the
building where I am now is not on fire. Presumably, in such a case, there is a
weighing explanation of such an ought. The weighing explanation of such
an ought will appeal to elements from the relevant Moore-paradoxical
considerations. To take the example from the Chapter , the fact that there
is a fire of which I am not aware counts strongly in favour of checking/
investigating whether the house is not on fire. It is also a part of the weighing
explanation of why I ought to check/investigate/run away from the house on
fire. If this is right, then proponents of the Deontic Explanation view are in a
position to explain why the Moore-paradoxical considerations appear to be
normative reasons. I ought to check the house because there is a fire of
which I am not aware. Presumably, a similar account also applies to self-
undermining considerations and, in general, about cases where it appears
that a subject is not able to F on the basis of the relevant reason to F. Being
in a position to explain these cases puts the Deontic Explanation view at an
advantage compared to some of its main rivals.
Fourth, the Deontic Explanation view is designed to account for graded

normativity. It is often recognised that a theory that has only ‘strict’ (or
categorical) normative notions as opposed to a theory that can account for
strict and for graded notions will be somewhat lacking (see Lord and
Maguire ). It seems that we need both strict notions like ‘ought’
and ‘obligation’ and graded or weighed notions that can be appealed to in
order to account for apparent normative conflicts (considerations pulling
in different directions). This theoretic need for two sorts of normative
notions is well known at least since W. D. Ross, who introduced the
notion of prima facie oughts. As we observed earlier (cf. Chapter ),
normative reasons are supposed to fit the bill. They are supposed to come
in different degrees. By its very design – for example, its appeal to ‘weights’
of reasons and the weighing explanation of deontic facts – the Deontic
Explanation view is poised to account for the graded, non-categorical/non-
binary aspect of normative reasons.

The Explanation View 
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Fifth, the Deontic Explanation view is general enough to be easily
applicable to action (intention) as well as to the case of belief and other
attitudes. Having this level of generality certainly speaks in its favour as
long as we expect that a serious contender to the status of the correct
theory of normative reasons is able to explain all pre-theoretically plausible
cases of normative reasons (and not only to be applicable to some cherry-
picked cases). As long as there are oughts that apply to attitudes and as long
as there are weighing explanations of (some) such oughts, the Deontic
Explanation view predicts that there will be normative reasons for and
against attitudes to which such oughts apply.

Sixth, the view also preserves a good level of theoretical generality with
respect to some vexed questions in contemporary meta-ethics. For
instance, it is, in its simple form, neither committed to nor incompatible
with so-called buck-passing accounts of value, where buck-passing
accounts suggest that values can be reduced to reasons (see Scanlon
, for instance; cf. Chapter ). Given that buck-passing (in this general
form) is not a claim about the relation between oughts and reasons, a
proponent of the Deontic Explanation view can accept that values reduce
to reasons even though, ultimately, reasons reduce to oughts and explana-
tions. On the other hand, the Deontic Explanation view is also compatible
with values ultimately not being reducible to normative reasons; the only
thing that the Deontic Explanation view is committed to is that normative
reasons do reduce to a combination of oughts and explanations. Thus, it is
uncommitted to this much-debated issue in meta-ethics and is compatible
with both sides of the debate.

Seventh, and somewhat connectedly but also distinctly, the view can
also easily explain why there are no normative reasons for values (instan-
tiations of values). Suppose that there is a value in you being physically fit.
It is a valuable state of you being fit and healthy. But as we have already
seen in Chapter , there are no normative reasons for you to be healthy.
That is, there are no reasons for you to be healthy as opposed to there
being reasons for you to undertake some training or adopt a good diet, as
actions that could lead to you being healthy. Of course, there are reasons
for you to go to the gym and eat healthily, but it is not the same thing as
being healthy. The Deontic Explanation view is, again, perfectly able to
explain why this is so. There are no oughts for states of value instantiation,
there is no ought for you to be healthy, as opposed to undertaking sport
and adopting a good diet. Given that there are no oughts, there are no
weighing explanations, and hence the view predicts that there are no
normative reasons for you to be healthy. There are, on the other hand,

 Normative Reasons
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reasons for you to go to the gym, given that you ought to go to the gym
and there are weighing explanations of such an ought. Thus, the Deontic
Explanation view seems to be able to predict correctly the difference
between values and deontic properties and is able to explain in a theoret-
ically well-motivated manner why there are no reasons for values (instan-
tiations of values).
Eight, and finally, the view is in a good position to explain our pre-

theoretical judgment that there is some kind of connection between
normative reasons and explanation. Requests for explanations of some
apparent ought to F and requests for reasons for F-ing can often be
interchanged without any loss of information. Suppose that I ought to
go to the grocery shop and I tell you just that – that is, that I ought to go to
the grocery shop. It seems that in such a case, your request for me to give
you reasons that I take there to be for me to go to the grocery shop
amounts to exactly the same as your request for me to explain why I ought
to go to the grocery shop. That is, in such a situation, your reply ‘What
reasons are there for you to go to the shop?’ can be replaced without any
loss of information with ‘Why ought you to go to the shop?’. Now, it
would be somewhat odd if this were a mere accident. The Deontic
Explanation view explains this intuitive connection without any need to
postulate such an accidental connection. There is an intuitive link between
reasons and explanations of oughts, because reasons just are explanations
or play a role in a weighing explanation of oughts, according to the
Deontic Explanation view.
We have enumerated some positive arguments in favour of the Deontic

Explanation view of normative reasons. We have briefly reviewed eight of
them. Unfortunately, the view also faces some pretty serious objections.
Let us now turn to some of the main worries about the view.
Worries. The first worry appears with respect to Broome’s account of

pro toto reasons. Roughly, the worry is that not all genuine explanations of
why one ought to F appear naturally to be reasons for one to F. This
worry, or at any rate a worry similar enough to this one, is due to John
Brunero; see Brunero () and also Brunero () for a related worry
for earlier (and presumably more problematic) versions of Broome’s
account. Consider the fact that I ought to save a drowning toddler. Is
there an explanation of why I ought to save the toddler? If there is an or the
explanation of why I ought to save the toddler, then, according to
Broome’s account, that explanation (explanans) is a pro toto reason for
me to save the toddler. Let’s assume that there is an/the explanation why
I ought to save the toddler. Given this assumption, Broome’s view predicts

The Explanation View 
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that this explanation is a pro toto reason to save the toddler. But what could
possibly be an explanation of why I ought to save the toddler? Presumably,
it has to have as part of it the consideration that the toddler will die if
I don’t save her. But, presumably, it is not only that. It is also that I am not
risking anything of a comparative value to the toddler’s death by saving
her. For instance, I am not risking certain death myself, or the death of my
loved ones, or the death of a hundred other innocent babies, and so on (see
Singer  for the original example and a theory of altruism based on it;
see Timmerman  and Logins a for a recent further discussion).
But, crucially, the fact that I am risking neither my life nor the lives of my
loved ones or numerous innocent babies are not (parts of ) reasons why
I ought to save the drowning toddler. These are considerations that
correspond to the absence of ‘undercutting defeaters’ (see Brunero
), but are hardly seen as parts of reasons to save the toddler. These
are certainly parts of an explanation of why I ought to save the toddler, but
they don’t appear to be themselves reasons to save the toddler. That the
toddler is drowning is a reason to save her and not that that I am not
risking my life by jumping into the water to save her. Broome’s view seems
to predict otherwise.

One possible reply to this worry is to insist on the distinction that the
Deontic Explanation view postulates – namely, the distinction among
genuine explanation and background conditions, as well as contextual
and pragmatic considerations. As in the case of non-normative explana-
tions, what will count as a/the explanation in given circumstances depends
partially on background conditions and contextual/pragmatic consider-
ations (e.g. what is of interest for the subject; see Broome : ).
Thus, one might reply that the absence of undercutting defeaters may well
be part of the bigger, complete explanation of why one ought to F, but will
not be part of some pars pro toto explanations of why one ought to
F (where a pars pro toto explanation is a partial explanation that stands
in for the one big explanation, and in calling a pro toto explanation the
explanation we are using a synecdoche, namely the so-called pars pro toto
figure of speech, see Broome : ). But such a reply is unsatisfying,
for it presupposes that the complete, big explanation is the explanation of
why one ought to F, even though there are some pars pro toto explanations
that don’t include the mention of all the background conditions, the
absence of undercutting defeaters, and interests. But a complete, big
explanation of why one ought to F still counts as an explanation of why
one ought to F and hence, on Broome’s account, has to be a/the reason
why one ought to F. (If this complete explanation is not a reason, it is then
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difficult to see why partial explanations would be allowed on Broome’s
view to be pro toto reasons.) But this is precisely what we dispute. The
complete explanation is not the/a reason why one ought to F. For parts of
the complete, bigger explanation are not parts of a/the reason why one
ought to F. The toddler example is just about this. Certainly, the absence
of undercutting defeaters has to be part of the complete, bigger explanation
of why I ought to save the toddler. But the absence of such undercutting
defeaters doesn’t appear to be part of the/a reason why I ought to save the
toddler.

The second worry concerns the relation between pro toto and pro tanto
reasons on the Deontic Explanation view. Let us take Broome’s own
example of a pro toto reason, the case where you ought to visit Mr. Reed
(cf. Broome : –). Broome (: ) suggests that

The explanation [of why you ought to visit Mr. Reed] might be that he is
the best dentist around. [. . .] In a different context, the explanation might
be that you ought to visit the best dentist around. [. . .] A fuller explanation
would be the conjunctive fact that you ought to visit the best dentist around
and Mr. Reed is the best dentist around.

Now, it is quite plausible that in this case, there is also a weighing
explanation of why you ought to visit Mr. Reed: the total ‘weight’ of all
for-Mr.-Reed-visiting considerations ‘outweigh’ the total ‘weight’ of

 That the complete, bigger explanation counts as an explanation of why S ought to F seems to be
implied by Broome himself: ‘So long as something explains why you ought to F, it is a pro toto reason
for you to F’ (Broome : ). The complete explanation does explain why one ought to
F. Hence, on a natural reading of these remarks, it is a/the reason why one ought to F. He also
writes: ‘A pro toto reason therefore need not be a unique canonical reason’ (Broome : ). It is
natural to take ‘x need not be Q’ to imply that x nevertheless may be Q. Thus, it is natural to take it
that a pro toto reason may be the canonical, complete reason.

 This worry may be further developed as a problem for the very idea of there being any pars pro toto or
perfect explanations of why one ought to F. Broome himself struggles in providing an obvious
example of a perfect (pars pro toto) rather than a weighing explanation of why one ought to F. Strict
deontic rules and beliefs in contradictions are two tentative examples. But they do depend on other,
debatable assumptions. See Kearns and Star (: ) for a line of worry based on this sort of
observation:

Given Broome’s own doubts about these examples [e.g. the examples of rigid deontic rules
and there being reasons to never believe contradictions], it is unclear that this third feature of
his account [e.g. that the view accommodates the possibility of reasons that are not weighed
against each other, cf. Kearns and Star : ] is really a positive feature. Perhaps it should
be discounted.

Without clear cases of pars pro toto explanations of why one ought to F, we are left only with the
category of alleged weighing explanations of why one ought to F. However, in what sense ‘weighing
explanation’ is an explanation and provides ground for a reductive analysis of reasons remains to be
seen. More objections against the account of pro tanto reasons in terms of weighing explanation are
discussed ahead.
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against-Mr.-Reed-visiting considerations. The same line of reasoning that
Broome proposes in the cases of typical weighing explanation cases seem to
apply here too. There definitely are costs for you in visiting the best dentist
around. If anything, this will certainly cost you some money, energy, or
time. It will certainly cost you more than visiting some less good but, say,
more nearby cheaper dentist. But if we assume that in this case there are
both the explanation of why you ought to visit Mr. Reed and a weighing
explanation of why you ought to visit Mr. Reed, then the Deontic
Explanation account predicts that there are both a pro toto reason for
you to visit and some pro tanto reasons for you to visit. Crucially, it seems
that the same considerations will count as pro toto and pro tanto reasons.
Presumably, the fact that Mr. Reed is the best dentist around will come
out on this account as both a pro toto and a pro tanto reason for you to visit
Mr. Reed. But if so, aren’t we then double-counting a given consideration
as a reason to visit Mr. Reed? Aren’t we over-generating normative reasons?
Does it mean that you have two reasons, two independent elements that
count in favour of visiting Mr. Reed on this account? If so, then it certainly
counts against the view (see Brunero  for an objection against the
Deontic Explanation view along similar lines).

It seems that whether there is a genuine problem here will depend on
how exactly proponents of deontic explanationism conceive of the relation
between the explanation of a deontic fact and a weighing explanation of a
deontic fact. Yet it is not really clear how this relation is conceived. The
mere fact that it is not clear how the relation between the two is conceived
is in itself somewhat problematic, since it is incumbent on the proponents
of the Deontic Explanation view to explain why their view, contrary to
what one not completely far-fetched interpretation of their view might
imply, is not committed to the problematic consequences of double-
counting reasons.

Finally, one might also think that the very fact that Broome’s view
entails the existence of two radically different sorts of reasons counts
somewhat against the view. As Kearns and Star observe:

[On Broome’s view] [s]omething is a normative reason if it is an explana-
tion of a normative fact or it weighs in favor of a certain action. These
properties are so different that it is tempting to interpret Broome as
claiming that ‘normative reason’ is ambiguous between them. Whether
we understand Broome to be claiming that ‘normative reason’ is ambiguous
or simply that there are two very different ways of being a normative reason,
this is an unattractive feature of his account. (Kearns and Star : )

 Normative Reasons
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The unattractiveness according to Kearns and Star comes from the
consequence that such a disjunctive view is less simple and elegant than
its non-disjunctive competitors. It doesn’t seem to fit well with our
ordinary way of talking about reasons. If so, it would imply that the
concept of reasons doesn’t pick out a non-artificial property (see Kearns
and Star ).
The third concern is more specifically about pro tanto reasons. Broome

has made it clear that he thinks of the explanation relation as the inverse of
the because relation. According to Broome, that X explains Y just means
that Y ‘is so because’ X ‘is so’ (cf. Broome : , ). In other
terms, X explains Y just when X makes Y the case (cf. Broome : ).
But if this is so, this should also apply to weighing explanations. This,
however, may appear implausible in the case of outweighed reasons (see
Brunero , , for this line of objection). Take the case where you
ought not go on vacation to the seaside. Let’s assume that the proponents
of the Deontic Explanation view accept that there is a weighing explana-
tion of why you ought not to go on vacation to the seaside. Part of this
weighing explanation will be that you broke your leg three weeks ago and
it is still not advisable for you to travel far, and the seaside is a long way
away. But if this is really a weighing explanation, then according to the
Deontic Explanation view, against-not-going-to-the-sea considerations
also play a role in explaining why you ought not to go to the seaside.
Let us say that a friend of yours has proposed that you stay at their parents’
house just next to the sea during the vacation for free, and that the weather
is really nice at this time of the year; these are considerations that play the
against-not-going role in the relevant weighing explanation. The free-of-
charge accommodation and the good weather are considerations speaking
in favour of going. According to the Deontic Explanation view then, the
free accommodation next to the sea and the good weather then partly
makes it the case that you ought not to go on the seaside vacation. But this
result appears counterintuitive. If anything, these considerations could
make it the case that you ought to go. How can these considerations make
it (partially) the case that you ought not to go? Is it really the case that you
ought not to go partially because you can have free accommodation next to
the sea and the weather is especially clement there at this time of the year?
To make the oddness even more vivid, imagine a discussion with a friend.
‘You: I ought not to go to the seaside on vacation. Friend: Why? You: for
one thing the weather there is really nice now. For another, I have this free
house just for us for a whole week.’ To my ear, such a conversation sounds

The Explanation View 
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really like a joke. However, on the Deontic Explanation view, of course,
this conversation shouldn’t come out as a joke, but only as a partial
explanation of why you ought not to go to the seaside. This seems to be
a strongly counterintuitive implication of the view and hence it speaks
against the Deontic Explanation view’s account of pro tanto reasons (see
Brunero , , for more details on this objection).

This verdict seems to point to an even more substantial issue with
Broome’s account of pro tanto reasons in terms of weighing explanation.
The issue is that it is simply unclear what weighing explanations really are
and, in particular, how to understand the idea that some considerations
play a ‘for-F’ (or ‘against-F’) role in the alleged weighing explanation of an
ought fact. For Broome (: ), ‘[t]he for-F role can be identified from
the structure of the explanation itself’. How exactly? ‘In a weighing
explanation of why you ought to F, the for-F role is the winning one,
and that is how it can be identified’ (Broome : ). So, fundamentally
we are supposed to grasp which considerations play the for-F role in a
weighing explanation and thus be able to grasp which considerations are
reasons by grasping considerations that are the winning ones in a weighing
explanation. However, as Kearns and Star have rightly observed, this
suggestion is problematic. In particular, they rightly wonder ‘how the
winning considerations are meant to be identified as winning, if not by
weighing up different considerations in order to see which considerations
together most strongly count in favor of particular actions’ (Kearns and Star
: , original emphasis). The problem is that Broome doesn’t actually
seem to provide a substantive analysis of (pro tanto) normative reasons,
since at the end of the day and contrary to what he suggests, we do need to
grasp what counting in favour amounts to in order to understand reasons.
To grasp what winning in a weighing explanation amounts to just is to be
able to grasp various degrees of weight/strength of counting in favour.
Following Kearns and Star (: ), we may ask: ‘Why should we think
we could grasp what it is for certain considerations to be winning without a
prior understanding that facts can count in favor of actions?’ Thus, it is not
even clear that Broome is offering a substantial or, to use Kearns and Star’s
terminology, full-blooded, account of pro tanto reasons in terms of expla-
nation (of a deontic fact). At the end of the day, the account of pro tanto
reasons as considerations that play a for-F role in a weighing explanation
seems to be parasitic on our prior grasp of reasons counting in favour of F-
ing. Perhaps even the very construct of weighing explanation of deontic
facts appears intelligible only insofar as we have a prior grasp of reasons
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speaking/counting in favour of or against F-ing and being comparable in
this respect, and not the other way round.

Fourth, and perhaps even more fundamentally, one may worry whether
the whole analogy of weight is an appropriate way to capture what
normative reasons are. Yet the weight analogy and the very idea of there
being ‘weighing explanations’ is central to Broome’s account. Thus, it is
not clear whether the Deontic Explanation view tells us anything substan-
tial about reasons once we take away considerations about weight of
reasons and weighing explanation (see Hawthorne and Magidor  for
this line of objection). It is really dubious that the relative importance of
normative reasons can be correctly captured by appeal to ‘weights’ of
reasons. For one thing, weight respects additivity; that is, roughly, the
principle according to which adding an object with the weight x to an
object with the weight y results in there being something with the total
weight of x + y (leaving it open whether it is a new object or a sum of two
objects). So, for instance, if you add  kg of oranges to  kg of kiwis (and
nothing more), you have a total of  kg of fruit. This simple principle
applies universally to anything that has a weight. However, it is violated in
the case of normative reasons. Adding a normative reason of the degree of
importance x to F to a normative reason of the degree of importance y to
F doesn’t always add up to there being two/combinatory normative
reasons with the total degree of importance of x + y. Some reasons just
don’t add up. To take an example inspired by Hawthorne and Magidor
(): that this piece of jewellery contains a red diamond is a reason of,
say, degree x for you to buy it and that this piece of jewellery contains a
ruby diamond is a reason of degree y for you to buy it. But it may still be
the case that there are not two reasons/a new combinatory reason with the
total degree of x + y for you to buy the jewellery. That the piece of
jewellery contains a specifically ruby diamond doesn’t add anything to
the total degree of reasons that there are for you to buy the jewellery. Or,

 See also Brunero (: –) for a similar objection. Brunero concludes that depending on how
we interpret Broome’s definition of pro tanto reasons as playing the for-F role in a weighing
explanation, we get either a false or an uninformative (not a substantial) account of reasons. He
writes: ‘[I]t seems as though Broome’s account of reasons, depending on how it is interpreted, is
either uninformative or false’ (Brunero : ).

 See also Kearns and Star (: ) for a related worry:

A related worry is that Broome’s purported analysis of reasons does not give us an analysis of
the strength of reasons. He seems to believe it is a brute fact that reasons simply have certain
weights of some kind. What these weights are seems to be a mystery. [. . .] [T]his is another
respect in which Broome fails to provide a substantive analysis of reasons.

The Explanation View 
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to take a somewhat different but equally relevant case, discussed more by
Schroeder () and Fogal (), that you like dancing is a reason for
you to go to the party and that there will be dancing at the party is a reason
for you to go to the party. But it doesn’t follow from these two facts that
you have two reasons of some sum of total weight to go to the party. It
seems that you cannot generate more reasons or a higher degree of the
importance of reasons just by putting these two considerations together.

Moreover, adding two reasons to F sometimes results in having less
reason to F than having only one of these (see also our discussion in
Section ., which contains further references relevant for this issue). So,
for instance, suppose that you like pizza and you like Nutella. That the
item on the menu is a pizza seems to be a reason for you to order it.
Similarly, that the item on the menu contains Nutella is also a reason for
you to order it. However, that the item in question is a Nutella pizza is not
a weightier reason for you to order it. Actually, it is not a reason at all for
you to order it (say, you hate Nutella pizza). It seems that adding two
reasons to F doesn’t always add up to having a ‘weightier’ total of reasons
to F. Sometimes adding different reasons to F cancels them all mutually
out. See Nair () for similar cases that are adapted from Horty (:
), involving running in wet heat versus running in wet weather and
running in heat.

Another aspect of reasons that is incompatible with the simple principles
that apply to weighing is that whereas subtracting an element with the
weight x from a total (stuff with the) weight of x + y will result in there
remaining an object with the weight y. Nothing similar can be universally
applicable to normative reasons. It is not always the case that subtracting
one normative reason to F from the total of considerations that speak in
favour of F-ing will leave you with a smaller amount of considerations
speaking in favour of F-ing. Let’s take the Nutella pizza example again, but
let’s modify it a bit. Suppose that that the item on the menu is a Nutella
pizza is a tiny reason for ordering it. Say, you are really hungry and you
have a reason to eat anything minimally edible. However, that the item on
the menu is a Nutella pizza is not a more important reason for you to order
it than that the thing is pizza alone, or that the thing is made of Nutella
alone. Indeed, any of these two has a much higher degree reason-wise for
you than the two of them together. Thus, it seems that normative reasons
don’t respect the simplest of the principles that apply to weight and
weighing. Without these, however, it is not clear in what sense the analogy
with weight is still theoretically useful. Broome recognises that the analogy
is not to be taken to be perfect, but as Hawthorne and Magidor ()
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note, it is not just about the analogy being perfect; it seems that the
analogy breaks down completely, and hence it is not clear in what sense
the talk of ‘weighing’ may still be insightful at all. Without the analogy
with weight, it doesn’t seem that there is much of substance left in
Broome’s version of the Deontic Explanation view, given how crucial
weighing explanation is for this account.
The fifth consideration that speaks against the Deontic Explanation

view, and also points towards what’s wrong with it more fundamentally, is
that it focuses on one central aspect of reasons as we commonly understand
them at the expense of another central aspect that we commonly attribute
to reasons. This will be also relevant later, when we discuss our positive
account. Remember that a fundamental worry with the Reasoning view
mentioned earlier was that it focused exclusively on reasoning (and moti-
vating reasons) and acting/having an attitude on the basis of normative
reasons at the expense of other important aspects of reasons. It was not well
suited to account for all normative reasons. Some considerations seem to
count in favour of F-ing without being premises of good patterns of
reasoning (cf. Moore-paradoxical considerations). Of course, the explana-
tion views of reasons can easily account for these cases, as we saw earlier. In
Moore-paradoxical cases, for instance, the relevant considerations may still
count as parts of an [weighing] explanation of why one ought to F in the
relevant ways. However, now we have the reverse problem, it seems. For
the Deontic Explanation view is going to the other extreme, so to say. It is
neglecting the reasoning aspect in accounting for normative reasons. As
Kearns and Star (among others) have rightly observed, being practically
relevant is a central feature that we commonly attribute to reasons:
‘[i]ndeed, the philosophical importance of reasons is due in large part to
their importance in everyday life’ (Kearns and Star : ). They suggest
that this importance comes from reasons being the kind of thing that can
help us work out what we ought to do. They write: ‘That is, reasons are
our guide to what we should do’ (Kearns and Star : ). And they are
so, ‘in virtue of being reasons’ (Kearns and Star : ), not just because
the facts that happen to be reasons are also facts that can guide us towards
finding out what our deliberative oughts are. In short, we are back to the
importance of reasons in deliberation.
One problem here is that even if Broome’s account somehow manages

to be compatible with the view that facts that are reasons for S to F are
effectively facts that S can use in working out what S ought to do/what
attitude to hold, this result would come out at best as an accidental by-
product of the view, not as a central feature of reasons, which one might
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think is already odd, given the centrality of guidance for one common way
of understanding reasons.

More worrisome still is another problem – namely, on Broome’s
account of reasons, there will be plenty of cases where one figures out
what one ought to do on the basis of some other considerations and not on
the basis of her reasons to F. That is, one might come to know that one
ought to F, on Broome’s view, on the basis of some considerations without
even knowing what her reasons to F are. The now famous cabbage
example from Kearns and Star (: ) is a case that illustrates the
point: ‘the fact that a clearly reliable book says that you ought to eat
cabbage may reasonably convince you that you ought to eat cabbage, even
though this fact doesn’t explain why you ought to eat cabbage.’ Clearly one
can come to know that one ought to eat cabbage on the basis of the reliable
book saying so. However, that the mere fact that the book says it is not an
explanation (nor part of a weighing explanation) of why one ought to eat
cabbage. Thus, a consideration that guides one towards knowledge of one’s
deliberative ought – that is, the testimony from the book – cannot be, on
Broome’s view, a pro toto or pro tanto reason to eat cabbage. This seems
excessive. Fundamentally, the problem is that in such cases Broome’s
reasons play no practical role at all, no role in a deliberation of what one
ought to do. Thus, we can agree with Kearns and Star (: ) that
‘even if we think that such an action-guiding role is not essential to
reasons, it is clear that reasons are generally practically important.
However, if agents are able to work out what they ought to do without
knowing what explains what they ought to do, then reasons, as Broome
conceives of them, are not a vital part of practical life.’ Kearns and Star also
provide an insightful analogy that sheds light on what might be the root of
the problem here. They suggest that deontic explanationism is ‘backward
looking’, whereas their own (and I think we can also say the Reasoning
accounts) are ‘forward looking’. That is, whereas the Explanation view

 Consider:

Broome’s view is backward looking. Typically, reasoning that concerns explanation proceeds
as follows: A person knows a fact and wishes to explain it. She then infers some other fact by
inference to the best explanation. By applying this to the case of normative facts, we get the
following picture. We know certain normative facts which we wish to explain. We then infer
other facts by inference to the best explanation. These facts are, according to Broome, the
reasons we have to act. (Kearns and Star : )

This is contrasted with an alternative account: ‘[o]ur view is a forward-looking view of reasons.
That is, reasons are those things that are used to figure out what ought to be done. One is first in
possession of reasons to act in certain ways and then uses these to determine how one should act’
(Kearns and Star : ).

 Normative Reasons
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starts with an ought, the Evidence and Reasoning views start with consid-
erations that help us to find out what we ought to do. And the Explanation
view gets the phenomenology of deliberation wrong. The idea is that in
deliberating about what to do, what we should do, we don’t start with
the ought fact, but, typically, we engage in deliberation and reasoning to
find out the relevant ought fact. Given that we don’t know what we
ought to do in such contexts, we are not looking for explanations of the
ought facts. Yet reasons are the things we are looking for in deliberation.
Thus, normative reasons cannot all be just explanations (or parts of
weighing explanations) of some ought facts (cf. Kearns and Star :
). Exploring differences and similarities between reasoning and explana-
tion will be the key and, indeed, the fundamental element of our own
positive account to be developed later. Let us not anticipate that
discussion yet.
Now, someone sympathetic to the Deontic Explanation view may want

to try to amend it in ways that would fix the aforementioned problems.
We conclude this section by considering briefly an alternative view that
also combines an appeal to both oughts and something close to an
explanation, in order to characterise reasons.
Reasons as right makers. The aforementioned five worries appear

rather problematic for the Deontic Explanation view. Yet, as we observed
earlier, there was also a prima facie case in favour of it. What should we
think, then, if it’s mistaken? What about the eight arguments that we have
listed in its favour? Were we merely confused? Later, I will argue that such
apparent confusion – a situation where some considerations draw us
towards something like the Explanation view, but other considerations
draw us towards a different understanding of reasons – is only to be
expected, given what reasons are. However, let us now consider another
option for those who are sympathetic to a broad deontic explanationism.
It is based on a line of thought that would keep the spirit of the Deontic
Explanation view and focus on reasons as constitutive with respect to
oughts, while relaxing the theoretically ambitious aims of the approach.
The approach proposed by Laura and Francois Schroeter about [practical]
reasons as right makers seems to be one way of doing just this (Schroeter
and Schroeter ). On their view, we should not aim to provide a
reductionist account of normative reasons. According to them, some
substantial constraints on what are normative reasons will always depend
on common-sense intuitions that cannot be captured by purely formal
accounts. Their approach is a way of characterising normative reasons,
which are to be understood in functional terms, by appeal to their role in

The Explanation View 
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constituting rightness (more on this in a moment) rather than to define or
reduce reasons to a given role in explaining deontic facts.

The approach might appear to be closer to the reasons-first approach
than to an explanationist approach since they refuse to reduce reasons to
something else. However, their characterisation of reasons is very much in
the spirit of the Deontic Explanation approach. For the positive things that
the approach does say about reasons appeal to making conditions and
rightness, which can be understood as corresponding to oughts. Despite
being of the same broad family of views (i.e. the focus here is on the reverse
of ‘because’ and ought), the right-making approach differs importantly
from the Deontic Explanation approach. As we saw already, they don’t aim
to provide a reductive analysis of reasons in other terms. But there is yet
another difference, namely it focuses on the constitution of rightness rather
than on mere explanation of deontic facts. The relevant difference between
constitution and explanation appears to amount to a difference between
two species of the same genus. Contrary to what some passages from
Broome might seem to suggest, not everything that can count as (part
of ) an explanation will count as (part of ) the constitution of the relevant
thing, which seems to give the constitution approach some advantage over
Broome’s deontic explanationism. For one thing, the right-maker view
doesn’t entail that any explanation of why one ought to F has to be a
reason to F (cf. the first worry for Broome’s explanationism). That I don’t
risk my life by jumping into the pond can be part of an explanation of why
I ought to jump, without being itself a reason for me to jump (that a
toddler is drowning is a reason). One might think that such a consider-
ation points only towards the absence of undercutting defeaters for the
claim that I ought to jump, and that the mere absence of such a possible
undercutting defeater is not, strictly speaking, part of what makes it right
for me to jump into the pond. Similarly, the correct meta-ethical theory
will provide an explanation of why something is a reason to F while not
being itself a normative reason to F. The focus on constitution rather than
explanation explains how this can be the case. The correct meta-ethical
view doesn’t constitute the rightness of F-ing.

 Yet note that whether this line of thought is well grounded will depend on how we think about
constitution. If one thinks that constitution, like explanation, can be of a more or less complete sort,
then, arguably, one might also insist that a more complete story of what makes my jump into the
pond right – that is, what constitutes its rightness in a more complete sense – has to take the absence
of possible undercutting defeaters into account. If so, then the right-maker view doesn’t have an
advantage over Broome’s deontic explanationism here after all.

 Normative Reasons
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Another advantage that Schroeter and Schroeter are claiming to have
over the Deontic Explanation approach is that, given their relaxed theo-
retical ambitions – that is, not aiming to provide a reduction of normative
reasons to something else – they can also easily deal with cases where some
reasons-wise irrelevant facts may play a role in an explanation of why
S ought to F, without being counted as genuine reasons to F for S. The job
of picking out the relevant facts as reasons is done not by any formal
constraints according to this view but by concrete common-sense consid-
erations on a case-by-case basis (cf. Schroeter and Schroeter ). Perhaps
this line of thought might equally constitute first steps for dealing with the
worry of double-counting reasons (cf. the second worry mentioned earlier).
Even though the right-making account might avoid some of the prob-

lems of Broome’s deontic explanationism, it still has important and similar
pitfalls. For one thing, it is not clear how the constitution of rightness
works in the outweighed reasons case. Schroeter and Schroeter propose to
think of constitution here using an analogy to how bricks constitute a
house. It is bricks arranged in some way that constitutes a house. Reasons
are supposed to constitute rightness in a somewhat similar manner. Yet in
the case of outweighed reasons, it is not clear at all how the fact that a
friend proposes that I stay in a house by the seaside can constitute (even if
only partially) the rightness of me staying home for my holidays or how is
it possible on this view that my promise to meet my friend for a coffee is a
reason for me to go to the meeting place in a situation where I witness a
traffic accident and am the only one able to help. It doesn’t seem that my
promise constitutes the rightness of me leaving the injured and going to
the place where I promised to meet my friend instead. It is clearly wrong to
leave the injured and meet my friend in such a situation. So, my promise
cannot constitute the rightness of going to meet my friend here. But it
doesn’t seem to play any role in constituting the rightness of staying and
helping the injured either. The promise to meet my friend is irrelevant
with respect to the rightness of helping the injured. Also, it is not clear that
the right-maker approach captures the gradable aspect of reasons. In
particular, one might think that exactly as in the case of weighing expla-
nation, the right-maker view fails to do justice to the failure of additivity of
reasons. For constitution seems to satisfy additivity. If a set A of bricks
constitutes a house and a set B of bricks constitutes a house, then, taken
together (and without destroying either A or B), bricks A and B constitute
either a larger house or two distinct houses that taken together are larger
than the A house or the B house taken individually. More fundamentally,
and exactly as in the case of deontic explanationism, the right-maker

The Explanation View 
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approach appears to minimise too radically the role of reasons in deliber-
ation. Yet, in a sense, our common-sense understanding of reasons is also
as of things that help us to figure out what we ought to do or which
attitudes to hold. Hence, it is not clear that the right-makers approach is
really an improvement on the Deontic Explanation account, at least on
these problematic points.

. Axiological Explanation View

Another possible way of capturing the pre-theoretical insight that norma-
tive reasons have to be tied to explanation of something normative, broadly
understood, is to focus on explanation of values. It is common to see values
as distinct from obligations, and more generally axiological properties (e.g.
values, good, bad) from deontic properties (including, oughts, permissions,
requirements, and so on). We have referred quite vaguely to the common
category of these as broad normativity. At that level of abstraction, the
Explanation approach of reasons is characterised as the view that a nor-
mative reason to F is an (partial) explanation (of an aspect) of a normative
feature/fact with respect to F-ing. The preceding section focused on one
prominent way of making this abstract idea more precise, namely defining
reasons as explanations of aspects of deontic facts. The present section
looks at the axiological alternative, an alternative that can be endorsed with
or without endorsing a more ambitious project of defining/analysing other
normative properties/notions, including oughts/obligations and fittingness
in terms of values and thus vindicating the idea of value being the most
fundamental and explanatorily prime normative property/notion (e.g. the
value-first approach). Very roughly then, according to Axiological
Explanation views (be they value-first accounts or not), a normative reason
to F is (a part of ) an explanation of why F-ing would be good (has value).
More specifically, we will focus on two recent and arguably the most
promising versions of the Axiological Explanation approach. The first is

 Another option within the broad deontic explanationism family that has recently been suggested by
Nebel () is to deny the factivity of reason-why constructions but maintain that normative
reasons are reasons why one ought to F. We will not go into details of this suggestion here, in order
to keep our discussion manageable. But note, as Wodak () has recently observed, that while,
strictly speaking, normative reasons – that is, reasons-why one ought to F – on Nebel’s account are
not (parts of ) explanations of why one ought to F, it is not really clear what exactly they are. If
reasons-why are not explanations, then what are they? Nebel doesn’t provide many positive details
about these, and it is not clear that we have a clear pre-theoretic grasp of ‘reasons-why’ that are not
understood as explanations.

 Normative Reasons
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defended by Stephen Finlay, the second by Barry Maguire. After present-
ing each of these, we will also look at what appear to be their pitfalls.
The central idea of Stephen Finlay’s comprehensive treatment of the

explanation-plus-value-based view of reasons, elaborated in a number of
recent publications (Finlay , , : –, ), is that a
consideration is a normative reason for one to F just in case the consider-
ation explains why it would be somewhat good for one to F (cf. Finlay
: ). On this view, for relevant F-ings, there is a degree of goodness of
a kind in a subject’s F-ing. Normative reasons are considerations that
explain why this is so. Again, as is common, the approach has to be
understood in functionalist terms. Reasons are considerations or, more
specifically, facts that play some specific function (or stand in a specific
relation, the reasons relation). That function, in this case, is the function of
explaining why some F-ing would be good in a sense and to a degree (see
Finlay : ). Thus, on this view, to say that the consideration that my
kids are hungry is a reason for me to prepare them some food is to say that
that my kids are hungry explains why it would be good that I prepare them
some food. It would be good to prepare them some food because they are
hungry. Note also that strictly speaking Finlay’s account is about ‘reasons’
statements – that is, a theory of meaning of ‘reasons’ statements. In what
follows, however, for reasons of manageability of discussion, we avoid the
repetition of this aspect of his view and will talk about it directly as a
theory of reasons.
The approach has a number of considerations in its favour. Before

rehearsing some of them, let us, however, unpack slightly the specifics of
Finlay’s view. Let’s see what his view entails beyond its central idea.
Exploring these further aspects of Finlay’s view will also enable us to
sketch later how Finlay’s version of axiological explanationism can respond
to standard objections to value-based accounts of reasons. The fact that in
its more elaborated form Finlay’s explanationism has the resources to
counter (at least some of ) the objections that other, more rudimentary
value-based views of reasons cannot respond to successfully will count as
another point in its favour.
Presumably, the first and foremost clarification that we have to make

about Finlay’s account is that he endorses an end-relational view of
goodness. Again, for the sake of brevity, we will sometimes talk as if
Finlay directly provides a view about goodness, while bearing in mind
that strictly speaking he is providing a theory of the meaning of ‘goodness’
and is interested in the related concept of goodness. According to Finlay,
there is no such thing as goodness simpliciter. Things (features, actions,
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attitudes, states, what have you) are always good with respect to some end,
on this view. So, to take Finlay’s own example, the sentence ‘Umbrellas are
good’ can be analysed as having the following underlying syntactic form:
‘It is good for S’s doing A, for S to do A’ (Finlay : ), as, for
example, in ‘It is good for people’s staying dry in the rain, for them to use
umbrellas’ (Finlay : ). The idea here is that ‘“good” fundamentally
expresses a relation between two propositional arguments’ (Finlay :
). To take the same example, then, ‘people use umbrellas’ expresses,
according to Finlay (: ), ‘the object proposition, p’ and ‘they stay
dry in the rain’ expresses ‘the end proposition, e’.

It should be also noted that ultimately something x being good for some
end e is understood here in probabilistic terms. Namely, x’s obtaining
promotes or, more specifically, raises the probability of the end e obtaining
(cf. Finlay ). So, on this view, to say that it is good for people’s staying
dry in the rain for them to use umbrellas just is to say that that people use
umbrellas increases the probability of them staying dry in the rain (i.e. that
they stay dry in the rain).

Another aspect of Finlay’s end-relational account of goodness that is
important for our purposes is that ends are context-sensitive on this
account. So whether something is good will also depend on which ends
are salient in a given context. Or as Finlay (: ) puts it, ‘[o]n this
contextualist view, something is correctly said to be “good” (sans phrase) in
a particular context only if it is good relative to an end that is in some way
salient or privileged in that context’. So, according to this approach, what
exactly ‘umbrellas are good’ means in a context (if meaningful at all)
depends on which end or outcome connected to someone using umbrellas
is salient or privileged in the context. If the relevant end in a context is that
of people staying dry in the rain, then to say that umbrellas are good
amounts to saying that people using umbrellas is good for (i.e. it increases
the probability of ) people staying dry in the rain, in that context.

Finlay’s approach is highly flexible, given its many moving parts. Before
we reproduce the whole official complete account, let us precis one last
aspect of his account. Goodness-for-an-end on this account is understood
in probabilistic terms, namely as an increase in probability of the relevant
end given the relevant ‘goodness’ considerations (that the end is more
probable given the relevant consideration than it is without it). But to
make sense of an increase in probability (of a hypothesis h, given some
consideration e), we need to know what probability we are talking about
and, in particular, what is the relevant background information b, or in
Finlay’s terms ‘information-base’ (cf. Finlay : ). The relevant

 Normative Reasons

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


background, or information-base, is also highly flexible on this account. It
can be constituted by shared knowledge in a given context, but it can also
be relativised to what one or another subject believes in a context (inter-
preted in intensional terms; cf. Finlay : ); it can also be relativised
to ‘an information-base defined in some objective way (e.g. the world’s state
at time t)’ (Finlay : ). Note also that despite appealing to a sort of
(substantially revised) Deductive Nomological understanding of explana-
tion, Finlay (: ) sees explanation also as context-sensitive and for
simplicity assumes ‘by default that in statements about normative reasons,
explanation and probability/goodness are relativized to the same back-
ground information’. With all these remarks and specifications in mind,
we are now in a position to reproduce Finlay’s complete analysis of
normative reasons (i.e. of normative reasons statements):

[Reasons as Explanations of Goodness + End-Relative Theory of Goodness,
REG+ERT] To say in a world w that R is a ‘reason’ for S to do A is to say,
of some end e and information-base b, that R is an explanation in w
why given b it would be good/probability-raising for e, if S does A.
(Finlay : )

Given the specifics of the view, I suggest referring to this Reasons as
Explanations of Goodness + End-Relative Theory of Goodness view as the
Axiologic Contextualist Explanation view (or Axiologic Contextualist
Explanationism, for short).
So, to recapitulate, why is the consideration that my kids are hungry a

normative reason for me to prepare some food for them? Well, this is so
because (or it just means that) in a world w, there is some end e and an
information base b and that my kids are hungry is an explanation in w why
given b it would be good/probability-raising for e, if I make my kids some
food. Presumably, the end here is that they don’t starve (or perhaps, less
dramatically, that they just have a ‘healthy’ dinner), and the information
base is that what I know and/or believe at this time in w, including that
preparing food for dinner normally helps reduce hunger (if I make an
effort) or something similar.
Arguments in favour. A number of considerations speak in favour of

axiologic contextualist explanationism. First, and perhaps foremost, it
appears to have a straightforward account of a central constraint for a
theory of normative reasons, namely it respects the ‘gradable’ aspect of
normative reasons. Indeed, it can explain where the ‘weight’ of normative
reasons comes from. Thus, the comparability, combination, outweighing,
and cases of additivity/subtraction of normative reasons (when applicable)
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can be easily accounted for within this account. This is done within this
account by reference to the gradable property of goodness. Goodness
comes in degrees. This much seems uncontroversial. The ‘weight’ of a
reason to F within axiological explanationism is tied to the degree or
‘weight’ of (relative) goodness of F-ing. Thus, that there is an injured
person in front of me is a normative reason for me to stay and help. And
this reason outweighs my reason to leave, which is grounded in my
promise to meet a friend for a coffee, because the degree of goodness of
helping is higher than the degree of goodness of meeting a friend for a
coffee in this context. Presumably, the further explanation of why this
holds would appeal to the difference in the ‘weight’ that is a function of the
importance of the end of helping and the conditional probability of
achieving that aim by staying, and the ‘weight’ that is a function of the
importance of the end of keeping my promise and the conditional prob-
ability of achieving that end given my going to the coffee shop instead of
staying. At any rate, axiological explanationists seem to have at their
disposal means to the gradable aspect of normative reasons. By definition,
it will be tied, one way or another, to the degree of goodness of the relevant
F-ings. Note that this may be one of the most important advantages that
axiological explanationism has over deontic explanationism. As we saw in
the previous section, the existing deontic explanationism proposals seem to
have trouble with the gradability aspect of normative reasons. (Recall that
contrary to what, for example, John Broome suggests, the appeal to the
special sort of explanations, the ‘weighing explanations’, doesn’t really fit
our pre-theoretical judgments about how outweighed reasons work.)

Second, like deontic explanationism, the Axiological Explanation view is
also perfectly situated to explain the intuitive connection between expla-
nation and reasons. In general reasons, be they normative or not, seem to
be associated in a sense with explanations. It is natural for us to say that
global warming is both an explanation and a reason why patterns of bird

 Finlay also makes a more specific point that axiological explanationism fits perfectly with the observation
that apparently at least some normative reasons don’t respect the additivity constraint on combining the
‘weight’ of reasons. It seems that at least sometimes having r and having r as distinct reasons to F doesn’t
add up to having more ‘weight’ for F-ing than having only r or r as a reason to F. Axiological
explanationism accounts for this, given that ‘(i) it accounts for the weights of reasons by the degree and
kind of goodness they explain and (ii) we can have non-competing correct explanations of the same thing’
(Finlay : ). I take this feature as being a specific instance of the more general point made in the text,
namely that, given the central role of the goodness in the axiological explanationist view of reasons, and
goodness being paradigmatically gradable and flexible in the relevant ways, the view is well suited to
account for all aspects of the gradability of normative reasons. Non-additivity seems to be just one specific
feature of the sort of gradability involved in reasons that the flexibility of axiological explanationism can
take care of without any difficulty.

 Normative Reasons
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migration are changing. That is, that global warming is occurring can be
referred to interchangeably in this context as the reason or explanation for
the fact that bird migration patterns are changing. It seems there is no
difference in the meaning of (a) ‘that global warming is occurring is the
explanation why patterns of bird migration are changing’ and (a) ‘that
global warming is occurring is the reason why patterns of bird migration
are changing’. ‘Reason why’ and ‘explanation why’ can be interchanged in
this context without any change in meaning. And it would seem that a
similar observation can also be made in the context of normative reasons.
It seems that ‘reason why’ and ‘explanation why’ in the following two
sentences can be interchanged without affecting the meaning of either of
the two: (b) ‘that my kids are hungry is a reason why it would be good
(for me) to prepare them a dinner’ and (b) ‘that my kids are hungry is an
explanation why it would be good (for me) to prepare them a dinner’.
Crucially, it seems that (b) can also be paraphrased by (c) ‘that my kids
are hungry is a reason for me to prepare them a dinner’. Arguably, (c) just
corresponds to a standard way of expressing normative reasons. Thus, the
argument goes, accounts of normative reasons that don’t appeal to expla-
nation in defining/characterising them have an extra burden of explaining
why it can be natural to use ‘reasons’ and ‘explanation’ interchangeably in
both non-normative and normative contexts. The proposal here is not that
there cannot be an independently plausible story why this is happening
that non-explanationist accounts could offer but rather that such accounts
will be necessarily more complex than explanationist accounts on which
reasons just are explanations in all contexts. Non-explanationist accounts
will probably involve appeals to the ambiguity of ‘reasons’ (perhaps by
suggesting that only in non-normative contexts do ‘reasons’ express expla-
nations). No such assumptions are needed on explanationist accounts,
which are simpler in this aspect (cf. Finlay : ).
Third, again, as in the case of deontic explanationism, axiological

explanationism is also well suited to explain why mere enabling consider-
ations are not normative reasons (see also Finlay : – for a suggestion
along sufficiently similar lines). Again, this is an advantage of any explica-
tionist view over, say, alternative views that define reasons in terms of
reasoning or evidence alone (see Chapters  and ). Being (more or less)
able to prepare my kids a dinner seems to matter with respect to why it
would be good for me to prepare the dinner. But, again, it certainly doesn’t
matter as a normative reason, since that I am able to prepare the dinner is
not a reason to prepare the dinner. That is, if my ability matters at all with
respect to the goodness of me preparing the dinner for my kids, it should

The Explanation View 
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matter otherwise than it constituting a normative reason for me to prepare
the dinner. It should matter as a mere enabling condition. Explanationists
have an easy way of explaining this: exactly as in the case of non-normative
explanations, we can also distinguish in the normative case between
explanans and mere background conditions (e.g. that there was oxygen is
a enabling condition, that the match was lit was an explanans of the
explanandum that there was fire). My ability to cook (even if rudimentary)
is a mere enabling condition, but that my kids are hungry is a reason for
me to prepare the dinner. Similar considerations apply for, say, not F-ing
under duress as a mere enabling condition rather than a normative reason
to F. It should be noted, though, that I am not suggesting here that for all
normative reasons there have to be some enabling conditions, or that
ability to F is universally an enabling condition for some F-ing having a
normative aspect. The point is only that if there are cases where some
conditions seem to matter normatively but appear to be more like enabling
conditions rather than reasons, then axiological explanationism has an easy
account for that, since with respect to all sorts of explanations, it makes
sense to distinguish between enabling conditions and the explanans.

A fourth general advantage of axiological explanationism is that it also
has the means to explain why entailing conditions are not normative
reasons. A fact that entails that F-ing would be good (say, in virtue of
being conclusive evidence that F-ing would be good) needs not be a
normative reason for one to F. That a highly reliable newspaper reports
that it would be good (for people living in cities) to go to the mountains
this weekend need not be a normative reason for me, a city-dweller, to go
to the mountains this weekend. Now, axiological explanationism can
explain why this is so. Typically, p cannot be an explanation of why p.
This is just another aspect of explanations in general that helps to account
for why mere entailing conditions are not [always] normative reasons. By
the same token, this is a problem for non-explanationist views, like the
Reasoning view of reasons (see Chapter ) and the Evidence view (see
Chapter ). Hence, this constitutes an advantage for axiological explana-
tionism (and the generalised point, for all explanationist views) over these
rival accounts of normative reasons.

Fifth, axiological explanationism might have another advantage over
some alternative views – for example, the Reasoning view of normative
reasons. I say ‘might’ because, as will become clear, this depends on which
further assumptions axiological explanationism takes on board. Once
more, similarly to deontic explanationism, it might account for the
possibility of cases where Moore-paradoxical considerations (and
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self-undermining considerations more generally constitute normative rea-
sons for one to F). On axiological explanationism, that the building is on
fire but I am unaware of the fire is a reason for me to check the state of the
building given that that there is a fire of which I am unaware is an
explanation why it would be good (presumably for the aim of self-
preservation) for me to check the state of the building. Axiological expla-
nationism might explain such a possibility if it is not also committed to the
view that one needs to be able to reason in a fittingness-preserving way
from reasons as contents of true beliefs (and other states) to the relevant
F-ing. That is, axiological explanationism has an advantage here if it
doesn’t require that all explanation has to be understood as a valid/good
pattern of reasoning that the subject has to be able to follow.
So, this raises some questions about the specifics of Finlay’s axiological

explanationism, and in particular about the nature of his commitment to a
version of the DN model (i.e. the Deductive-Nomological model of
scientific explanation; cf. Hempel and Oppenheim ; Hempel )
as applied to explanations in general. On a standard understanding of the
DN model of scientific explanation, scientific explanation ultimately just
is an argument of a specific sort. It has, in particular, among its premises a
reference to universal laws (universal generalisations) and concrete condi-
tions from which the relevant explanandum can be deduced. One of the
well-known worries with it (cf. Salmon ) is that by definition,
arguments can be valid and even sound and yet (explanatory) irrelevant;
whereas good explanations cannot be irrelevant (see Chapter  for more on
the fundamental differences between explanations and arguments). For
instance, adding some (law-like) necessary truths to a valid argument will
not undermine the validity of the argument. But, of course, adding some
random necessary truth to an explanation would typically undermine the
goodness of the explanation. Finlay (: ) tells us that on his account:
‘p is a complete explanation of q in case p is a set of true propositions that

 DN models as elaborated and defended by logical positivists have been proposed as models of
scientific explanation.

 Consider Salmon’s (: ) well-known example that illustrates the problem of irrelevant truths
for the DN model of scientific explanation (a case that is different from the necessary
aforementioned truth case in our main text): ‘John Jones avoided becoming pregnant during the
past year, for he has taken his wife’s birth control pills regularly, and every man who regularly takes
birth control pills avoids pregnancy.’ The example satisfies the constraints imposed by the DN
model on scientific explanation (the explanandum is entailed by the universal generalisation and
specific conditions), but of course no one would accept that the universal generalisation together
with the specific conditions in this example constitute a genuine, good explanation of why John
Jones is not pregnant.

The Explanation View 
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logically entails q but doesn’t include q.’ He then adds that ‘[l]ogical
entailment may seem too strong here, but p should be understood as
including any relevant conceptual truths or essential definitions, occupying
the role played by scientific laws in Hempel’s theory of scientific explana-
tion’ (Finlay : ). Of course, to avoid the objection from irrelevant
truths, Finlay needs not only to say that complete explanations not only
include ‘any conceptual truths or essential definitions’ (Finlay : ) but
also that it should not include any irrelevant conceptual or other truths.
And Finlay does seem to make a remark along these lines. See the relevant
passage in Endnote , where he claims that the standard objections
against the DN model will not apply to his account: ‘Although this DN
theory is admittedly too broad, the problems of irrelevancies and asymme-
tries don’t arise because the explanantia I’ll propose will be clearly both
relevant and metaphysically prior to their explananda, given my reductive
account of goodness’ (Finlay : ). There is a reading of this remark
on which it just amounts to an ad hoc move in the light of the problem of
explanatory irrelevancies. To see that reading, compare two sets of con-
siderations. The first, R, contains merely the claim that I promised to call
a friend of mine. Clearly R entails that with respect to some background
conditions b and an end e (say, the end of respecting one’s promises), the
probability that e is achieved given that I call my friend and given b is
higher than the probability of e without me calling my friend (given b).
Now, consider R, which contains the claim that I promised to call my
friend later today and the claim that I am .m tall. R also clearly entails
that with respect to b and e (e.g. respecting one’s promises and background
conditions), the probability of e being achieved given that I call my friend
and b is higher than the probability of e without that I call my friend (given
b). Thus, on the face of it, both R and R seem to satisfy the DN model
of explanation. This would, of course, be problematic for Finlay’s pro-
posal, since it doesn’t seem that R is a genuine, good explanation of why
the probability of respecting the promise by calling my friend is higher
than the probability of respecting the promise without me calling my
friend. It contains irrelevant information that undermines the goodness
of the explanation. Compare R to R, which doesn’t contain such
irrelevant information. R is a good candidate for explaining the relevant
explanandum, not R. On the DN account, however, both should be
understood as equally good explanations of the explanandum (e.g. that the
probability of respecting a promise given that I call my friend is higher
than the probability of respecting the promise without me calling my
friend). Now, one might think that a proper treatment of this problem

 Normative Reasons
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is not just to add a general remark that the version of the DN account that
we have here is such that it doesn’t allow there to be irrelevant information
among its explanatia. Of course, strictly speaking, Finlay is not making
such a move. However, what he suggests might sound like it comes
dangerously close to such a move. He suggests that the specifics of expla-
natia that we have in the case of normative reasons are such that the
possibility of cases of irrelevant information in explanatia doesn’t even
arise. It is not clear why this should be so, however. One might want to see
why exactly this is so. My aforementioned case about promises and
promises conjoined with some irrelevant information seem to be just such
a case that respect the entailment condition: both R and R entail the
relevant explanandum (the goodness of an end given the F-ing of promise
keeping). But R seems to be able to genuinely explain the explanandum,
since R contains some irrelevant information. It is not clear on what
theoretical grounds exactly R is ruled out on Finlay’s account from count-
ing as an explanatia.
However, let us assume here for the sake of the argument that there

probably is a way to fix this and to give an independently plausible story of
why our R cannot be an explanatia on Finlay’s account. Returning now
to the point about whether Moore-paradoxical cases will count as another
line of argument in favour of axiological contextualist explanationism, or
instead will constitute counterexamples to it, will ultimately depend on
what is meant by ‘entailment’ in Finlay’s version of the DN theory of
explanation (recall: ‘p is a complete explanation of q in case p is a set of true
propositions that logically entails q but doesn’t include q’; Finlay : ).
For instance, if it is required that the subject (for whom there is a reason) is
able to reason [properly] following the relevant pattern of ‘entailment’ in a
truth-preserving way, then Finlay’s general account might actually collapse
into a version of the Reasoning view seen earlier (Chapter ). If so, Moore-
paradoxical cases will count as counterexamples for this view as well, for
general reasons explored in Chapter . If, on the contrary, the ‘entailment’
here is not understood as corresponding to a pattern of reasoning/argu-
ment that the subject should be able to instantiate in her reasoning, but be
rather of subject-independent, metaphysical sort, then Moore-paradoxical
cases may well be accounted for within this approach. Note, however, that
this latter option might appear somewhat alien to the initial neo-positivist
motivation for the DN model. One might reasonably wonder in what
sense the view here is really a ‘version’ of the DN theory after all. In what
follows, I leave this exegetical worry aside. On such an understanding, the
Moore-paradoxical cases (e.g. (a) ‘the building is on fire but I don’t know

The Explanation View 
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that the building is on fire’) can be categorised as cases of normative
reasons to F (e.g. checking the state of the building), since Moore-
paradoxical considerations (e.g. (a)) explain or ground/constitute why the
probability of achieving some end e (e.g. self-preservation), given the F-ing
(e.g. checking the building), is higher than the probability of achieving e
without F-ing. Now, if this interpretation is on the right track, then
axiological contextualist explanationism doesn’t predict that contrary to
our pre-theoretical judgments, Moore-paradoxical considerations can
never be normative reasons for one to F. Respecting the pre-theoretical
judgments that they can be reasons to F is then another prima facie
consideration in favour of axiological contextualist explanationism (given
that the aforementioned assumptions are in place).

Worries. Finlay () considers five objections (‘puzzles’) to the
explanation of goodness-based accounts of reasons (axiological explana-
tionism in general). He suggests that given the specifics of his more
elaborated axiological contextualist explanationism, all these objections
can be dealt with. That is, even if these objections undermine the plausi-
bility of some more rudimentary versions of axiological explanationism, his
contextualist version of it can be maintained. If this is right, then, of
course, this would also constitute an additional argument in favour of
axiological contextualist explanationism – namely, it has an advantage over
other axiological explanationist accounts.

Among the five objections that Finlay considers are (i) the problem of
the ‘right kind’ of reasons (in short: how are the ‘right kind’ of reasons for
attitudes even possible, that is, reasons connected to the fittingness of an
attitude rather than to, say, some benefit of holding it, on a value-based
account of reasons?); (ii) the objection from normative facts being them-
selves reasons (in short, if that it would be good to F is a reason to F, then
axiological explanationism would predict that some considerations are
auto-explanatory, which is problematic); (iii) the objection from evidence
being sometimes a reason to F (in short, normative testimony/evidence
that F-ing would be good may sometimes constitute normative reasons to
F without explaining why F-ing would be good); (iv) the objections from
subjective; and (v) motivating reasons (in short, the existence of problem
cases where an agent seems to have a reason to F but unbeknownst to the
agent F-ing would actually not be good, and the existence of problem cases
where F-ing would be good but unbeknownst to the agent the relevant
reasons apparently constituting consideration R are false and thus cannot
explain why F-ing would be good). We will not go through the details of
all these ‘puzzles’ and Finlay’s treatment of them here. Instead, let me

 Normative Reasons
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merely sketch the general recipe of Finlay’s responses to these. The guiding
idea in Finlay’s responses to all these is his appeal to contextualism about
either the relevant ends in a situation or the contextualism about the
relevant base-information or the contextualism about both of these.
Among the elements that can ‘move’ in axiological contextualist explana-
tionism are, for instance, the focus on the agent’s desired/preferred out-
come as the relevant end, the focus on a [potential] adviser’s preferred
outcome as the relevant end, the focus on some of the agent’s subagential
aims (as is suggested with respect to the problem of the ‘right kind’ of
reasons, for instance; see ahead for discussion), the focus on the agent’s
knowledge/beliefs as the relevant information-base, the focus on the
knowledge of a better-informed [potential] adviser as the relevant
information-base, and so on. In short, according to Finlay, selecting the
right focus, the right interpretation of the relevant end and information-
base can account for all the apparent ‘puzzles’ in (i)–(v) without giving up
value-based explanationism. The high flexibility of the account is funda-
mentally what does the job in dealing with these objections, according
to Finlay.
However, it is also this high flexibility that one might find somewhat

problematic with this account. The first general worry for axiological
contextualist explanationism is a worry that any contextualist approach
with respect to any normative concept has to tackle. Namely, one needs to
explain how we are supposed to make sense of a view on which normative
concepts are always relativised to some further aspect and even the relevant
normative concept sans phrase has to be understood as relative to some
aspect, say, a common ground. This is a very general worry and may just
conceal differences in fundamental theoretical commitments that meta-
normative theoreticians might have. Someone who is not attracted to
contextualism in the normative domain in general may also find Finlay’s
fine-grained contextualism about normative reasons unattractive. The
worry here is the apparent lack of independent theoretical motivation for
such an extreme contextualism given that our pre-theoretical judgments
about reasons to do something or to have an attitude don’t seem on the
face of it to be so radically context-dependent. At least on the surface, they
don’t always appear to be relative to some given end or some given
information-base. At any rate, a contextualist about reasons, axiological
or not, may need to provide some error theory to explain why we are

 Thanks to Jacques Vollet for the suggestion that this may indeed be a serious problem with
axiological contextualist explanationism.

The Explanation View 
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wrong in pre-theoretically thinking that reasons are not so radically
context-sensitive. Granted Finlay’s contextualism can account for both
‘the intuitions of Humean internalists about reasons as the result of
privileging the agent’s preferences for outcomes (e.g. Hitler may well have
had “no reasons” to refrain from genocide, assuming that none of his
preferred ends were threatened by it)’ (Finlay : ) and ‘the intuitions
of externalists, and the categorical nature of moral claims, as the result of
privileging the speaker’s or audience’s preferences for outcomes (of course
Hitler had reasons to refrain from genocide, given the harm it inflicted on
innocent people!)’ (Finlay : ). But I doubt that either Humean
internalists or externalists would agree with Finlay’s proposal. Humean
internalists would not accept ‘reasons’ in the externalist sense as genuine
reasons at all, nor would externalists accept ‘reasons’ in the internalist sense
as genuine reasons. Contextualism has the burden of explaining not only
why both are right in a sense but also why strictly speaking both are wrong.
The worry here is not that it cannot be done but that it is an extra
challenge for a theory of reasons that has to be met.

Our second and more specific worry concerns the account’s treatment
of reasons for attitudes and beliefs in particular. To see this worry, I would
like first to return briefly to Finlay’s response to the ‘puzzle’ of the ‘right
kind’ of reasons (cf. aforementioned (i)). First of all, the observation that
simple value-based explanationist accounts of reasons cannot explain why
there would be any right kind of reason for attitudes at all seems right.

Finlay captures the worry precisely when he writes:

Something is a reason of the ‘right kind’ for an attitude if and only if it
makes the attitude fitting, but raising the probability of an end desired by
the speaker, audience, or agent is neither necessary nor sufficient
for fittingness. (Finlay : )

Recall that that someone’s threatening me to admire them as contrasted
to them being admirable is a ‘wrong kind’ of reason to admire them (cf.
Section .); believing p being practically advantageous is also often seen as
being the ‘wrong kind’ of reason to believe that p. According to evidenti-
alists about reasons to believe, considerations of this sort are not normative
reasons at all to believe that p; pragmatists reject this and see practical
considerations as possible genuine normative reasons to believe (see

 And this seems to be exactly what we find in the literature. See, for instance, Williams () for
internalism and Parfit (: –) for arguments against internalism.

 And a little further, we will see briefly a value-based view of reasons that bites the bullet and
endorses this conclusion.

 Normative Reasons
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Chapter  for more on the evidentialist–pragmatist debate about reasons to
believe). Now, even if we put aside for a moment the debate over whether
the ‘wrong kind’ of reasons are genuine reasons, the fact that simple value-
based explanationist accounts of normative reasons entail that there are no
‘right kind’ of reasons for attitudes (e.g. belief ) is already dramatic. For it
would be a dramatic cost to a view if it were to entail that that a
consideration makes p more probable or entails its truth cannot be by
itself a normative reason to believe p and that a consideration that entails
that someone is admirable cannot be by itself a normative reason to
admire them.
How exactly is Finlay’s contextualism supposed to help axiological

explanationism to respond to this problem – that is, to make axiological
explanationism compatible with the existence of the ‘right kind’ of reasons?
The move is to treat what has been known in the literature as constitutive
norms of attitudes as possible salient ends in a situation, thereby making
the ‘right kind’ of reasons fall within the definition provided earlier (REG
+ERT). Thus, Finlay writes:

[w]hen talking about reasons for attitudes there is a competing source of
salience for ends, in the reference to the attitudes themselves. These are
attitudes that are commonly said to have subagential, ‘constitutive’ ends of
their own, which need not be ends desired or intended by anybody. It is
commonly said, for example, that the constitutive end of belief is truth (or
knowledge). How to precisify this idea of ‘constitutive ends’ is controver-
sial, but for our purposes this doesn’t matter.[. . .] All we need is that talking
about ‘belief’ is sufficient, in normal contexts, to make salient an end
like truth. (Finlay : )

This then brings us to the specifics of our worry. The worry is that it is
not clear in what sense, if at all, constitutive aims can count as one’s salient
ends and be of genuine use for a value-based account of reasons. Finlay
talks about ‘constitutive ends’ of attitudes, but it is clear from the context
(and from the references he appeals to) that this talk should be understood
in the sense of the ‘constitutive aim’ of attitudes as it has been commonly
discussed in recent debates. But in these debates, the ‘aim’ talk is under-
stood at best as a metaphor. An attitude is not the kind of thing that can
aim at anything at all. Let us focus specifically on the ‘aim’ of belief. As it
is commonly understood, to say that the belief aims at truth is to say that
truth sets the standard of correctness or fittingness for belief, namely a
belief is correct or fitting just in case it is true. It is assumed that a standard

 See Fassio () for a comprehensive overview of the aim of belief debate.
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of correctness of an attitude defines or is essential for the sort of attitude in
question. Thus, belief is an attitude that is defined as an attitude that is
correct just in case it is true. Its standard of correctness allows us to
distinguish it from other attitudes that have distinct standards of correct-
ness (e.g. guessing is not an attitude that is defined as an attitude that one
can correctly have if and only if one is guessing correctly). A common way
to understand the standard of correctness for belief is to appeal to a
fundamental norm of belief, the norm that defines what belief is.
Various proposals exist (with respect to the content and with respect to
the form of the norm), but let us assume, just for the purpose of illustra-
tion, that the relevant norm is something like: (TN) one ought to [believe
that p only if p] (see Velleman ; Wedgwood , ; Boghossian
; Shah ; Engel , ; Shah and Velleman ; among
many others). Thus, the idea is that only attitudes that are subject to (TN)
are beliefs; (TN) defines what sort of attitude belief is. An attitude has to
be subject to the fundamental (TN) if it is to count as belief at all,
according to a standard approach with respect to the aim of belief. The
suggestion is that the nature, the very essence of belief, is to conform to
this norm. This is, then, the sense in which beliefs are said to aim at truth
(the same applies for the alternative of the knowledge norm of belief ). But
if we understand the aim of belief in this sense, it is not clear how it could
be one of the salient ends that can be plugged into the axiological
contextualist explanationist definition of reasons. Here are two more
specific considerations that suggest that the aim of belief cannot be a
‘competing source of salience for attitudes’ (see the aforementioned quo-
tation) for an axiological explanationist and thus cannot help Finlay’s
attempt to block the objection from the ‘right kind’ of reasons.

The first reason why the appeal to constitutive aims of attitudes as
presented earlier cannot help an axiological explanationist is simply that
allowing for standards of fittingness (e.g. fundamental truth norm of
belief ) to play an indispensable and irreducible role in an analysis of
reasons is giving up on the purely ‘axiological’ aspect of axiological expla-
nationism. In other terms, appealing in this way to standards of fittingness
makes it unclear in what sense the view would still count as a value-based
view of reasons. Of course, it is not a problem per se. Maybe fittingness is
indeed fundamental and should be appealed to in explaining other nor-
mative notions. It is only that this move doesn’t seem available to someone
who takes values as more basic and aims to reduces reasons to goodness. At
best, the resulting view would count as a hybrid view combining both
value and fittingness in explaining reasons. At this point, one might think
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that existing alternative non-hybrid views may be preferable to this
account on the basis of simplicity and parsimony. Be that as it may, the
first point is that explanationists that are also value purists – that is, who
want to appeal only to goodness in explaining reasons – cannot really
appeal crucially to irreducible standards of fittingness in their explanatory
analysis of normative reasons.

The second reason why the appeal to constitutive aims of attitudes
won’t help axiological explanationists to deal with the worry from the
existence of the ‘right kind’ of reasons is that it is not clear in what sense, if
any, the aim of belief could be on a par with the ends that we pursue.
Finlay talks about ‘constitutive ends’ of attitudes constituting ‘a competing
source of salience for ends’ (see the aforementioned quotation, emphasis
added). So the idea would be that standards of fittingness are competing
and thus are on a par with one’s ends or desired/preferred outcomes. But
how should we understand such a suggestion? It is not clear that the appeal
to constitutive aims being ‘subagential’ (cf. Finlay ) really helps here.
The truth norm of belief, for instance, is not a subagential end one is
having. The truth norm of belief is an abstracta, and as such, it is not, on
the face of it, something one can properly have as an end. One could, of
course, set oneself an end of believing only truths and avoiding falsehoods
as an end towards which one is striving. But that’s not how the constitutive
aim of belief is understood in the literature. The constitutive aim of belief,
as a standard of correctness, defines what belief is. It is a norm that defines
the attitude of belief (belief is just the sort of attitude that is subject to the
truth norm). Definitions, in terms of norms or otherwise, are not the kind
of thing that one can have. There is no useful sense for analysis of reasons,
it seems, in which a definition in terms of constitutiveness can be said to
compete with one’s desired outcomes. They are not the sort of thing that
can compete, let alone be meaningfully compared. Definitions, contrary to
one’s ends (subagential or not), don’t obtain and are not realised. Thus,
our second problem here is that it doesn’t seem that one can plausibly

 Note also, in passing, that Finlay’s proposal that REG+ERT, together with the constitutive
understanding of ends of attitudes, provides an explanatory analysis of fittingness seems
overenthusiastic. Finlay (: ) claims that ‘[a]n added bonus [of the view] is that it also offers
an explanatory analysis of fittingness, which some philosophers claim to be an unanalyzable
primitive:[. . .] for an attitude to “fit” its object is for that attitude to realize or promote its
constitutive end when directed at that object’. The problem, however, is that given the standard
understanding of constitutive aims (see the main text earlier), such an analysis would be
problematically circular. For it would amount to the claim that for an attitude to fit its object is
for that attitude to satisfy its fittingness conditions (= realize its constitutive end), which is
uninformative and thus unhelpful as a putative explanatory analysis of fittingness.
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supplement the REG+ERT account of reasons with the thought that an
attitude’s constitutive aim is an end whose increase in probability of
obtaining, given one having the attitude, would be explained by a consid-
eration that would count as a reason to have the attitude in question. In
short, it just doesn’t seem possible to plug constitutive aims (correctness
conditions) into the REG+ERT analysis without making it somewhat
incoherent. It would seem, then, that while running away from the ‘right
kind’ of reasons problem, Finlay runs into the ‘wrong kind’ of ends
problem.

Now, it might still be the case, as observed earlier, that an agent has an
end of believing only truths and avoiding falsehoods. Such an end could,
of course, plausibly function in the REG+ERT account as a salient end in a
situation. But it should be noted that this sort of end plausibly can be
reduced to believing truth and avoiding falsehood being the agent’s pre-
ferred/desired outcome. Such an outcome, of course, can obtain or fail to
obtain, be promoted, realised, or made more probable. But it is crucial to
note that focusing on this sort of end as the salient end with respect to
beliefs (and, modulo necessary amendments, to other attitudes as well)
would consist in falling back to a simpler axiological explanationism that
cannot explain why the ‘right kind’ of reasons are normative reasons at all
for attitudes, given that, as Finlay (: ) notes, ‘raising the probability
of an end desired by the speaker, audience, or agent is neither necessary
nor sufficient for fittingness’. The ‘right kind’ of reasons for attitudes are
essentially connected to fittingness of the relevant attitudes. And despite it
being much more sophisticated and indeed it being an ingenious move,

 See also Way (: ff ) for a somewhat related objection to an arguably less sophisticated version
of axiological explanationism on which reasons are defined in terms of partial explanation of
goodness of F-ing for its own sake or instrumentally (Way’s focus is specifically on pro-attitudes).
The objection there is that such a view seems to be committed to an implausible assumption that
‘pro-attitudes towards outcomes which are good in some respect are good for their own sake’ (Way
: ). An example concerning egalitarians illustrates the following point:

Consider an outcome in which wealth is distributed equally, but everyone is extremely
poor. If egalitarians are right, this outcome is good in some respect. But even egalitarians
can admit that this outcome is not good overall. And it does not seem plausible that
favouring this outcome is good for its own sake. It does not seem to be good for its own sake
to hope for everyone to be extremely, if equally, badly off, or to be glad if this outcome
comes about. (Way : )

The parallel with our objection here is that on the view reconstructed and rejected by Way, an
axiological explanationist aims to specify the goodness in a way somewhat intrinsic to the attitude.
Finlay’s account appeals to constitutive aims, whereas Way’s constructed axiological explanationists
focus on overall goodness of attitude for its own sake. Both versions of axiological explanationism
that focus on F-ing’s goodness are problematic as is shown in main text and by
Way’s counterexample.

 Normative Reasons

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


the contextualist version of axiological explanationism still has the same
problem of explaining the existence of the ‘right kind’ of reasons.
I conclude tentatively that this alone is a strong argument against this
approach. The rest of the present section is devoted to an exploration of an
alternative recent axiological explanationism that proposes a different move
with respect to this problem.
Alternative axiological explanationism: in virtue of promoting valu-

able states of affairs. In the light of problems met by the contextualist
version of axiological explanationism, someone who is sympathetic to the
idea that reasons should be understood in terms of value (e.g. a value-first
proponent) might want to explore alternative options for defining norma-
tive reasons in terms of explanation and goodness. One such alternative is
elaborated in a recent and promising value-based account of reasons by
Barry Maguire (). Let us rehearse rapidly the main tenets of
his proposal.
The official version of the view is as follows:

Value-based theory of reasons: Some fact of the form [φ would promote S]
is a reason to φ if and only if and if so in virtue of the facts that φ would
promote S and that S is valuable. (Maguire : )

There are a few things to note before comparing this view to Finlay’s
account. First, without going into too much exegetical detail, it may
nonetheless be useful to unpack the proposal slightly. On Maguire’s
account, reasons are for options. Options can be understood in a variety
of ways, according to him, so ‘our options are the things we choose
between or rationally control – whether these are actions, omissions,
activities, or plans’ (Maguire : ). That F-ing would promote S is
on Maguire’s account a ‘canonical fact’. F-ing is the option that one may
take (choose/rationally control). S is a placeholder for ‘state of affairs’. Not
all canonical facts promote valuable states of affairs, and not all canonical
facts are reasons (cf. Maguire : ). Value on this account is ‘a
gradable monadic property of states of affairs’ (Maguire : ). Value
is understood in a neutral way and not as ‘value-relative-to-me-or-you’ –
for example, ‘the disvalue of the drowning of the small child in Peter
Singer’s pond has nothing to do with you or me, the passers-by, and a

 He writes: ‘The central claim is that to be a reason for an option is to be a fact about that option’s
promoting some state of affairs, on the condition that that state of affairs is valuable’ (Maguire
: ).

 More precisely: a canonical fact is ‘a fact of the form [φ would promote S], where φ is some agent’s
taking some option in some situation and S is a state of affairs’ (Maguire : ).

The Explanation View 
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fortiori not to any reasons we might have to care or want to help. It has
entirely to do with the child, his suffering, his loss of life prospects, and so
on’ (Maguire : –). Note equally that value here is supposed to
be final, not instrumental. Promotion is also characterised in neutral terms.
Maguire wants his view to be compatible with a number of possible
interpretations of promotion: ‘an option promotes a state of affairs by
instantiating it, causing or partially causing it, constituting or partially
constituting it, preventing the preventing of it, or non-superfluously
probabilifying it’ (Maguire : ) (here it is important that ‘[t]he
relevant valuable state of affairs may be instantiated by the action itself’; cf.
Maguire : ).

Second, the view qualifies as a version of explanationism given how its
details are worked out. An important thing to note in this respect is that
Maguire’s proposal is a revisionary one in the sense that he doesn’t take the
surface structure exhibited by our ordinary statements or reasons (‘reasons
talk’) to correspond exactly to metaphysics of reasons. Strictly speaking, on
his account, only canonical facts can be reasons; canonical facts have the
form of ‘F-ing would promote state of affairs S’. Our ordinary talk of
reasons doesn’t reflect this form, at least not on its surface. We commonly
say ‘that it is raining is a reason to take an umbrella’. But ‘that it is raining’
doesn’t have (on its surface) the form ‘taking an umbrella would promote
state of affairs S’. This is no problem, according to Maguire (: ),
since ‘[q]uite generally, the considerations we actually offer as reasons are
those that are saliently needed, in the specific conversational context, to
pick out a larger explanatory structure’. Maguire (: , fn ) also
notes, referring to a point from David Lewis, that ‘[t]his is an instance of a
more general distinction between metaphysical explanations and consid-
erations that one can give as an answer to a “why” question in a specific
context’. So, we can imply here that canonical facts that are reasons are
these larger explanatory structures or, in other terms, genuine metaphysical
explanations. Thus, for Maguire, our common reasons’ statements are
‘good representatives [. . .] either for the basic reasons themselves or for
other significant chunks of this overall structure’ (Maguire : ; the
term ‘good representatives’ is attributed to Fogal ). Two examples
illustrate Maguire’s point. First,

[s]uppose that Frank enjoys flowers because they remind him fondly of his
grandmother, or because he likes to marvel at the fragile beauty of nature,
or because he likes their smell. Any one of these facts – the fact that flowers
remind him of his grandmother, for instance –may be said to be a reason to
give him flowers. Each is part of an explanation of why giving him flowers
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would make him happy with some intensity, for some duration – which is
the basic reason. (Maguire : )

And, second, ‘[t]ake the fact that Teresa’s tyre is flat. Since Teresa drives to
work, the fact that her tyre is flat partially explains the fact that giving her a
lift will realise the state of affairs of her being in work on time. That’s a
reason to give her a lift to work’ (Maguire : , fn ). Thus, given
how the details of the account are worked out (and, in particular, given the
specifics of his proposed metaphysics of reasons, as opposed to our com-
mon and somewhat loose talk of reasons), Maguire’s proposal qualifies as
a version of axiological explanationism. Metaphysical explanation is a key
element in his analysis of normative reasons.
Turning now more specifically to a comparison of Maguire’s account to

Finlay’s, we can note that a major difference between these two is that
where the latter appeals to R explaining the goodness of F-ing for some
end/outcome e (i.e. F-ing increasing the probability of e obtaining), the
former appeals to the value of an end/outcome (e.g. state of affairs) that
would be promoted by F-ing (cf. Maguire : , fn) in defining
reasons. Adapting a distinction from Way (), we can say that the
former sort of value-based account of reasons focuses on F-ing-based
goodness (in Way’s original terminology: attitude-based); whereas the
latter’s focus is on object-based goodness/value (the goodness of the
relevant end).
The focus on neutral value in the case of Maguire versus a fine-grained

contextualism of end-relative goodness/value in Finlay’s account is another
notable difference between the two. Thus, someone having the sort of
worry we alluded to the aforementioned about Finlay’s contextualism
being, well, too relativised (to ends and information-bases) need not have
a parallel worry for Maguire’s object-based value-neutral approach.
Maguire’s proposal doesn’t involve that level of context-sensitivity (given
that F-ing would promote a neutrally valuable state of affairs, the canonical
fact of the form [F-ing would promote S] just is a reason sans phrase to F,
and this need not be relativised to some further parameter on Maguire’s
account).

 See also: ‘Strictly speaking, only the basic reasons play a grounding role in determining the total
weight of reason favouring each option, and hence (by way of further principles not defended here)
in turn, in determining what you ought to do’ (Maguire : ). For matters of brevity we
haven’t defined what’s meant by ‘basic reasons’ here, but it has to do with the value of
distinguishable states of affairs (cf. Maguire : ). For our purposes this may be left
unspecified here.

The Explanation View 
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Yet another, even more important difference for our purposes between
the two views is that Maguire, contrary to Finlay, baldly rejects the very
existence of genuine ‘right kind’ of normative reasons for attitudes. Finlay
attempts to provide an explanation of these within the framework of
axiological contextualist explanationism, while Maguire embraces the con-
sequence that his account may rule out the ‘right kind’ of reasons for
attitudes, where the ‘right kind’ of reasons are understood as ‘facts that
make attitudes fitting’ (Maguire : ). Maguire suggests that this
consequence need not be a problem, for it is not clear that there is a unified
reasons relation anyway. The suggestion is that the focus of his account –
namely, the ‘reason-for-an-option relation’ – may well not be the same
relation as the ‘“right-kind” of reason for an attitude relation’ (cf. Maguire
: ).

In a more recent publication, Maguire () provides a further argu-
ment against the unity thesis (i.e. that a reason for an option and the ‘right
kind’ of reason for an attitude are relations of the same sort). Before
examining whether this more elaborated argument undermines the ‘unity
thesis’, note the details of Maguire’s dialectic here with respect to the
objection from the ‘right kind’ of reasons: ‘[h]owever, whether we should
accept any such “unity” argument [e.g. argument against his value-based
account relying on the premise that the “right kind” of reasons for attitudes
are genuine normative reasons], or rather reject the relevant “unity”
premise, will depend in part on the strength of the case for the Value-
Based Theory of Reasons itself’ (Maguire : ). I tend to think that
the qualification ‘in part’ is doing the heavy lifting here. Of course, if there
is a strong prima facie case in favour of the value-based account of reasons,
it will matter for the overall assessment of the view; however, at the end of
the day, if the ‘right kind’ of reasons objection hasn’t received an inde-
pendently plausible response and there are alternative initially plausible
accounts of reasons that don’t have this problem (and are not subject to
some further unanswerable challenges), then the conclusion should be
clear: the value-based account cannot be rationally upheld. So, it is crucial
for our overall assessment of the view to focus specifically on whether
Maguire’s suggestion that the ‘unity thesis’ should not be accepted really
works out. This is specifically what we will now focus on in the concluding
part of this section. (The details of an alternative, new theory of reasons
that is not subject to the objection from the ‘right kind’ of reasons and is
independently plausible will be elaborated in Chapter .)

The main argument in Maguire () is an argument against the
possibility of the ‘right kind’ of reasons for affective attitudes. The
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argument there is silent about the ‘right kind’ of reasons for beliefs (cf: ‘I
take no stand on whether my arguments can be generalized to conative
attitudes (the action-oriented attitudes such as preference and intention) or
epistemic attitudes’; Maguire : ). However, a reference is made to
a distinct manuscript where a ‘related account of normative support for
epistemic states’ (cf. Maguire : , fn ) is defended, which is,
presumably, Maguire and Woods (). However, note, crucially, that
the proposal defended in that paper is highly contentious; it is basically a
rather radical version of pragmatism about reasons to believe. A very
popular view in contemporary epistemology – namely, evidentialism –
according to which normative reasons to believe are evidential (i.e. truth-
conducive) – is clearly incompatible with the account defended in that
paper. Thus, one should be advised that taking on board the value-based
explanationist response to the ‘right kind’ of reasons objection in general
might have, at the end of the day, a rather high theoretical cost. It is far
from being neutral with respect to substantive theoretical options.
However, for the sake of the argument, let us put the ‘right kind’ of
reasons for beliefs question aside for the time being. We will return to the
debate about the nature of reasons to believe and the pragmatism–
evidentialism opposition in Chapter .
The overall structure of the argument in Maguire () is really simple

and straightforward. Indeed it may appear to be rather appealing at first
sight. It can, I think, be summed up as follows:

. Normative reasons are non-strict, essentially contributory, and essen-
tially gradable in a sense to be explicated.

. For all x, such that x is a ‘right kind of reason’ consideration that
normatively supports an affective attitude A, x is a fit-making consid-
eration for A.

. Necessarily, no fit-making consideration is non-strict, contributory,
and gradable in the relevant sense.

. Necessarily, no ‘right kind of reason’ consideration for an affective
attitude A is a normative reason for A.

In other terms, Maguire identifies what he thinks are essential features
of normative reasons; he, then, distinguishes normative reasons from fit-
making considerations and argues that fit-making considerations have
none of the essential features of reasons (an alternative that seems to be
evoked in the last section of the article is that fit-making considerations
don’t have all of the essential features of reasons). Crucially, the consider-
ations that qualify as the ‘right kind of reasons’ for affective attitudes are all

The Explanation View 
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fit-making considerations. It is concluded on this basis that no consider-
ation that qualifies as a ‘right kind of reason’ for an affective attitude is a
genuine normative reason for the affective attitude in question.

What exactly are these allegedly essential features of normative reasons?
According to Maguire, these are being non-strict, being contributory, and
being gradable. Being a non-strict normative consideration is basically to
satisfy the constraint of holism (cf. Dancy : chapter ) – that is, a
constraint according to which considerations that are reasons to F never
‘justify or require anything on their own’ (cf. Maguire : ). The
idea here is that reasons on their own don’t imply anything about what
normative considerations – for example, reasons against F-ing, there might
be. To illustrate the idea, consider the following: ‘[t]he fact that the child
will drown, for instance, would fail to justify wading into the pond if the
alternative were defusing a bomb on dry land, set to destroy Chicago’
(Maguire : ). Reasons are not assumed by Maguire to be essen-
tially non-strict (see Maguire : ); however, fit-making
considerations are assumed to be essentially strict. Maguire (: )
claims that ‘facts about what you overall ought to do are the paradigmatic
strict facts’ and ‘[so called reasons of the right kind for affective attitudes]
are themselves, if you like, a kind of ought fact’ (Maguire : ).

The gradability constraint on reasons, according to Maguire (:
), just is that a reason ‘has some gradable property that is usually called
its weight’. That is, ‘reasons are essentially gradable’ (Maguire : ).
Again, Singer’s drowning child example is supposed to illustrate the
gradability constraint: ‘the “saving the child” reason has more weight than
the “getting your clothes muddy” reason’ (Maguire : ).

The contributory constraint on reasons is the idea that it is essential for
reasons to contribute – that is, to interact in determining the overall
normative status of F-ing. According to Maguire (: ), ‘[c]-
ontributoriness is the property of playing a specific role in a “weighing
explanation” of an overall normative fact.’ How exactly does this work?
The idea is that reasons have ‘weights’, and that the net weight of reason
supporting an option is somehow explained by the weights of all reasons
for and against that option and the fact that ‘these are all the reasons
bearing on the given option’ (Maguire : ). It is assumed that
‘[t]hese facts about the net weight of reason supporting each option
(together with some fact about what options there are) in turn explain
the fact that there is most reason in support of some option’ (Maguire
: ). And this, then, is supposed to explain that one ought to take
the relevant option (it is assumed that one ought to do what one has most
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reason to do). The ought fact – that one ought to take the relevant option –
is on Maguire’s view an overall normative fact. ‘It obtains in virtue of all
the contributory normative facts together with a “normative totality fact”
to the effect that these are all the relevant normative facts’ (Maguire :
). Finally, Maguire (: ) specifies that typically reasons fulfil this
function of contributoriness ‘by combining or by competing with
each other’.
Now, what about Maguire’s argument then? It does appear to be valid,

the conclusion seems to follow if the premises are true, and there doesn’t
seem to be any equivocation going on – the terms used in the premises do
seem to have the same meaning as in the conclusion. How about sound-
ness? I would like to submit that there are reasonable and distinct consid-
erations speaking against each of Maguire’s premises. Let me elaborate on
these a bit.
The first, and arguably the most problematic, consideration concerns

premise . To see the problem, recall the overall dialectic we are facing at
this point. The fundamental question that we are addressing in this part of
the present section is whether any axiological version of explanationism is
plausible overall and, in particular, does better than deontic explanation-
ism, which we have already put aside due to a number of problems it faced.
Now, we observed that a major problem for any axiological explanationism
is the so-called right kind of reasons problem – it is not easy to see how
any value-based explanationist proposal can account for normative reasons
for attitudes, beliefs, and emotions in particular. Maguire’s proposal on
this matter has a radical boldness. He seems to suggest that the problem
can be avoided, since according to him there are no genuinely normative
reasons for attitudes. But on the face of it, attitudes are paradigmatic
examples of F-ings that can be supported by reasons. So his argument
for that specific conclusion has to be convincing. However, note that his
argument for that conclusion – that is, that there are no reasons for
attitudes – relies on the assumption that (arguably, broad) explanationism
about reasons is true, namely it is part of his premise . He assumes that
reasons are essentially contributory, and as we saw earlier, this property just
is an instance of a broad explanationist approach – that reasons are things
that play a ‘role in a “weighing explanation” of an overall normative fact’
(Maguire : ). But to presuppose the truth of explanationism at
this point would amount to begging the question in the context of the
present discussion. The supposed truth of explanationism is what’s under
question in our discussion. One could, of course, reply that that’s not the
context of Maguire’s discussion. This might be correct and that’s why
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I only claim that the move we are discussing would commit a proponent of
explanationism to begging the question, not that Maguire is actually
begging the question against us in the present context. However, note
that the ‘right kind’ of reasons problem is a problem for any axiological
explanationist account, including Maguire’s proposal. And consequen-
tially, presupposing the truth of general explanationism at any point within
the context where the ‘right kind’ of reasons problem is discussed, is
problematic, especially in the context where other, non-axiological versions
of explanationism have already been set aside as not fully satisfactory.

One could reply to this by pointing towards the very general aspect of
Maguire’s contributoriness constraint on reasons. It does not assume
axiological explanationism in an argument against an objection to axiolog-
ical explanationism; it only assumes the truth of explanationism in general.
One could insist that it is not a flaw to assume the truth of the general
theory X in one’s argument in favour of a theory XN and then argue in
favour of the specific version XN. Surely, it is true that taking on board
this sort of assumption need not always constitute a flaw in an argument.
However, again, recall the present dialectic. We are investigating explana-
tionism about reasons, in all its forms. Thus, within our present context,
assuming that normative reasons essentially are things that play a role in a
sort of explanation of overall normative facts would constitute begging the
question. We have already put aside other versions of explanationism.
Thus, we cannot at this moment in our discussion merely presuppose that
a version of explanationism has to be true.

Moreover, some of the objections that we have explored against deontic
versions of explanationism, and in particular against the very idea of there
being a special sort of ‘weighing explanation’ of normative facts, can be
brought up again in the present context. It is not really clear how the
supposed weighing explanation works. If it is an explanation at all, it has to
be radically different from any other explanations we know. Maguire
doesn’t propose an argument for the claim that the ‘net weight of reason’
supporting an option is explained by facts about all the reasons for and
against that option, and thus that the facts about reasons for and against an
option explain the facts about most reason for an option. It is not clear, in
particular, in what sense the fact that a friend of mine offers me his beach
house for free for the holidays (and we can add to this the fact that
spending my holidays at a beach house would promote my happiness)
explains or partially explains the fact that I have most reason and indeed
ought not to go on holiday to that beach house. (Recall, I ought not to go
on the holiday, since I just broke my leg.) It is not clear in what sense we
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talk about explanation at all when we talk about the alleged ‘weighing
explanations’ of normative facts (compare to the arguments from Brunero
, ). At this point, appeal to the metaphors of ‘weight’, ‘weighing’,
and ‘balance’ only makes the discussion more obscure.
Another objection against what we have identified as Maguire’s premise

() comes from a different angle. As David Faraci () has recently
observed in his critical discussion of Maguire’s article, the difference
between reasons for action and ‘right kind’ of reasons considerations for
attitudes might be explained by the difference between action and atti-
tudes. More specifically, the contexts where there are reasons for action
tend to be such that the subject cannot take several options at the same
time. There is an actual limitation in terms of what the subject can do.
Hence, it is not surprising to observe a competition among reason con-
siderations. However, in contexts where we have ‘right kind’ of reasons
considerations, we do often have, as Maguire himself observes, the possi-
bility to have a number of distinct attitudes. Therefore, it is not surprising
that we observe the absence of the competition aspect with respect to ‘right
kind’ of reasons considerations. In short, we can take this to show that
the aspects that Maguire takes to be proper aspects of normative reasons,
indeed, as being essential characteristics of reasons, are merely side effects
of his focus on reasons for action (and given certain background assump-
tions; see the previous paragraphs). But the fact that reasons for actions are
always non-strict, gradable, and contributory (let’s grant this for the sake of
this line of thought) doesn’t yet allow us to conclude that these features are
features of normative reasons in general. All that follows is only that these
might be features of normative reasons for actions. The fact that we are
able to have various distinct attitudes with respect to some relevant objects
may well explain why reasons for attitudes don’t have these same features
that reasons for action have. In other terms, we don’t have sufficient
grounds for holding that the characteristics that Maguire identifies are

 See Faraci’s point:

What Maguire’s cases illustrate, I submit, is not that FMCs [that is, fit-making consider-
ations] are not reasons but rather that the contexts in which we tend to think about reasons
for action and reasons for attitudes differ, in part because actions and attitudes themselves
differ. We tend to think about how we and others should act in contexts where the reasons
for them compete, because actions are frequently in tension, and we need to pick one. By
contrast, as Maguire’s cases show, we often consider how we and others should feel in
contexts where there are no relevant tensions, because we can feel many different ways
about different things, or about different aspects of the same thing. In such contexts, there is
no reason to expect competition amongst the relevant FMCs, and therefore no reason to
think they are not reasons. (Faraci : )
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essential to reasons as such, as opposed to being aspects of reasons for
action, because of specifics of action as opposed to attitudes.

Second, and independently from our discussion of premise (), one
might also question the claim (i.e. premise ()) that all ‘right kind’ of
reason considerations that normatively support an [affective] attitude are
fit-making facts, which are ‘if you like, a kind of ought fact’ (Maguire
: ). If this verdict is on the right track, then we have a case where a
consideration – say, the general, abstract consideration that it is raining – is
a reason that speaks in favour of holding an attitude, namely feeling
pessimistic about the prospects of a pleasant run, without also being a
fit-making consideration for one to feel pessimistic about the prospects of a
pleasant run. Given that it is also really hot outside, it is not a fitting
attitude for the subject in this case (one can, of course, vary the case by
changing the attitude of feeling pessimistic to being sad, being disheart-
ened, unhappy, demoralised, and so on, without affecting our assessment
of it). Of course, Maguire is free to deny that this sort of case is even
possible. However, if one does this, then it is not clear how one could
maintain the possibility of parallel cases involving action – for example,
running/intending to run in the heat and the rain; see Nair () and our
discussion in Section ., where we took these cases as showing that the
additivity/accrual of reasons to F can fail. If this is on the right track, then
reasons for attitudes might not always be fit-making facts, whatever exactly
this implies.

The third and distinct complaint concerns premise () – that is, the
claim that no fit-making consideration can be non-strict, gradable, and
contributory (alternatively: at least have one of these characteristics). If we
stick with a fairly common view within the rich literature of contemporary
philosophy of emotions – with which oddly enough Maguire never
engages, but really should have, given that the debates about fittingness
of emotions and reasons for emotions have gone on in that field for
decades and well before they made an appearance in general normative
philosophy – an emotion is fitting when it respects its formal object. Here is
a classic contemporary statement of this idea, applied to the example of
fear: ‘The formal object of fear – the norm defined by fear for its own
appropriateness – is the Dangerous’ (de Sousa : ; see also de Sousa
; Deonna and Teroni : –; Scarantino and de Sousa  for
an introduction of the relevant distinctions and further overview of the
relevant literature). Thus, on a common view in philosophy of emotions,
an emotion E is fitting if and only if ‘its intentional object o [e.g. the thing
about which the emotion is, as for example the dog in the case of fearing a
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dog] exemplifies the formal object that E (re)presents o as having’ (cf.
Echeverri : ). Crucially for us and without going into too much
detail, whether the emotion’s intentional object o indeed exemplifies the
formal object that the emotion is supposed to present o as having depends
on a number of factors. Among these will figure background conditions,
cultural influences, personal history, and so on. Take the case of the dog
and fear. It will be only in virtue of some specific features of the dog, say,
that the dog has big teeth and it moves erratically, that the dog exemplifies
the formal object of fear – that is, the dangerous/the dangerousness (cf.
Deonna and Teroni : –; Echeverri ). To put it in Maguire’s
terminology then, it is in virtue of some aspects that the fact about there
being a dog makes the fear of the dog fitting (is a fit-making fact).
However, that these features – for example, the teeth and erratic move-
ments – exemplify the danger is not a ‘strict’ fact. It depends on the
context, on background aspects and assumptions. For example, it may
do so only in virtue of us having the background knowledge of there being
some sort of correlation between dogs with big teeth moving erratically
and one getting bitten by a dog. But consider, for instance, a community
where no erratic dogs with big teeth have ever been observed biting people,
and no reports about such incidents have ever been heard about from other
places. Arguably, in such a community, that the dog in front of one has big
teeth and is moving erratically doesn’t exemplify the formal object (i.e. the
dangerous/the dangerousness) that the emotion of fear represents its
intentional object as having. Thus, the fact that the dog with big teeth
in front of one moves erratically exemplifies the formal object of fear – the
dangerousness that my fear represents the dog as having, holds only
provided that I/we have the background knowledge of the correlation of
dogs with big teeth moving erratically and one getting bitten by a dog. But
this crucial aspect does sound very much like a ‘non-strict’ fact in
Maguire’s sense. That the dog has big teeth and moves erratically doesn’t
‘justify or require anything on their own’ (cf. Maguire : ). We
need the additional knowledge that in this community it is well known
that dogs with big teeth who move erratically tend to bite. Only given this
background assumption is the dangerousness present.
Now, with respect to the contributoriness, the abovementioned case of

running can be taken as putting pressure on Maguire’s idea that fit-making
considerations are not contributory. And with respect to gradability, as
contemporary discussions on gradable adjectives show, it is far from
established that adjectives exhibiting a sort of crispness and absoluteness
are not gradable (see for linguistics Kennedy ; Kennedy and McNally
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; Kennedy ; Lassiter ; Logins a, b contains dis-
cussion of these points with respect to correct/appropriate, confident, and
supported). Thus, overall we might well have sufficient grounds for
doubting premise () as well.

Given the aforementioned discussion, I think we have good reasons for
doubting the soundness of Maguire’s argument that we schematised
earlier – that is, ()–(). The claim that there are no genuine ‘right kind’
of reasons for affective attitudes doesn’t withstand scrutiny. Given that the
‘right kind’ of reasons for attitudes are genuine normative reasons,
Maguire’s version of axiological explanationism is back at square one.
That there are genuine ‘right kind’ of normative reasons for affective
attitudes speaks against this version of axiological explanationism. And
its proponents still don’t have a satisfactory answer to this problem.

Two quick remarks before concluding are in order. First, it may be
useful to note that contrary to what axiologists like Finlay and Maguire
seem to think, their views do have problems not only with accounting for
the ‘right kind’ of reasons for attitudes but also with accounting for the
‘wrong kind’ of reasons for attitudes. More precisely, their view seems to
rule out the possibility of at least some sorts of normative reasons for
attitudes that are not directly related to fittingness of attitudes (‘fit-mak-
ing’) and are not directly related to promoting valuable states of affairs.
The key case here is epistemic reasons for emotions – that is, reasons that
contribute to making an affective attitude/emotion reasonable from an
epistemic point of view. It is a commonly held view within philosophy of
emotions – indeed, I would say it’s more or less orthodoxy today – that
emotions can be assessed from a number of perspectives. And in particular,
it is a very popular view that, besides emotions, being fitting or not (i.e.
meeting their formal objects), emotions can also be evaluated from a
purely epistemic point of view (see Gordon ; Greenspan ;
Mulligan ; Goldie , ; Deonna and Teroni ; Pelser
; Epley ; Meylan ; Scarantino and de Sousa ;
Drucker ; Echeverri ; Na’aman ; for a non-exhaustive list

 Faraci also puts forward similar considerations against Maguire’s claim that fit-making
considerations lack non-strictness, contributoriness, and gradability. See in particular his
suggestion that fit-making considerations for emotions might well combine: ‘And it seems
perfectly possible that while neither the sharp claws nor the murderous look alone is sufficient to
outweigh the dragon’s claim to be only interested in friendship, in combination they are; you ought
to run. Most importantly, this is no less plausible if we take these to be reasons for and against
fearing her’ (Faraci : ). And with respect to non-strictness: ‘arguably it is always fitting to
feel disappointed when someone gets a promotion you deserve, whereas it is not always fitting to
fear something with sharp claws’ (Faraci : , fn ).
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of philosophers who appear to endorse this idea). Robert Gordon puts
the idea about the epistemic status of emotions being distinct from their
fittingness states explicitly in terms of different sorts of reasons one can
have for an emotion. He writes: ‘[i] Tom is worried that his wife was on
the two o’clock flight, because that’s the one that was hijacked (attitudi-
nal). [ii] Tom is worried that his wife was on the two o’clock flight,
because she said she’d be arriving early in the evening (epistemic)’
(Gordon : ). The example in (i) is a case of an attitudinal reason
for an emotion (e.g. connected to the formal object of emotions, fit-
making), whereas example (ii) illustrates an epistemic reason for an emo-
tion (e.g. connected to the purely epistemic status of an emotion). In a
sense, then, epistemic reasons for emotions are of the ‘wrong kind’,
understood in the specific sense that only fit-making considerations (e.g.
related to an attitude’s formal object) can be the ‘right kind’ of reasons.
But, given that epistemic reasons are connected to attitudes’ epistemic
status, and an attitude’s epistemic status is not dependent on promoting
some valuable state of affairs, the value-based accounts have trouble
explaining why these ‘wrong kind’ of reasons – that is, epistemic reasons
for emotions – are genuine normative reasons. The value-based accounts
have trouble explaining not only the ‘right kind’ of reasons for beliefs and
emotions but also in accounting for some (i.e. epistemic) ‘wrong kind’ of
reasons for emotions.
Second, and in fact connectedly to the first point, this further weakness

of the account seems to elicit a more fundamental problem with axiological
explanationist accounts and, arguably, explanationist accounts tout court.
While they do capture one important aspect of our common understand-
ing of reasons – that is, that there is, in a sense, a connection between
reasons and explanation of normative facts – they have hard time explain-
ing another equally fundamental aspect of our common understanding of
reasons, namely that there has to be some connection between reasons and
reasoning broadly understood. In a sense, reasons are understood to be
right foundations on which our attitudes can be based; that is, reasons are
often perceived as considerations that can lead us to hold fitting responses,
e.g. attitudes in a given situation. Somehow, views that limit their accounts
of normative reasons only to their explanatory functions fail to appreciate
this important aspect of our common view.

 If a quotation is needed, here is one paradigmatic statement of this idea: ‘standards of correctness so
conceived should be distinguished from epistemological standards by which we assess the
justification of emotions’ (Deonna and Teroni : ).

The Explanation View 

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


. Concluding Remarks

This chapter has focused on views that analyse/define reasons in terms of
their explanatory role for some normative facts. The two major approaches
within this broad explanationist camp comprise those who appeal to the
role of reasons in explaining deontic facts (e.g. ought facts), and those who
appeal to the role of reasons in explaining axiological facts (e.g. value
facts – either F-ing-based or object-based goodness). We looked at the
details of what appear to be the most promising versions of both general
approaches. We considered the positive arguments in their favour. A major
advantage of these approaches is that they do indeed seem to capture an
important insight, namely reasons have to be connected in a sense to
explanation of normative (deontic or axiological) facts. However, we also
saw that none of the more specific versions of the general explanationist
approach withstands scrutiny. Both deontic and axiological versions of
explanationism run into fundamental difficulties. For one thing it is not
clear how exactly outweighed reasons can function in explanation of ought
facts (deontic explanationism); for another, it is not clear how the ‘right
kind’ of reasons for attitudes are even possible if reasons are supposed to
explain value promotion or the value of an end. More specific worries were
elaborated along the way. Thus, the conclusion we reached is that while
explanationist views do seem to point towards an important insight in
understanding reasons, they also seem to leave substantial aspects of
reasons unexplained. Reasons matter for us not only in virtue of their
explanatory roles but, sometimes, also for their role in reasoning/argument
towards a fitting response.

 Normative Reasons

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


     

The Evidence View

. Introduction

In what precedes, we have explored two major reductionist approaches to
normative reasons. And the implicit assumption with which we have been
working was that all existing reductionist views could be reduced to one or
the other of two camps: the Reasoning view camp that appeals to good/
fitting patterns of reasoning from fitting premise-responses to fitting
conclusion-responses in order to define reasons; or the Explanation view
camp that appeals to the role of reasons in explaining some normative facts
(ought-facts or value-facts). However, one might reasonably protest at this
way of partitioning the debate, for a very prominent view within the
reasons, literature doesn’t seem on the face of it to fit into this picture,
namely the Evidence view of reasons, which doesn’t seem on the face of it
to fall into either the Reasoning view camp or the explanationist camp.
According to this view, as defended most notably by Stephen Kearns and
Daniel Star in a number of publications (Kearns and Star , ,
, ), normative reasons to F are evidence that one ought to F.
The focus of the present chapter is on the Evidence view of reasons. In what

follows, we explore the details of the view along with arguments in its favour
that appear tomake it quite promising. But we also consider some of themost
popular objections to the view. We will conclude, however, that contrary to
what one might initially think, the Evidence view, when fully developed,
reduces to a version of the Reasoning view. And thus the view also suffers from
some of the same problems that we have observed with respect to that
approach. In this way, it will miss out some of the aspects of normative
reasons as we commonly understand them, the aspects for which reasons
actually matter for us. Nevertheless, working through the details of this view
will also help us to see what exactly a theory of reasons should be able to do.
A new proposal that builds on the conclusions from this and discussions in the
previous chapters will be elaborated in the chapter after this.



of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


. The View

According to a prominent version of the Evidence view of normative
reasons, a normative reason for one to F just is evidence that one ought
to F. This version of the view has been notably defended by Stephen
Kearns and Daniel Star in a number of publications (see Kearns and Star
, , , ). Before assessing the merits of the view, let us
first see in a bit more detail what exactly the view suggests.

The official version of the view that we will focus on in what follows
reads as follows:

R Necessarily, a fact F is a reason for an agent A to φ iff F is evidence that
A ought to φ (where φ is either a belief or an action). (Kearns and Star :
)

The first thing to note about the view is that it is presented as a simple bi-
conditional, which, of course, need not be taken as presenting an explanatory
analysis/definition of reasons. Kearns and Star are clear that their arguments in
favour of the Evidence view support, strictly speaking, only this bi-conditional.
However, they do commit themselves to a stronger position: ‘we also believe that
the best explanation of the truth of all these principles [e.g. the genus principle
R and more specific reasons as evidence principles applied to reasons for beliefs
and reasons for action] is that the property of being a reason and the property of
being evidence of an ought are identical’ (Kearns and Star : ).

Another thing to note is how Kearns and Star characterise evidence. An
important element in that characterisation is being a reliable indicator. But
they don’t endorse the somewhat strong and unqualified claim that evidence
that p just is a reliable indicator that p. They suggest that the possibility of
there being misleading evidence for necessary truths is one reason why such
a view should not be accepted, and that that a generally reliable source of
information (e.g. a phone book) can be wrong about some specific p (e.g.
the number of someone in particular) is another reason why evidence is not
just a reliable indicator of p. Some facts can be evidence that p even without
it reliably indicating that p (see Kearns and Star : –).
Nonetheless, they maintain that something similar enough to the ‘reliable
indicator’ conception of evidence should hold. For instance, they write:

We may therefore conclude that a fact is evidence for a proposition if and
only if relevantly similar facts reliably indicate relevantly similar proposi-
tions. In the normative case, then, we can say that a fact F is evidence that
one ought to φ if and only if facts relevantly similar to F reliably indicate
propositions relevantly similar to the proposition that one ought to φ.
(Kearns and Star : )

 Normative Reasons
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The phone book example illustrates this idea. The normally reliable
phone book is wrong about John’s number. Thus, Kearns and Star
concede that the book indicates that such and such is the person’s number
(a fact) doesn’t reliably indicate that such and such is the person’s number.
But that fact is evidence that such and such is the person’s number. It is so
because, according to Kearns and Star (: ), ‘there are many
relevantly similar facts that do reliably indicate relevantly similar proposi-
tions (e.g. the book does reliably give the correct numbers for Mary and
Henry and many others).’
Another aspect of their view of evidence is that they endorse a proba-

bilistic conception of evidential support. This is apparent from their
treatment of the strength of evidence. They write: ‘The strength of a piece
of evidence E for a proposition P depends on the degree to which
E increases the probability of P’ (Kearns and Star : –). And
more specifically, they tell us that appeal to increase of probability also
captures the ways in which one piece of evidence is stronger than another,
outweighs other evidence, and can combine with further evidence:

The more probable P is given E, the stronger evidence E is that P is true.
E is stronger evidence than another piece of evidence E* for P if and only if
E makes P more probable than E* makes P. E outweighs a piece of evidence
E* if and only if E is evidence for P, E* is evidence for �P and E makes
P more probable than E* makes �P. Two pieces of evidence, E and E* can
combine to form stronger evidence if the probability of P given the
conjunction of E and E* is greater than both the probability of P given
E and the probability of P given E*. (Kearns and Star : )

The kind of probability that they have in mind here is ‘evidential or
epistemic probability’ (cf. Kearns and Star : , fn ). They refer to
Williamson (, chapter ) for an exploration of this kind of proba-
bility. A question that one might have at this point is how exactly the
quasi-indicator understanding of evidence is supposed to fit with the
increase of evidential probability understanding of evidential support.

 Note, however, that the conception of evidential probability that they seem to suggest is not
uncontroversial. In particular, some have found it difficult to accept the idea of there being one
prior P function as characterized by Williamson (: ):

The discussion will assume an initial probability distribution P. P does not represent actual
or hypothetical credences. Rather, P measures something like the intrinsic plausibility of
hypotheses prior to investigation; this notion of intrinsic plausibility can vary in extension
between contexts. P will be assumed to satisfy a standard set of axioms for the probability
calculus [. . .]. P(p) is taken to be defined for all propositions; the standard objection that the
subject may never have considered p is irrelevant to the non-subjective probability P. But P is
not assumed to be syntactically definable.

The Evidence View 
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For one thing, one might wonder whether it is always the case that when
relevantly similar facts to F reliably indicate relevantly similar propositions
to p, it is always the case that the probability of p given F is higher than the
probably of p without F (say, given some other facts). Maybe the afore-
mentioned example of the possibility of misleading evidence for a neces-
sary truth (that Kearns and Star themselves provide as a genuine instance
of evidence) is one case in point. Given that it is a necessary truth, nothing
can increase nor decrease its probability (which is ), be it quasi-reliable
indicator or not. See also Logins (b) for a related objection from
necessary truths to a version of the probabilistic conception of evidence.
But let us not dwell on this specific potential worry. Arguably, there might
be ways to fix the problem of necessary truths (for instance, by giving up
the idea that there is evidence for necessary truths at all or to alter the
probabilistic conception of evidential support, or to add a clause about
special treatment for necessary truths).

. Arguments in Favour

Kearns and Star offer a battery of considerations in favour of their view.
I suggest we focus here on what appear to be the four strongest arguments.
The first line of thought that, I think, provides a good prima facie case in
favour of the evidence is based on the simple observation that, typically, in
standard cases it does make sense to explain normative reasons in terms of
evidence for oughts. Often we can simply paraphrase the reasons state-
ments with evidence for ought states, which, of course, gets a straightfor-
ward explanation if something like the Evidence view is on the right track.
Kearns and Star suggest that considerations of this sort offer a good
inductive argument in favour of their view. In support of the claim that
standard situations where one has reasons to F are also situations where
one has evidence that one ought to F, Kearns and Star provide two
examples. But they also suggest that there are many more standard cases,
indeed a large number of situations that would provide fitting examples to
illustrate the point (see Kearns and Star : –). The first example

It is in particular the assumption that there really is ‘something like the intrinsic plausibility of
hypotheses prior to investigation’ is something that some have found questionable. See for instance
Kaplan (), Hawthorne (), and Hawthorne and Magidor () for related worries.

 The exact wording of the argument is as follows:

() Standard cases of practical reasons to φ are cases of evidence that one ought to φ, and vice versa.
() Therefore, RA is true (argument from induction).

(Kearns and Star 2009: 222)

 Normative Reasons

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


is a case where a subject sees a friend who is in terrible pain; his foot is
stuck under the wheel of a car. The suggestion here is that the fact that the
friend is in pain is a reason to help the friend, and also it is a reason to
believe that the subject ought to help his friend. Crucially, the same fact is
also evidence that the subject ought to help the friend. As the subject is
helping the friend, he remembers that he has promised to meet another
friend in two minutes’ time for a philosophical conversation. That he has
promised to meet the other friend is a reason to leave and go to meet the
other friend. It is suggested that it is also evidence that the subject ought to
rush to meet that other friend. Of course, the first friend’s pain provides
much stronger evidence that the subject ought to stay and help than the
evidence that the subject ought to rush to meet the other friend. Finally, it
is suggested that the reason to stay and help (pain) is much stronger than
the reason to rush away (promise).
The second example concerns someone who likes to spend evenings

either reading some scientific book to better understand the world or by
relaxing and watching TV. It is suggested that the fact that reading a book
would lead him to better understanding of world is a reason for him to
read the book, and it is also evidence that he ought to read the book. And
the fact that watching TV would provide the subject with some pleasure is
a reason for him to watch TV, and it is also evidence that he ought to
watch TV. In this example, it is then suggested that the subject weighs his
reasons and determines that he ought to read the book, which is taken to
be just the same as ‘saying that he weighs the evidence that he ought to
read a book against the evidence that he ought to watch television, and
judges that he ought to read a book on this basis’ (Kearns and Star :
). These are only two examples of a much larger number of standard
cases (i.e. cases of transparent facts and no misleading evidence; cf. Kearns
and Star : ) where a fact is both a reason to F and evidence that
one ought to F. On the basis of induction, one seems to be warranted,
then, to conclude that being a reason to F just is being evidence that one
ought to F (or at least to hold the corresponding bi-conditional about
being a reason and being evidence that one ought to F).
The second argument that I would like to rehearse here appeals to

considerations about deliberation. The official version of the argument
can be summed up as follows: reasons to F have to be able to play a role in
reliable reasoning about whether one ought to F or not; only evidence that
one ought to F can play that sort of role in reliable practical reasoning.
Thus, normative reasons to F are evidence that one ought to F (cf. Kearns
and Star : ). As such, this argument might be a bit of an

The Evidence View 
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overstatement. One might think that things other than evidence can play a
role in reliable reasoning. For instance, unless you think that all premises
in reliable/good reasoning about whether one ought to F are pieces of
evidence, you might think that a non-evidentialist Reasoning view might
account for the reasons–reasoning connection just as well as, if not better
than, the Evidence view. We will come back to this, or something close
enough to this, thought when examining the worries faced by the Evidence
view of reasons. For now, we can agree that a toned-down version of the
argument that appeals to reasoning can be taken to provide some support
for the Evidence view, namely the argument that the Evidence view is well
suited to account for most of the reasons–reasoning connection, given
some further assumptions about the role of evidence in reasoning. One
way of filling out the details here would just be to say that by definition
playing some crucial role in reasoning just is being evidence, and being
evidence just is playing a role in reasoning. If so, then of course, by
definition, the Evidence view would provide straightforward explanation
of the most relevant aspects of the reasons–reasoning connection and its
simplicity alone would constitute a basis for preferring it to potential
attempts by rival non-reasoning-centred views to account for the observed
connection. But let us not anticipate our discussion on the Evidence view
as a version of the Reasoning view.

The third argument concerns another aspect in which the Evidence
view seems to have an advantage at least over some of the rival views. The
Evidence view has the advantage (over some views) in terms of the
simplicity of the explanation that it can provide of why reasons appear to
have various degrees of ‘strength’ or ‘weight’. On the Evidence view, the
explanation is straightforward and hence theoretically powerful: it’s just
because evidence (for a proposition) by definition comes in various degrees
of strength, given the probabilistic gloss over the strength of evidence.
Given Kearns and Star’s understanding of evidence, it is only a conse-
quence of their view that reasons (to F) are gradable; their degree of
‘strength’ is inherited from the degree of increase of probabilistic support
for the proposition that one ought to F provided by the corresponding
piece of evidence. Again, the official version of the argument might be a bit
too ambitious, since, strictly speaking, Kearns and Star claim that the
Evidence view is ‘the best explanation’ of the gradability of reasons, which

 They write:

() Reasons can have different strengths.

 Normative Reasons
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might be contested, for instance, by proponents of some alternative views
that we have seen earlier. But even if one tones down the argument
slightly, and only claims that the Evidence view of reasons provides a
straightforward and theoretically powerful explanation of the gradability of
reasons, it is already a good prima facie reason for taking the Evidence view
seriously. For it is at least among the best possible potential explanations of
the gradability of reasons, and certainly it does better in this respect than
some of the alternatives. Note, however, that unfortunately Kearns and
Star only compare their view in this respect to reasons-first and Broome’s
version of deontic explanationism. But, of course, a fuller picture would
also need to compare it to other versions of explanationism (e.g. value-
based accounts and Reasoning views), in which case it is not clear that the
Evidence view would constitute the best (e.g. the simplest) possible expla-
nation of the gradability of reasons. Nevertheless, that the view can easily
account for the apparent gradability of the ‘strength’ of reasons is certainly
a point in its favour.
The fourth consideration in favour of the Evidence view is that it does

respect the theoretical unity constraint on a theory of reasons. More
precisely, the account applies perfectly both to normative reasons for
actions and normative reasons for attitudes. Strictly speaking, Kearns and
Star only explain how it applies to beliefs, but they stipulate that the view
can be easily extended to other attitudes as well (cf. Kearns and Star :
, fn). Kearns and Star assume that the default position should be
that normative reasons for attitudes and normative reasons for action are
of the same kind. They do provide considerations in favour of taking
this to be the default position, namely, the consideration that we can
refer to one and the same fact as being a reason both to act in a way and
to believe a proposition, something that becomes difficult to explain
if reasons for action and attitudes are of a totally different sort, and

() RA is the best explanation of how this is possible.
() Therefore, RA is true. (inference to the best explanation).

(Kearns and Star 2009: 230)

Note also that in unpacking this argument they tend to switch between the talk of the Evidence
view providing the ‘best explanation’ of the gradability of reasons and the talk of the Evidence view
providing a ‘very attractive account of what it is for [normative] reasons to have strengths’ (cf. Kearns
and Star : ). I suggest that the latter reading is more realistic.

 See the official formulation of the argument:

() Epistemic and practical reasons are of a kind.
() RA provides the only plausible account of reasons according to which () is so.
() Therefore, RA is true (inference to the best explanation).

(Kearns and Star 2009: 219)

The Evidence View 
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the consideration that apparently reasons to believe and reasons to act can
be weighed against each other (see Kearns and Star : –). The
suggestion, then, is that the Evidence view has a straightforward explana-
tion of this. Again, let us focus on this interpretation of the argument,
rather than the bold claim that the Evidence view provides the best possible
explanation of the apparent fact that reasons for attitudes and reasons for
actions are of the same kind. On the Evidence view of reasons, normative
reasons just are evidence, in the belief case, reasons to believe that p are
evidence that p and also/or evidence that one ought to believe p (depend-
ing on whether one wants to leave the pragmatism option about reasons to
believe open), and in the case of action, reasons to F are evidence that one
ought to F. The unifying principle in reasons to believe and reasons to act
is that both are evidence for some proposition. Given this common
element, the Evidence view is perfectly placed to explain why reasons to
believe and reasons to act are of the same kind. This explanatory power in
complying with a natural constraint on a theory of reasons is then another
prima facie consideration in favour of the Evidence view of reasons.

. Worries

Despite its prima facie plausibility, the Evidence view has attracted a
number of critics. A non-exhaustive list of publications that contain
objections to the Evidence view of reasons includes Broome (),
Brunero (), McNaughton and Rawling (), McKeever and
Ridge (), Fletcher (), McBride (), Setiya (),
Littlejohn (), Schmidt (), and Hawthorne and Magidor
(). In what follows, we will not cover all the existing objections,
however. We will focus only on some of the most problematic aspects of
the view.

Testimonial evidence. To begin with, let us consider what seems to be
the most popular line of objection against Kearns and Star’s Evidence view
of reasons, namely the line of thought that some examples clearly demon-
strate that not all pieces of evidence can be normative reasons. Consider
the example that Kearns and Star (: ) actually discuss themselves
as a possible counterexample to their view (the example is attributed to
James Morauta). A reliable newspaper states that there are people starving
in Africa. That this reliable newspaper says it, is clearly evidence that one
ought to give money to a charity, say, Oxfam (presumably, the assumption
here is that this would somewhat help to alleviate the suffering of starving).
Now, the suggestion is that while that the reliable newspaper repeats that

 Normative Reasons
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there are people starving in Africa is evidence that one ought to send money
to Oxfam, it is not by itself a reason for one to send money to Oxfam. That
people are starving is a reason. Not that someone, reliable or not, says so.
However, the Evidence view of reasons predicts that the mere report from
the newspaper is a reason for one to send money to Oxfam. Thus, the case
seems to present a counterexample to the Evidence view of reasons.
The initial reply that Kearns and Star offer to this sort of potential

counterexample contains two possible ways of dealing with the objection.
One line of reply is to bite the bullet and to claim that in the normative
domain, when something is evidence that one ought to F, it has a potential
to create effectively an obligation, the moral obligation in the case of Oxfam,
to give money. The mere fact that the newspaper reports the starvation can
create a reason to give money to Oxfam. They write: ‘The fact that the
newspaper says that people are starving in Africa may in itself be enough to
create an obligation to send money to Oxfam’ (Kearns and Star : ).
This is, of course, a bit too quick. For this is exactly what is at issue here
(assuming that, at least typically, having an obligation to F entails having a
reason to F, and assuming that those who propose this counterexample
would also put forward the intuition that a mere report by a newspaper
doesn’t yet create by itself a moral obligation). To say that the newspaper’s
report creates an obligation without providing further theoretical grounds
for why this is so would amount to begging the question against those who
offer the newspaper example against the Evidence view of reasons.
One might also want to know what exactly is ‘enough’ in the example

‘to create an obligation to send money to Oxfam’. Is it the fact that people
are starving in Africa, or is it that the newspaper reports it? If the former,
then the creation of obligation has nothing to do with there being evidence
that one ought to do the relevant thing and so this is still a counterexample
to the Evidence view. But if the mere fact that the reliable newspaper
publishes something is enough to create an obligation, then, arguably, we
have many more moral obligations than we could ever suspect that we have
(e.g. today’s newspaper published all sorts of things, some bad, some not;
is there a moral obligation for me corresponding to each of the assertions?
If not, why not? What’s so special about the starvation case?). Anyway, we
need more theoretical considerations if we are to take the first response to
be anything more than just begging the question against the objection
from the newspaper counterexample.
The second line of response is based on the idea that implausible

consequences will follow if the newspaper’s report is not a reason to send
money to Oxfam. On the face of it, this line appears to be more promising.

The Evidence View 

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


Kearns and Star’s published version of this response is relatively short.
I attempt here to work out the implicit details of the argument. The
suggestion seems to be that we only have the relevant pre-theoretical
judgments in the newspaper case (i.e. that the mere report is not a reason
to send money) because the fact that even a reliable newspaper can be
mistaken is somehow made salient. And it is made salient mainly because
of the focus on the non-conclusive aspect of the newspaper’s report. But
denying that the newspaper’s report is a reason on the basis that it is non-
conclusive (or non-entailing) leads to a slippery slope, according to this line
of objection. If one denies that the fact that the newspaper says that people
are starving is a reason to F, because of the non-entailing character of the
report (i.e. that a reliable newspaper says that p doesn’t entail that p), then
one will also have to deny that the fact that people are starving is a reason
to donate to a charity that can help them. For even the fact that people are
starving doesn’t on its own entail that these people are in a terrible
condition. Even starving is only a non-entailing condition with respect
to suffering. They write: ‘After all, the fact that people are starving need not
mean that they are badly off. In some distant possible worlds, starving
might be extremely pleasant and not life threatening at all’ (Kearns and
Star : ). And they add: ‘Indeed, most of the facts we cite as reasons
merely indicate what we ought to do. Therefore, unless one wishes to deny
that most facts that we think of as reasons really are reasons, the fact that
the newspaper says there are people starving in Africa is really a reason to
send money to Oxfam’ (Kearns and Star : ).

So, this line of reply seems to have two elements. The first is the error-
theory element – that is, we only have this common-sense pre-theoretical
judgment because we focus on the non-entailing aspect of the newspaper
report, not because it is not a reason. And the second is the counter-
argument element – the reductio argument according to which if the
newspaper report is not a reason, then the fact that people are starving in
Africa isn’t one either, but, of course, that people are starving in Africa is a
reason to send money to Oxfam; hence the newspaper report is a reason to
send money to Oxfam too.

Despite being somewhat more promising than the first reply, this line of
objection is nonetheless unsatisfactory. For one thing, as John Hawthorne
and Ofra Magidor () have observed, the judgment about testimonies
being mere evidence that one ought to F without being a normative reason
doesn’t seem to be tied to the non-entailing aspect of the testimony in this
sort of case. Indeed, as they have showed, the same sort of pre-theoretical
judgment seems to be elicited even when we focus on cases of testimony

 Normative Reasons
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that cannot be wrong (in the relevant sense of ‘cannot’). The case that
Hawthorne and Magidor offer to illustrate the point focuses on a far-away
hermit who knows the relevant facts. Knowing that p entails p. Moreover,
given that knowledge is safe, it couldn’t easily be the case that p is false (i.e.
the worlds where p is false are not among close possible worlds to the world
where the hermit knows that p). Here are the details of the case from
Hawthorne and Magidor (: ).

To our ears, if a hermit in a cave on the other side of the world knows that
the apple is poisonous, it remains hard to recover a context where it seems
true to say ‘That someone knows that the apple is poisonous is a reason for
the agent not to eat it’ (though of course the fact about knowledge is
evidence that the agent ought not to eat it).

Thus, neither the error-theoretical aspect nor the reductio part of Kearns
and Star’s second response to the objection from the newspaper case seems
to be well motivated. It’s simply not the case that our pre-theoretical
judgments in this sort of case stem specifically from the focus on the
non-entailing aspect of the relevant considerations, since the hermit case
doesn’t have this aspect. Some facts that constitute entailing evidence that
one ought to F don’t constitute a reason to F, contrary to what the
Evidence view states.

Elsewhere, Kearns and Star (: –) discuss a somewhat similar
objection suggested by John Broome in correspondence (Broome 
repeats and modifies the objection) that appeals to a case of normative
testimony in particular. The objection is similar to, and yet also crucially
different from, the newspaper example objection. It focuses on a putative
counterexample, discussed earlier, where a reliable book says that one

 Another argument against Kearns and Star’s second reply to the newspaper counterexample is to
reject the idea that the fact that a reliable newspaper says that people are starving in Africa and the
fact that people are starving in Africa are relevantly similar. If the analogy is not well motivated, the
reductio can be blocked, since from the fact that the newspaper’s report is not a reason to send
money, it doesn’t follow that that people are starving in Africa is not a reason to send money. Indeed,
as Mark McBride () has argued against Kearns and Star, there is a substantial disanalogy here.
According to McBride, both the fact that the newspaper says that people are starving in Africa and
the fact that people are starving in Africa reliably indicate that people are starving in Africa, and both
can be accepted as evidence that one ought to send money to Oxfam. The relevant difference – that
is, the difference that makes it the case that only the fact that people are starving in Africa is a reason
to send money to Oxfam and not the fact that a reliable newspaper reported it – is that only the
former entails that people are starving in Africa (see in particular McBride : ). Thus, denying
that that the newspaper says that people are starving in Africa is a reason to send money to Oxfam
doesn’t lead us to deny that the fact that people are starving in Africa is a reason to send money
to Oxfam.

The Evidence View 
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ought to eat cabbages. The suggestion is that that the book states that one
ought to eat cabbage is evidence that one ought to eat cabbage, yet on its
own it is not a reason to eat cabbage. And, of course, for Broome, it is not a
reason to eat cabbage, because it is not [part of] an explanation of why one
ought to eat cabbage (but see also our discussion of constitutive deontic
explanationist view in Section ., where a similar observation about meta-
ethical theory saying that one ought to F was taken to speak against
Broome’s own deontic explanationism). The objection is similar, since it
is also a case of testimonial evidence, yet it is different because it is a case of
evidence for an ought fact and, crucially, the objection assumes that
reasons are right-makers – that is, that they have to play a role in explain-
ing a normative fact. And Kearns and Star make it explicit that they are not
committed to reasons being centrally right-makers (e.g. explanans of
normative facts): ‘as we have mentioned, we are not committed to the idea
that all reasons are right-makers. Thus even if the fact that a reliable book
says one ought to eat cabbage is not part of an explanation of why one
ought to eat cabbage, we are still open to its being a reason’ (Kearns and
Star : ). But they also provide further considerations against
Broome’s argument by granting for the sake of the argument that reasons
are right-makers. The line of reply there is to put forward a dilemma. They
write: ‘Either facts such as the fact that the book says you ought to eat
cabbage are parts of explanations of what one ought to do, or many other
facts (such as the fact that cabbage helps the digestive system) are not parts
of explanations of what one ought to do’ (Kearns and Star : ). This
is so because explanations, according to Kearns and Star, can be funda-
mental or non-fundamental. Fundamental explanations of normative facts
would appeal to correct normative theories (e.g. utilitarianism, deontolo-
gism). Many things that we offer as reasons don’t appeal directly to
fundamental normative theories (e.g. ‘that cabbages are good for the
digestive system’; Kearns and Star : ). So, again, the line of
objection is that if the normative testimony of the book is not a reason
(because it is not a part of an explanation of why one ought to eat
cabbage), then many other considerations that we typically take to be
reasons will not count as reasons after all. For they too will not count as
fundamental explanations of why one ought to eat cabbages. But, of
course, all these considerations (e.g. that cabbages are good for the diges-
tive system) are reasons, so, by reductio, the normative testimony from the
book is one too. If we focus on non-fundamental explanation as the mark
of reasons, then normative testimony too, exactly like many other non-
fundamental considerations, should count as reasons for one to eat cabbage

 Normative Reasons
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according to this line of thought. I would like to suggest that this line of
reply is, however, problematic. The main problem is that Kearns and Star
themselves recognise that they are not committed to reasons being right-
makers. And indeed it seems they shouldn’t, given that on the face of it
evidence that p and explanans of p/p-maker can commonly come apart. But
would Kearns and Star even avoid the counterexample by endorsing the
claim that reasons are always right-makers? Actually, we might doubt that.
For one thing, as we saw earlier, when discussing explanationist views, not
all normative reasons are parts of explanation of deontic facts. It is also not
the case that evidence that one ought to F is always a part of an explanation
why one ought to F. We have seen some of the relevant cases already in our
discussion of the Reasoning view and will return to this shortly (e.g.
undercutting defeaters, self-undermining considerations, Moore-
paradoxical considerations). Thus, it is still not clear why we should accept
the idea that cases of testimony, like the newspaper case or the reliable
cabbage book case, don’t constitute straightforward refutation of the
Evidence view of reasons. Some considerations are evidence that one ought
to F but don’t seem to constitute reasons for one to F.
If the reader is not convinced by the aforementioned simple examples of

testimony (of the descriptive or normative variety), here is another, some-
what more sophisticated counterexample. It constitutes a basis for an
objection against the right-to-left direction of the Evidence view of reasons
(i.e. the claim that if e is evidence that one ought to F, then e is a reason for
one to F). Consider the following example reconstructed from a recent
counterexample to the Evidence view proposed by Eva Schmidt ().
A student ought to do his best in his upcoming biology exam. In order to
do his best, he has to study all Sunday. As it happens, the student goes to a
party on Saturday night and gets totally drunk. As a result, he remembers

 I note here also that it doesn’t seem absurd to deny the relevant similarity assumption in this version
of Kearns and Star’s argument as well – that is, to deny the assumed similarity between the fact that
the book says that one ought to eat cabbage, and non-fundamental considerations contained in the
book, such as that cabbage helps the digestive system. It doesn’t seem that that the book says that
one ought to eat cabbage is any part of an explanation of why one ought to eat cabbage at all.
Fundamental or not, that the book says that one ought to eat cabbage just doesn’t seem to work as
part of an explanation of why one ought to eat cabbage. That cabbage is good for the digestive
system, on the other hand, does seem to be able to play a role in an explanation of why one ought to
eat cabbage. For one thing, that the book says that one ought to eat cabbage doesn’t seem to
presuppose that it is a known fact that one ought to eat cabbage. To the contrary, it is natural to
think of that fact as a piece of a potential argument towards the conclusion that one ought to eat
cabbage and not as a part of an explanation of the fact that one ought to eat cabbage. On the other
hand, it is natural to bring up the fact that cabbage helps the digestive system specifically when one is
in the business of explaining why one ought to eat cabbage.

The Evidence View 
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absolutely nothing about the exam, studying, or biology upon waking up
on Sunday morning. He notices, however, a note from his dad that enjoins
him to study for his biology exam. Despite the heavy hangover, he
nevertheless manages to infer from this note (correctly!) that he ought to
study for his biology exam. Now comes the crux. From this he then further
infers by an inference to the best explanation that he ought to do his best
in the exam (we assume here that indeed there is no other equally good or
better explanation for him at this point). This case is a problem for the
Evidence view, since the Evidence view predicts that the fact that the
student ought to study for the exam is a reason for him to do his best in the
exam. But this just seems wrong. Schmidt (: ) writes:

But the fact that Henry [e.g. the student] ought to study for the exam is
clearly not a normative reason for him to do his best in it: It does not count
in favor of his doing his best in the exam. If anything, that he ought to do
his best in the exam is a fact that counts in favor of his studying for the
exam, or a normative reason for him to study for the exam

Schmidt further suggests that the fundamental problem that this sort of
example reveals is that the Evidence view misconstrues the symmetry
relations. According to Schmidt, the evidence that one ought to F is
symmetrical in the case of evidence in favour of fundamental ought facts
and in the case of evidence in favour of derivative ought facts. However,
roughly, the normative ‘favouring relation’ between derivative and funda-
mental ought facts is asymmetrical (cf. Schmidt : ). This verdict
seems to speak in favour of views that define reasons as right-makers of
some sort. Without entering into details of the proposed verdict, we can
nonetheless agree that in the exam case, the derivative ought fact (i.e. that
the student ought to study) can be evidence in favour of the [more]
fundamental ought fact that the student ought to do his best in the exam
(the hangover amnesia case illustrates this), while the derivative ought fact
cannot be a reason for one to do the thing ordered by the fundamental fact
(i.e. doing one’s best in the exam). Thus, it is another case where the right-
to-left direction of the Evidence view seems to fail.

 Still other cases of testimonial evidence that one ought to F that don’t amount to reasons to F exist.
In a recent article, John Brunero () proposes two such cases: a case where a reliable book,
written by an expert on Lincoln, says that Lincoln had conclusive reason not to eat cabbage. This
then constitutes evidence that Lincoln ought to have abstained from eating cabbage. Given this, the
Evidence view predicts that the book’s testimony is in itself a reason for Lincoln to have abstained
from eating cabbage. But such a verdict is highly implausible and on the face of it speaks against the
Evidence view. The other case is a case of a friend A telling a friend B that their mutual other friend

 Normative Reasons
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Enabling conditions (again). Another substantial set of worries for the
Evidence view comes from considerations about enabling conditions (and
the worry is similar to a worry we observed earlier for the Reasoning
approach; see Section .). The Evidence view seems to be unable to
distinguish on theoretically well-motivated grounds mere enabling condi-
tions for appropriate F-ing (or enabling conditions for some other facts to
be reasons to F) from genuine normative reasons for one to F. For in
certain situations, enabling conditions may constitute evidence that one
ought to F (especially assuming the increase in probability conception of
evidential support) without constituting reasons to F. A notable illustra-
tion of an argument against the Evidence view of this form within the
recent literature can be found in Brunero () (but see also Fletcher
 for an argument that appeals to a different sort of enablers; see also
Brunero ). Brunero relies on Jonathan Dancy’s insightful discussion
on enablers versus reasons (see Chapter  for details). In particular,
Brunero asks us to consider a case of a promise. Let’s say that I have
promised to F. My promise to F is a normative reason for me to F. But
consider the fact that there is no reason for me not to F. From a pre-
theoretical point of view, this second consideration is not a reason for me
to F. However, this consideration matters in a normative sense. It enables
me to move, in an instance of deliberation, from the fact that I have
promised to F to F-ing (i.e. to move to F-ing in an appropriate/fitting
way); alternatively, it allows me to conclude [appropriately] that I ought to
F (see Brunero : ). The worry is that the Evidence view predicts
that this second consideration, the enabling condition, is a genuine nor-
mative reason for me to F. For, presumably, the probability that I ought to
F, given that there is no reason for me not to F and given that I have
promised to F, is higher than the probability that I ought to F, given
merely that I have promised to F. This is problematic for the Evidence
view, since, as we observed earlier, that there is no reason for me not to
F doesn’t seem to be a genuine reason for me to F.
In more recent writings, Kearns and Star reply to Brunero’s argument

from enabling conditions. Their response is to try to put some pressure on
the assumption in Brunero’s argument that the fact that there is no reason
for me not to F is not a genuine normative reason to F. Their argument

C has a weighty reason to get divorced. That friend A says so does constitute some evidence that
friend C ought to get divorced (at least this seems so on the increase in probability conception of
evidential support). If so, the Evidence view predicts that that friend A tells B that C has a weighty
reason to divorce is a reason for C to divorce. But such a consequence is implausible. The possibility
of such cases is another prima facie reason to reject the Evidence view.

The Evidence View 
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proceeds by considering a different case, where they claim it is natural to
admit that an enabling condition can constitute a genuine reason to F, in
virtue of there being some further facts. Once this is accepted, they argue,
it is difficult to see why the same sort of move cannot be appealed to in the
case of the promise. That is, it is difficult to see, according to Kearns and
Star, why the fact that there is no reason for me not to F cannot count as a
reason to F, given that some further facts about F-ing are in place, in
particular, given that I have promised to F. Consider the following passage
that captures the central aspect of their response to the objection from ‘no
reason not to F’ enablers:

Bob gets depressed by various facts. In particular, Bob gets very depressed
by the fact that he has no reason not to take anti-depressants. Given that
Bob gets very depressed by the fact (when it is a fact) that he has no reason
not to take anti-depressants, the fact that Bob has no reason not to take
anti-depressants (when it is a fact) is a reason for Bob to take anti-depres-
sants. (Kearns and Star : )

The line of thought here seems to go as follows: the fact of the form
‘there is/S has no reason not to F’ is a reason for S to F in the depression
case; the depression case is a standard case (and is sufficiently similar to the
promise case); hence, the fact that one has no reason not to F (e.g. the
promised thing) may be a reason for one to F. Kearns and Star (: )
write: ‘Similarly, we would suggest that the fact that I have no reason not
to Φ can be a reason to Φ in virtue of the fact that I have promised to Φ.’
Thus, according to this response, as I understand it, it can be plausibly
maintained that the fact that I have no reason not to F is not a reason for
me to F, only if it can be shown that this latter fact (i.e. that I have no
reason not to F) is relevantly different from the fact that Bob has no reason
not to take anti-depressants. However, according to this line of thought, it
hasn’t been shown that the two are relevantly different. The parallel here is
supposed to go as follows: as that Bob gets depressed when he has no
reason not to take anti-depressants explains that the fact that Bob doesn’t
have a reason not to take anti-depressants is a reason for Bob to take anti-
depressants, the fact that I have promised to F also explains that that I have
no reason not to F is a reason for me to F (cf. Kearns and Star ).

However, this line of response is unsatisfactory. The major problem
here just is that the rejection of the parallel between the anti-depressants
case and the promise case is theoretically well motivated. Indeed, the two
cases are relevantly different. The fact that Bob gets depressed when he
realises that he has no reason not to take anti-depressants (ceteris paribus)

 Normative Reasons
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explains why Bob ought to take anti-depressants. And this (i.e. the fact
about this deontic explanation) is fundamentally why that Bob has no
reason not to take anti-depressants is a reason (in a sense) for Bob to take
anti-depressants. Nothing similar happens in the promise case. It is simply
not a fact that I promise to F when I realise that I have no reason not to
F. Contrary to the case of being depressed and realising that one has no
reason not to take anti-depressants, there is no connection whatsoever in
this latter case between me realising that I have no reason not to F and me
promising to F. I may well realise that I have no reason not to F but never
even think about promising to F. So, it simply cannot be the case that the
fact that I promise to F when I realise that I have no reason not to F (ceteris
paribus) explains why I ought to F. It cannot be the case because the left-
hand side of the purported explanation is plainly false: it is not a fact that
I promise to F when I realise that I have no reason not to F. That I have no
reason not to F in the promise case is not a normative reason for me to F. It
is crucially different from the fact that Bob has no reason not to take anti-
depressants. Despite having the ‘there is/S has no reason not to F’ surface
form, the fact that Bob has no reason not to take anti-depressants is not a
mere enabling condition. It does speak in favour of Bob taking anti-
depressants. Plausibly it does so in virtue of being part of an explanation
of why Bob ought to take anti-depressants (together with the fact that Bob
gets depressed when he realises that he has no reason not to take anti-
depressants). No such deontic explanation is available in the promise case.
That I have no reason not to F doesn’t speak in favour of me F-ing in the
promise case. Plausibly, this is so because it is not part of an explanation of
why I ought to F. Thus we can conclude that the response from Kearns
and Star to the objection from enabling conditions is misguided. The
Evidence view does seem unable to respect the plausible distinction
between mere enabling conditions and normative reasons.
Moreover, note that the discussion here has been centred only on one

sort of enabling conditions. As we have learned from Dancy, there are
various other sorts of enabling conditions. And these may constitute
further potential counterexamples to the Evidence view. Think for
instance of the fact that a promise was not made under duress. In certain
contexts this fact may well constitute evidence that I ought to respect the
promised thing. However, it would be odd to accept that the mere fact that
the promise was not made under duress is a reason for me to respect the
promised thing. Or think of ability considerations. That I am able to
F may well constitute an enabling condition for a fitting F-ing, and it may
also increase the probability of the claim that I ought to F. Yet it is a

The Evidence View 
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considerable cost for a theory that entails that the mere fact that one is able
to F is a normative reason for one to F.

Undercutting defeaters. Until now our critical discussion has been
focused on the objections to the right-to-left direction of the bi-
conditional of the Evidence view (i.e. the claim that if X is evidence that
S ought to F, then X is a reason for S to F). Objections to this part of the
Evidence view have constituted the majority of objections to the Evidence
view in the literature and we have presented only some of the most
promising ones. Let us now turn briefly to the worries that arise for the
left-to-right part of the Evidence view, i.e. the claim that if X is a reason for
S to F, then X is evidence that S ought to F. The first line of objection to
this part of the view appeals to the existence of undercutting defeaters.
Some considerations might function as a defeater for a piece of evidence
that one has for the proposition that one ought to F, without defeating
one’s reason to F. Consider the following case that may be taken to
illustrate this sort of possibility. You see a toddler drowning in front of
you in a shallow pond as you go through a park. That the toddler is
drowning is clearly a reason for you to jump into the pond. It is also at this
point evidence that you ought to jump in. But now, here is a twist. As you
prepare to jump in, an employee of the park approaches you and says: ‘Oh,
please, don’t! It’s not a child. It’s just a hologram of a child. We are
conducting a social experiment here, measuring the percentage of people
ready to jump in when it appears to them that a child is drowning. Thanks
for your participation and sorry for any distress caused’. Arguably, this new
information functions as an undercutting defeater for you. That a child is
drowning in front of you is no longer evidence for you that you ought to
jump into the pond. Now, the twist is that the employee didn’t tell the
truth (we can fill in the details in more or less evil ways: the employee is a
sadistic serial killer, or alternatively they are indeed conducting a social
experiment, but as it happens by an incredible and unlucky turn of events
there is a real child in the place of the hologram in the pond today). In
such a dramatic scenario, that the child in front of you is drowning is still a
reason for you to jump in, but arguably it is not a piece of evidence for you
that you ought to jump in. Even more can be said: the fact that you see a
child drowning (even if you don’t know that a child is drowning) is a
reason for you to jump in, but not a piece of evidence for you that you
ought to jump in.

Now, Kearns and Star might reply that what happens in the case of
undercutting defeaters is that while the new information defeats one’s
evidence – that is, in our case, the testimony from the employee effectively
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makes it the case that you no longer have evidence that a child is drowning
in front of you – there is still a sense in which that the child is drowning in
front of you is evidence that you ought to jump into the pond. And it
might even be maintained that there is a sense in which that you see a
drowning child is evidence that you ought to jump in. It is evidence,
according to this line of thought, in a more objective, reliable indicator
sense of evidence. Also, they might insist that, given some further speci-
fication about the relevant background information, that a child is drown-
ing in front of you does increase the probability that you ought to jump in,
even if you don’t know that the child is drowning.
The problem with this move, however, is that it appears arbitrary, or

even incompatible, given Kearns and Star’s other theoretical commit-
ments. A major selling point of the Evidence view was that it was said to
accommodate perfectly the guidance function of reasons in reliable/good
reasoning (see in particular their argument from the role of reasons in
deliberation; Kearns and Star : –). In other terms, reasons
have a function of guiding one to justified actions and attitudes through
reasoning. Now, if the normative reason for you to jump into the pond in
our case corresponds to a piece of objective evidence (e.g. reliable indica-
tor), then we may ask how the guidance function of reasons that Kearns
and Star have advertised can be really satisfied. It is well known now that
the concept of evidence, as we typically understand it both in common
usage and in theoretical practice, is associated with various roles or func-
tions. Timothy Williamson identified three crucial functions of our ordi-
nary concept of evidence as (i) the function of ruling out hypotheses that
are incompatible with it; (ii) playing a role in inferences to best explana-
tion; and (iii) playing a role in probabilistic reasoning (see Williamson
: –). Thomas Kelly () goes a step further and suggests
that the four main functions that we associate with evidence stand in
tension. According to Kelly, it is doubtful that any single sort of thing
could play all of the roles that we standardly associate with evidence. In
particular, and of most interest for our present discussion, Kelly argues that
one and the same sort of thing cannot always play the role of justifying
evidence and at the same time the role of reliable objective indicator evidence.
The relevant point for us is that Kearns and Star do insist on the
justificatory function of evidence in the guidance of reasoning; this is what
allows them to claim that their view accounts for the guidance role in
reasoning of reasons. But if Kelly’s suggestions are on the right track, this
would rule out, on the pain of accepting an incoherent conception of
evidence and reasons, that reasons on their account can also correspond to
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the more objective, reliable indicator sense of evidence. In short, insisting
that in the pond case the relevant unknown fact that there is a child
drowning in the pond is still evidence that you ought to jump in stands in
tension with the professed claim of Kearns and Star that their account of
reasons fully respects the guidance in good reasoning, that is, the justifying
function of reasons.

Moore-paradoxical considerations and self-undermining beliefs.
Another set of worries that the Evidence view shares with the Reasoning
view of reasons comes from Moore-paradoxical considerations and self-
undermining beliefs. We have seen above (cf. Chapter ) that these cases
appear problematic for the views that define reasons as (fitting) premises in
good/fitting patterns of reasoning. Here is how these cases also cause
trouble for the Evidence view. Consider first the following Moore-para-
dox-style affirmation: (m) ‘the building is on fire but John doesn’t believe
that the building is on fire’. We argued above (cf. Chapter ) that
considerations of the form (m) can be reasonably taken to be a reason
for one to F in a sense. In this case, (m) can be reasonably taken to be a
reason for John to investigate/check/reconsider etc. the state of the
building (more precisely, consider the hypothesis (h) ‘the building is on
fire’). It does appear to speak in favour of John’s checking the state of
the building. Here, I would like to suggest that (m) is not evidence
for John that he ought to check the state of the building (e.g. reconsider
the hypothesis h). More specifically, (m) is not evidence that John
ought to check the building, if we endorse Kearns and Star’s proposal
that a central function of evidence is to guide one’s reasoning towards
justified F-ing. The following quotation sums up that apparent
commitment:

Premise () [of the Deliberation Argument] says that evidence that an agent
ought to φ can help this agent conclude that she ought to φ. The plausibility
of this idea stems from the very notion of what it is for a fact to be evidence
for something. We use evidence precisely to work out which propositions
are true. If a fact is evidence that one ought to φ, then such a fact is able to
help an agent conclude that she ought to φ. [. . .] If the agent is reasoning
well, she can use this fact to conclude that she ought to φ on those occasions
she ought to φ. (Kearns and Star : )

 One might also think that there is a distinct objection to the evidence view coming from the higher
order defeat cases applied to normative reasons. Working out the details of this objection will be left
for another occasion.

 Normative Reasons
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They also write:

We conclude, then, that reasons to φ are evidence that one ought to φ and
that evidence that one ought to φ is a reason to φ. This is equivalent to RA.
Because a fact’s being able to play a certain important role in practical
reasoning is both necessary and sufficient for this fact to be a reason and for
it to be evidence, we conclude that reasons are evidence. (Kearns and Star
: )

Elsewhere they also commit themselves to the specific characterisation
of evidence as facts that can be knowable:

More plausibly, a fact can be evidence only if it is knowable. There is
evidence that P only if someone is able to have this evidence. (Kearns and
Star : )

I take these passages to constitute sufficient evidence for the claim that
Kearns and Star are committed to the understanding of evidence according
to which a consideration that is a piece of evidence for a subject has to be
able to play a role in one’s practical reasoning, and, in particular, it has to
be able to guide one’s practical reasoning towards a justified F-ing (e.g. one
has to be able to F on the basis of evidence and be able to do it justifiably).
And this sort of thing, evidence as knowable and being able to guide us

in the specific way, is precisely what we don’t have in Moore-paradoxical
cases. The Moore-paradoxical considerations are not able to guide one’s
reasoning towards justified F-ing. One cannot F on the basis of the Moore-
paradoxical considerations. At the heart of the paradox lies the very fact
that the subject of Moore-paradoxical beliefs cannot know the Moore-
paradoxical consideration. John cannot know [that the building is on fire
but he doesn’t believe that the building is on fire]. Knowing one of the
conjuncts of ‘the building is on fire but John doesn’t believe that the
building is on fire’ would undermine the truth of the other. Thus, given
Kearns and Star’s understanding of evidence, Moore-paradoxical consid-
erations cannot be evidence for one that one ought to F, and yet, plausibly
enough, they are still reasons in a sense for one to F.
Similar considerations apply for self-undermining beliefs. Consider: (d) ‘I

just took a drug that erased all my memories of the last  minutes’. It seems
that (d) can well be a reason for me to suspend judgment about what I did
during the last  minutes. But, again, I cannot use (d) in my reasoning
towards suspending judgment about what I did during the last  minutes. It
seems that (d) cannot play a role in reasoning that Kearns and Star expect
evidence to be able to play. Hence, (d) seems to be a reason for me to
suspend judgment without being evidence for me that I ought to suspend
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judgment about what I did during the last  minutes. Thus we have
identified another sort of case where pace the Evidence view, a consideration
can be a reason to F without being evidence that one ought to F.

These critical considerations lead us to a somewhat more general obser-
vation about the Evidence view, an observation that points to a more
fundamental flaw within this approach. The Evidence view faces many if
not all of the problems of the Reasoning view of reasons that we have
discussed above (and some additional ones as well). A natural thought at
this point is that the Evidence view just is a variation of the Reasoning
view. This interpretation is supported by the above observation about the
central aspects of evidence according to Kearns and Star. It is implicit in
much of Kearns and Star’s theorising. They clearly think that an important
and good thing about their view is that it can account for the intuitive
feature of normative reasons in guiding one’s deliberation/reasoning
towards an overall-ought (Kearns and Star : –, ). Thus
a reasonable interpretation of the Evidence view is that it is a version of the
general Reasoning approach to reasons.

Daniel Star () actually explores the topic of the compatibility of the
Evidence view with Jonathan Way’s version of the Reasoning view. Star
thinks that the Evidence view is superior to the Reasoning view, given that
it appeals to a more easily graspable, more robust notion of ought, as
compared to the notion of fittingness that figures centrally in Way’s version
of the Reasoning view. Note, however, that the purported difference in
this respect might be more artificial than Star seems to think it is. For
fittingness just is, as we saw above, the property of F-ing that complies
with an ought. Thus a fitting action just is an action that one ought to do.
If so, the difference between the Evidence view and the fittingness version
of the Reasoning view really seems to be a minimal one, if any. Now,
realising that the Evidence view just is a version of the Reasoning view
allows us to see a central flaw in the view. As is the case with the Reasoning
approach in general, the Evidence view focuses on one of the functions of a
common-sense notion of being a reason to act or have an attitude, at the
expense of another crucial function of our common-sense notion of a
reason to act/have an attitude. It focuses on the role of reasons in reasoning
and guiding towards justified F-ing at the expense of the role of reasons in
making F-ing fitting or more specifically explaining why one ought to F.

At any rate, even if my suggestion that the Evidence view reduces to a
version of the Reasoning view is wrongheaded, the above objections stand.
And many of the same problems that the Reasoning view faced also apply

 Normative Reasons
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to the Evidence view – which should lead us to investigate the prospects of
alternative options in our attempt to define normative reasons.

. Concluding Remarks

In this chapter we have seen another major approach within the recent
debates about the nature of normative reasons. We have presented Kearns
and Star’s influential Evidence view of reasons, according to which a fact is
a reason for one to F if and only if that fact is evidence for one that one
ought to F. We rehearsed some of the main positive arguments in favour of
the view. And we then spent some time exploring the pitfalls of this
original proposal. At the end of the day we concluded that it is reasonable
to see the Evidence view just as another version of the Reasoning view of
reasons. Thus the substantial worries that we identified with the Reasoning
view re-surface with respect to the Evidence view as well.
Can someone sympathetic to the Evidence view try to provide a

different version of a view that maintains the insights of thinking about
reasons in terms of evidence but still avoids its problems? I haven’t shown
that this cannot be done. And indeed some recent proposals might be
more promising in this respect than Kearns and Star’s original view (see,
for instance, the view presented and defended in Whiting ).
Unfortunately, however, a full-blown analysis of further variations of the
Evidence view lies beyond the framework of the present discussion. At this
point, I would like only to suggest that, given the poor track record of
existing monist reductionist views, the views that appear to be close to
either a version of the Reasoning view or a version of explanationist views
might not be the most promising alternative to explore. I would like to
suggest that we rather focus on a radically different proposal, a view that
doesn’t commit itself to the idea that there is only one sort of normative
reasons and that it should be understood either to be more like a [fitting]
premise in good reasoning or more like an explanation of why one ought
to F/why it would be good for one to F. Rather, the alternative, towards
which I would like to turn now, combines the best insights from both of
these general views without inheriting their respective pitfalls. Without
further ado let us now turn to our positive proposal about
normative reasons.

The Evidence View 
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     

New Proposal
The Erotetic View

. Taking Stock

The purpose of the present chapter is to elaborate and motivate a new
account of normative reasons. The view in question takes on board the
insights from the views discussed earlier. In particular, it relies on the pre-
theoretically plausible claims that (i) reasons, in a sense, are somehow
connected to reasoning and (ii) reasons, in a sense, are somehow connected
to explanation. Before going into details of the view, however, let us
take stock.

We began with a pre-theoretically plausible assumption that reasons are
considerations that speak in favour of an action or an attitude (cf. Scanlon
). So, for instance, if I promised my friend to come to the party at his
place tonight, then my promise – that is, the fact that I promised – is a
reason for me to (intend to) go to his place tonight. Or if Michael tells me
that he saw Thomas at the concert last Wednesday, Michael’s testimony is
a reason for me to believe that Thomas went to the concert.

We also agreed that reasons in this sense are normative and have to be
distinguished from considerations that are mere bases on which we act or
form/maintain an attitude. In this sense, reasons for one to F (e.g. to act or
to hold an attitude) are to be distinguished from reasons for which one acts
or holds an attitude. Our focus is on the former, the normative, and not on
the latter, the motivating, reasons.

A fundamental question in the debate on reasons is whether there is
anything more substantial and positive that can be said about normative
reasons. This is also the guiding question of the present work. In the stage-
setting chapter (Chapter ), we assumed that the reasons-first approach (cf.
Scanlon ; Schroeder ; Skorupski ; Parfit ), according to
which we cannot say anything more substantial – for example, analyses
about normative reasons (by appeal to normative properties) than the
aforementioned mere characterisation but can appeal to reasons in


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defining/explaining other normative notions – is problematic. For one
thing, the reasons-first programme cannot really avoid the so-called wrong
kind of reasons problem. Part of the reasons-first programme is a buck-
passing account of value, according to which values are defined/explained
in terms of reasons. For instance, according to this account, that someone
is admirable just amounts to there being sufficient reasons for one to
admire the person. The buck-passing account is an important part of the
reasons-first approach since it is supposed to show how reasons are more
fundamental than values. However, as the wrong kind of reasons problem
shows, there are cases where one seems to have considerations speaking in
favour of admiring someone while, clearly, the person in question is not
admirable (e.g. a demon who threatens to kill everyone unless one admires
it; cf. Rabinowicz and Rønnow-Rasmussen ). The problem is that in
order to explain why the threat is not a reason, while still being a
consideration that speaks in favour of admiring the deplorable person
(i.e. the demon), a proponent of the reasons-first programme undermines
her account by accepting that there has to be, after all, something more
substantial that can be said about reasons in order to distinguish these from
considerations that merely speak in favour of F without being reasons. In
other words, it is unclear how one can maintain at the same time the idea
that normative reasons are undefinable and fundamental while also avoid-
ing the counterintuitive consequences of the wrong kind of reasons
type situations.
Moreover, it has been increasingly acknowledged that the reasons-first

approach is less parsimonious than its alternatives, and hence, if a viable,
more parsimonious account of reasons becomes available, it should be
preferable to the reasons-first view. A recent wave of reasons anti-
fundamentalism doubts the need for an undefinable notion of reasons as
a mysterious entity in the normative realm.
The bulk of the present work, then, was to explore the most promising

reductionist alternatives to the reasons-first approach, according to which
normative reasons can be reduced to a combination of some normative
property and other elements. We have classified the existing reductionist
views into two categories. The difference between the two amounts to how
exactly the ‘other elements’ are understood here. Two competing views
seem to emerge. According to the approach of the first broad category, the
other elements here appeal to the function of reasons in reasoning. Thus,
according to this sort of approach, r being a reason for one to F just
amounts to, roughly, r being part (of a premise) of good/fitting/appropri-
ate [depending on the preferred normative property] reasoning for S that
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concludes in F-ing. According to the second broad category, normative
reasons roughly are parts of an explanation of why one ought to F (or why
it’s fitting for one to F) or, alternatively, it is an explanation of why
promoting F-ing would be good/valuable/fitting.

In assessing the existing views, we have been guided by what many take
to be constraints on or desiderata for a plausible account of normative
reasons. Some of these desiderata are implicit in the debates. Different
authors focus on different aspects of these. Here is a brief reminder about
what might be seen as the main desiderata for a theory of normative
reasons in the literature. First, a theory of normative reasons should be
extensionally adequate. That is, a theory of normative reasons should
count as normative reasons all and only considerations that are normative
reasons. This, of course, raises the question of how we should go about
determining what counts and what doesn’t count as a normative reason.
The risk is that in assessing whether something is a normative reason, we
are already influenced by our background theory of normative reasons and
so we don’t have a theory-neutral ‘method’ for establishing what counts
and what doesn’t count as a normative reason. A promising proposal here
is to focus on the pre-theoretic, rough characterisation of reasons to F as
considerations that count in favour of F-ing (see Scanlon ). Thus, a
plausible theory of normative reasons should fit our pre-theoretical judg-
ments about considerations that speak in favour of F-ing.

Second, a viable theory of normative reasons has to respect the
motivating–normative reasons distinction while also being able to explain
their supposed connection. Often this is taken to imply that there has to be
some sort of connection between reasons and reasoning, as we saw in
Chapter .

Third, a theory of normative reasons has to be tolerant/general enough.
That is, it has to apply to reasons to act, but also to reasons to believe, to
fear, and other attitudes.

Fourth, the most economical theory is to be preferred. In other words, a
simpler theory (i.e. a theory that appeals to a lesser number of entities and
principles) that can explain all reasons (reasons to act, to believe, to fear,
etc.) is, ceteris paribus, preferable to more complex views.

Fifth, a theory of normative reasons has to respect the ‘currency’ aspect
of reasons. Namely, it has to fit well with the observation that normative
reasons are useful tools for rough, prima facie characterisation of normative

 I take the idea of extensional adequacy being a constraint on a theory from a recent article by Dutant and
Littlejohn (on a somewhat related topic of epistemic defeat); cf. Dutant and Littlejohn ().
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notions in a domain. Think, for instance, of the naturalness of describing a
moral ought in terms of what one has most (moral) reasons to do (which is
not to say that moral oughts can be fully reduced to what one has most
(moral) reasons to do). According to Parfit (: ), ‘[i]n the conflict
between [. . .] various [meta-ethical] theories, reasons provide the decisive
battlefield’. This can be understood as a claim that whether, say, natural-
ism is the right normative theory can be determined by debating the nature
of normative reasons. We need not be reasons-first proponents to accept
the general point that reasons seem to have this ‘currency’ aspect that
enables us to express (roughly) and debate various normative theories in
somewhat neutral terms. The currency aspect is also illustrated in the
context of domain-specific debates. For instance, appeal to normative
reasons seems to allow us to present clearly the possible view of pragma-
tism in epistemology (as opposed to evidentialism). Arguably, this cur-
rency aspect can also be understood as the idea that reasons have to be
somehow connected to the explanation of normative properties/facts. If
there are explanations of why, say, one ought to F, then, plausibly, such an
explanation is best provided in terms of normative reasons.
Sixth, a theory of normative reasons is supposed to respect the ‘gradable’

aspect of normative reasons. It is easy to observe that reasons admit of
comparisons, combinations, outweighing, and so on (for example, my
promise to go to the party is a ‘weightier’ reason than my desire to
binge-watch BoJack). Many think that this comparative aspect is best
captured by the talk of ‘weight’ of reasons or, at any rate, by an appeal
to some sort of scale and the idea that reasons are scalar properties.
In the previous chapters, Chapters –, we have seen how exactly the

Reasoning view and the Explanation view cope with the aforementioned
constraints/desiderata. We have seen that the best versions of both
approaches fit easily with some of the constraints, while failing to respect
others. So, for instance, versions of the Reasoning view can account
straightforwardly for the motivating–normative reasons connection and
distinction (the reasons–reasoning connection is at the very core of that
approach). They are also tolerant and economical (and, arguably, can deal
with the currency aspect). Yet they (at least some of them) have a hard time
accounting for the gradable aspect of reasons. Some sophisticated accounts
manage to deal with outweighed reasons, and yet the more fundamental
question of what the ‘weight’ of reasons amounts to exactly remains largely
unexplained by even the most promising versions of the
Reasoning approach.

New Proposal: The Erotetic View 
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The Explanation views are tolerant and economical, and they respect
the currency aspect. They also respect, at least on the face of it, the
gradability aspect. But they are not really apt to account for the reasons–
reasoning connection.

Moreover, neither the Reasoning approach nor the Explanation
approach fully manages to respect the extensional adequacy constraint.
They both, in their own ways, over-generate and under-generate norma-
tive reasons. The Reasoning approach has a hard time explaining why mere
enabling conditions (e.g. that one is able to F) and entailing conditions
(e.g. that one has a reason to F) are not normative reasons. It also predicts
that some considerations that speak in favour of F-ing are not normative
reasons (e.g. Moore-paradoxical considerations and self-undermining
beliefs). The Explanation views that distinguish pro toto from pro tanto
reasons as sorts of explanation of why one ought to F, but accept that both
are considerations that count in favour of F-ing, are bound to double-
count reasons that there are for one to F. They also predict that consid-
erations that don’t seem to speak in favour of F-ing are nonetheless partial
explanations of why I ought to F (e.g. against-F considerations in weighing
explanation of why one ought to F). Other versions of the Explanation
approach (e.g. value-based versions) have a hard time explaining how there
might be normative reasons for attitudes (e.g. on some of these views, there
are no reasons to fear, or to be happy, and they have difficulties in
explaining reasons to believe). They predict that there are no reasons
where our pre-theoretical judgments imply the contrary and thus they face
the ‘right kind’ of reasons problem. Thus, we have seen that both the
Reasoning approach and the Explanation approach in their most promis-
ing forms capture important aspects of our pre-theoretical notion of
reasons, while both also have some substantial and, in my view,
insurmountable difficulties.

This dialectical situation, then, leads us back to square one. We had
better not accept reasons-first and look for a plausible reductionist account,
but, at the same time, we don’t have any satisfying reductionist account
available. The best existing reductionist accounts of reasons are problem-
atic. Is there any other viable approach to reasons available at all? At this
point, one might think that we should really be sceptical about reasons
altogether. One might be tempted at this point to endorse an eliminitivism
about normative reasons. One can observe that there is no one single thing
that would respect all the constraints/desiderata that philosophers have
imposed on normative reasons. There is no one single sort of thing that
could satisfy all the supposed functions of the concept of normative reasons.

 Normative Reasons
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Thus, an eliminitivist might conclude that it’s not really meaningful to talk
about normative reasons. On such a view, there are no normative reasons,
reducible or not. Talk about reasons just is not meaningful on such an
extreme approach.
In this chapter, I propose to elaborate a view that avoids such a radical

eliminitivist/sceptical conclusion while sharing some of its premises.
I agree with the eliminitivist on the observation that there is no one single
sort of thing that corresponds to normative reasons. Indeed, we should
reject the monist assumption that dominates the debate about normative
reasons. And yet we should not be eliminitivists. It’s still meaningful to
talk about normative reasons. On the view elaborated a little further, there
are two fundamentally distinct and yet somehow connected sorts of
normative reasons – connected in that both are normative reasons. There
is a unified element of the two that has been overlooked in the debates. But
this element is essential to understanding reasons and to understanding
why the two sorts of normative reasons are indeed two species of a genus.
The key element of our account is a shift in the focus on normative
questions and reasons as possible answers to a normative question. The
aim of the next section, Section ., is to put the new proposal on
the table.

. The Erotetic View of Reasons

According to the view developed in this chapter, a normative reason to
F is, roughly, a possible appropriate answer to the normative question
‘Why F?’. This view, I suggest, is able to respect the desiderata/constraints
on a theory of reasons, introduced earlier. It integrates the best aspects of
both the Reasoning and the Explanation views while avoiding their respec-
tive pitfalls. Before looking at the details of the view and the arguments in
its favour, let me take a step back and describe two major insights on
which the present account builds.
The first insight comes from Pamela Hieronymi’s treatment of reasons.

In her influential paper on the wrong kind of reasons problem, Hieronymi
() notes that we should approach the question of what reasons are by
focusing on reasons as considerations that bear on a question. According to
Hieronymi, the reasons-first view about reasons cannot be maintained.
The reasons-first proposal that reasons just are considerations that count in
favour of an action or an attitude generates robust ambiguity in certain
sorts of cases. The problem, according to Hieronymi, is that the pro-
ponents of the reasons-first approach are focusing on the wrong kind of

New Proposal: The Erotetic View 
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relation in characterising reasons. Instead of thinking of reasons (exclu-
sively) as considerations that count in favour of an action or an attitude,
Hieronymi (: ) suggests that ‘we would do better to think of a
reason as a consideration that bears on a question’. Now, as we saw earlier
when we classified Hieronymi as a proponent of the Reasoning view, she
also thinks that reasons are things that play a role in reasoning. She writes:
‘To start reflection, we can note that, most generally, a reason is simply an
item in a piece of reasoning’ (Hieronymi : ). Hence, the relation
of bearing on a question, according to Hieronymi, is to be understood in a
reasoning-centred sense. The bearing on a question relation that captures
normative reasons, according to Hieronymi, is a relation of bearing on a
question that one aims to answer in a piece of reasoning (or deliberation).
Bearing on a question is closely related, if not equal, to bearing on a
conclusion (of reasoning), according to Hieronymi (: , fn ):
‘One could say [that a reason is], “a consideration that bears on a conclu-
sion.” I do not think there would be any relevant difference [between this
proposal and the claim that a reason is a consideration that bears on a
question], though I find the idea of answering a question more intuitive for
capturing the activities of rational agents’. Now, the relevant point for us,
the foundational insight for our new account, is that we can take on board
Hieronymi’s point about reasons being considerations bearing on a ques-
tion without accepting her other point about reasons always being items in
a piece of reasoning. How exactly this can be done will appear more clearly
in what follows.

The second insight on which the present account builds comes from a
well-known, indeed classic, observation in theory of argumentation, infor-
mal logic, and rhetoric. According to this observation, a ‘Why?’ question
can be interpreted in at least two different ways. When someone asks ‘Why
is such and such the case?’, one may be in the business of asking for an
explanation of why such and such is the case, or, alternatively, one may be
in the business of asking for an argument for why such and such is the case.
For a locus classicus on this distinction, see Whately’s erotetic logic (cf.
Whately , ; see also Prior and Prior  on Whately’s erotetic
logic). For example, when one asks why dolphins are not fish, one may be
in the business of asking for, say, an evolutionary explanation of how
swimming mammals evolved and so on. In such a case, typically, one is not
challenging the assumption that dolphins are indeed not fish. One is only
asking for an explanation of this fact. Presumably, in most typical cases,
the aim of asking for an explanation is to gain a better understanding of the
relevant fact (except, of course, in the context of exams, quizzes, and

 Normative Reasons

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


suchlike). Alternatively, one may ask the question ‘Why are dolphins not
fish?’ in a more challenging way. By posing such a question, one may ask
for an argument that would establish and support the conclusion that
dolphins are not fish. In such cases, one is typically challenging the relevant
supposition. In our case, one would be asking in such a context for
premises that deductively, inductively, probabilistically, or abductively
would support the conclusion that dolphins are not fish. A proper answer
to this reading of the ‘Why are dolphins not fish?’ question might consist,
for example, in one replying that dolphins are not fish because they are not
cold-blooded, because they are mammals, or because that’s what biologists
have shown to be the case. In short, every ‘why is such and such the case?’
seems to be interpretable as either an explanation-requiring question or an
argument/reasoning-requiring question.
This observation is closely linked to a well-known distinction in phi-

losophy of science, namely the orthodox assumption that there is a
substantial distinction between explanations and arguments/reasoning.
Pace Hempel (cf. Hempel ) and logical positivists, it is widely admit-
ted that scientific explanations and scientific arguments/reasoning are not
the same. One well-known argument comes from Salmon (), who
notes that while one can, in principle, add any number of true premises to
a sound argument without spoiling it, the same cannot be done in the case
of an explanation (see also Section . for a discussion). An explanation
containing, say, irrelevant but true claims (say, necessary truths) is not as
good as a simpler explanation that doesn’t appeal to the irrelevant truths.
For a recent treatment of the distinction in the theory of argumentation,

see McKeon (), who interestingly enough sees the distinction between
explanation and argument as less substantial than has sometimes been
assumed in the post-positivist literature. Interestingly, the common ele-
ment between explanation and arguments for McKeon is that they both
offer reasons: ‘For purposes of this paper, arguments and explanations are
taken to be products of reason-giving activities: in presenting an argument
or an explanation, one gives reasons for a proposition’ (McKeon :
). Another interesting observation is that McKeon doesn’t doubt at all
the distinction between the speech acts of explaining and the speech acts of
arguing, which is, again, entirely in accord with what we suggest here.
It has to be stressed that the explanation–argument distinction is not

limited to the scientific domain only. It seems pretty commonsensical to
assume that there are two distinct speech acts involved here. The speech
act of explaining anything seems to be quite different from the speech act
of arguing (presenting a pattern of reasoning/argument). One is in a

New Proposal: The Erotetic View 
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different sort of linguistic business when one is aiming for one’s interloc-
utors to understand something and when one is in the business of aiming
to convince one’s interlocutors of something. These are distinct intentions,
corresponding to two distinct speech acts: explaining versus arguing (pre-
senting premises in an argument/pattern of reasoning).

Now, putting together these two aforementioned insights – that is,
question centrality and the explaining–arguing distinction – a new pro-
posal about normative reasons emerges. On this account, normative rea-
sons are to be understood as appropriate answers to the normative ‘Why
F?’ question in one or the other of its possible readings (as per usual ‘F’
stands for verbs referring to actions or attitudes that can have reasons in
their favour). Hieronymi is right in focusing on questions in thinking
about reasons. But her account fails to integrate the crucial observation
that some instances of questions require as an answer an explanation, while
others require an argument/reasoning. Once we integrate this observation
about the duality of ‘Why?’ questions, a new version of a question-centred
(erotetic) account of normative reasons emerges. To see the view in detail,
let us start by putting on the table a succinct general statement of the view:

The Erotetic View of Reasons: For that p to be a reason to F for S is for that
p to be (a part of ) the content of an appropriate answer to a (S directed)
question ‘Why F?’.

This formulation needs some unpacking and further specifications. The
first thing to note is that for a consideration to be a normative reason on
this account, it has to be (a part) of the content of a response to a question,
but it is not required that the response has been actually given or even
entertained by someone. It is not required that the question be actually
asked by anyone. There only needs to be an appropriate response to the
relevant ‘Why F?’ question. We are focusing on questions and possible
responses as context-sensitive abstracta. A subject need not be aware that
there is any possible ‘Why F?’ question directed at her. (In this respect,
the proposal here is similar to the proposal of the proponents of the
Reasoning view; cf. McHugh and Way  who suggest focusing on
the patterns of reasoning, the abstract entities.) We could similarly say that

 The ‘S-directed’ clause is supposed to capture the fact that the subject of the question is S. That is,
the question ‘Why F?’ is about S’s potential F-ing. Note that one can pose the ‘Why F?’ question
(concrete question asking) to someone about someone else. That is, A may ask a question to B about
the standing of S’s potential F-ing. Of course, S can also ask the ‘Why F?’ question about herself to
herself (or to someone else). The relevant point for us is the abstract question (the pattern of the
question) ‘Why F?’ that is about, involves S, independently of whether anyone is concretely aware of
there being such a question. This is the sense of ‘S-directed’.

 Normative Reasons
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the focus here is on patterns of questions, not the concrete pieces, episodes
of asking questions. So, for instance, that there is a drowning child in the
pond next to me is a reason for me to jump into the pond. I may be
unaware of the fact that there is a drowning child in the pond. Thus,
arguably I don’t possess the reason to jump into the pond. Yet this doesn’t
change that that a child is drowning next to me is a reason for me to jump
into the pond. The present proposal can account for this aspect easily:
there is a normative question that can be addressed to me, namely ‘Why
jump in the pond?’ and that the child is drowning in the pond is an
appropriate response to at least one reading of the question. That no one
concretely asks me this question doesn’t alter the fact that there is a
question that someone could ask me: ‘Why jump in the pond?’
The aforementioned statement of the view appeals to ‘Why F?’

questions. But we should not put too much weight on the exact formu-
lation of the question. As far as I can see, nothing substantial would be lost
if we paraphrased the question in the statement of the view as ‘Why
should/ought S to F?’ question. In what follows, I take ‘Why F?’ as
addressed to S to be roughly equivalent to ‘Why should/ought S to F?’

We’ve observed earlier that ‘Why?’ questions admit of two distinct
readings. Consequently, there are two distinct possible appropriate ways
to answer ‘Why?’ questions. Plugging this observation into our account of
normative reasons, we now have a consequence that there are two possible
readings of the normative ‘Why F?’ question and consequently two distinct
ways to answer the normative ‘Why?’ question. Let’s start with questions.
According to one reading of the ‘Why F?’ question, the addressee is

required to provide (or to point to) an explanation of the normative fact,
namely of the fact that the subject of the question should/ought to F. One
cannot provide an explanation of X unless X. Thus, the ‘Why F?’ question
on this reading presupposes that it is the case that the subject of the
question ought to/should F. In conversational contexts where this reading

 As noted earlier, ‘F’ here is a placeholder for action or attitude verbs. But note, also, that we may
want to maintain that we are talking about normative reasons without appealing to an action or
attitude verb, but by using, say, an adjective instead. For example, one may ask things like ‘Why is
BoJack unforgivable?’. ‘Unforgivable’ is an adjective, and hence, on the face of it, restricting ‘F’ in
our account to verbs only may appear problematic. For one may think that the question ‘Why is
BoJack unforgivable?’ requires a statement of reasons as a proper answer. However, I think the
problem is not really a substantial one. For constructions like ‘Why is BoJack unforgivable?’ can be
naturally transformed into constructions using verbs. For instance, it is natural to understand this
question as a question: ‘Why should one not forgive BoJack?’ or: ‘Why should one think that BoJack
cannot be forgiven?’. Alternatively, we can easily amend the formulation of the view to include
adjectives and their referents without altering the substance of our proposal.

New Proposal: The Erotetic View 
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is the relevant one, both the addresser of the question and the addressee
take it for granted that the subject of the question ought to/should F. That
the subject ought to F is not challenged and stands in no need of defence.
The addresser of the question is asking for an explanation of what makes it
the case that(alternatively, on what grounds) the subject ought to F. In
standard explanatory ‘Why F?’ contexts, the addresser of the question aims
to arrive at a better understanding of the normative fact that S ought to F.

According to the other reading of the ‘Why F?’ question, the addressee is
required to provide a (appropriate) premise of a good argument/pattern of reasoning
that would support as a fitting conclusion S’s F-ing or the claim that S ought to
F. Roughly, in contexts of conversation where this reading is the relevant one,
the addresser of the question is asking for any (appropriate) consideration that
S could use in a sound reasoning towards S’s F-ing (the conclusion that S ought
to F). The ‘Why F?’ question on this reading doesn’t presuppose that it is the
case that S ought to F. That is the thing that needs to be shown to be the case.
Typically, the addresser of the question is either challenging or in a position to
challenge the claim that F-ing isfitting (or that S ought to F). Arguably, in typical
contexts of conversation where this reading of the ‘Why F?’ question is the
relevant one, the addresser aims to know whether S ought to F or not by asking
for an argument that would support such a conclusion.

This dual life of the ‘Why F?’ question leads naturally to the view that
there are two distinct sorts of appropriate answers to the ‘Why F?’ question.
One way (pattern) is to provide an appropriate answer to the explanation-
requiring reading of the ‘Why F?’ question. The other way (pattern) is to
provide an appropriate answer to the argument/reasoning-requiring reading
of the ‘Why F?’ question. These are distinct ways (patterns) of replying,
since, as we have seen earlier, providing an explanation and providing an
argument are two distinct things (corresponding to two distinct speech acts).

Given these specifications, we can provide a more explicit statement of
the Erotetic view of normative reasons:

The Erotetic View of Reasons (explicit): For that p to be a reason to F for
S is for that p to be either (a) (a part of ) the content of an appropriate
explanation providing (pattern of an) answer to a (S directed) question
‘Why F?/Why ought S to F?’ in its explanation requiring reading; or (b) the
content of an appropriate premise in a good argument/reasoning providing
(pattern of an) answer to a (S directed) question ‘Why F?/Why ought S to
F?’ in its argument/reasoning requiring reading.

We can also read the first rough statement of the aforementioned
Erotetic view as a way to point to the common element in considerations
that count as normative reasons, and the second, more explicit statement

 Normative Reasons
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as a way to specify the exact differences between the two sorts of
normative reasons.
Finally, a very general comparison to the existing approaches is in order

(we will see more specific comparisons in a moment). The Erotetic view
agrees with the reasons-first view that the best way to pre-theoretically
characterise normative reasons is by focusing on considerations that speak
in favour of F-ing, something that we seem to be able to grasp without a
theory. This is the best way to be clear about the phenomena that we are
interested in theorising about. Yet the Erotetic view rejects the reasons-first
presupposition that normative reasons cannot be explained/defined in
more basic terms. There is a reductionist account of reasons available;
hence, reasons are not prime. The Erotetic view agrees with the
Explanation approach in that normative reasons are, in a sense (parts
of ), explanations of deontic facts (e.g. that S ought to F). Yet the
Erotetic view disagrees with the Explanation approach in that it doesn’t
assume that normative explanatory reasons are the only sort of normative
reasons. The Erotetic view agrees with the reasoning reductionist approach
in that normative reasons are, in a sense, contents of premises in good
patterns of reasoning. Yet the Erotetic view disagrees with the Reasoning
approach in that it doesn’t assume that normative reasoning reasons are the
only sort of normative reasons. The Erotetic view agrees in a sense with the
reason sceptics/eliminitivists that there is no one single notion of norma-
tive reasons that could play all the theoretical roles that one might think
are the roles of our common-sense concept of reasons to act/have an
attitude. Yet the Erotetic view disagrees with the sceptics/eliminitivists in
that this would show that the very concept of normative reasons is inco-
herent or that there is no meaningful way to appeal to it in our (meta-)
normative theorising. According to the Erotetic view, there is a common
core in the two sorts of normative reasons, and this common core makes it
the case that we are not lumping together two completely unrelated
concepts under a common label of ‘normative reasons’. The common core
is that of being an appropriate answer to the normative ‘Why F/Why
ought S to F?’ question. Now, given that there are two ways of under-
standing this normative question, it is inevitable that there are two appro-
priate ways of replying to it, depending on which is the relevant reading.
We have two sorts of reasons, because we have two possible readings of the
normative, fundamental question ‘Why F?’. This duality of readings of
the fundamental normative question, I think, has been largely overlooked
in the contemporary debates about normative reasons. But it is precisely
because of this duality that all the trouble and opposition arises.

New Proposal: The Erotetic View 
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The Erotetic view not only shows what is right and what is mistaken in
existing views but also has the resources to provide a reasonable error-theory
of why philosophers might have accepted mistaken conceptions. Roughly,
it is because the distinction between asking for/providing an explanation
and asking for/providing an argument can be easily overlooked, and one
may easily focus only on one of these. The proponents of the Reasoning
view have focused on the providing arguments aspect, whereas the pro-
ponents of the Explanation view have focused on explanation at the expense
of reasoning. But it suffices to think about the difference between these two
to see that the two are distinct and cannot be reduced one to another.
Thinking about the non-normative ‘Why?’ questions might prove itself to
be especially helpful for grasping the robust difference between requiring
and providing an explanation and requiring and providing an argument.
There is no reason why this robust distinction should not apply to the
normative ‘Why?’ question. The Erotetic view works out the implication of
this distinction for our theorising about normative reasons.

Before turning to some more detailed arguments in favour of the
Erotetic view, let me first provide some toy examples to illustrate the
two sorts of the normative ‘Why F?’ questions and correspondingly two
sorts of normative reasons that the Erotetic view describes.

Soup. Consider the normative question ‘Why eat soup tonight?’
directed at my kids. That is, consider the question that one (for instance,
the kids themselves) might ask about whether my kids ought to or
should eat soup tonight. The Erotetic view predicts that there are two
possible readings of this possible question. On the first one, the question is
about the explanation, indeed the grounds of the normative fact that my
kids ought to eat soup tonight. On this reading, one is asking what
makes it the case that my kids ought to eat soup. This reading of the
question takes it for granted that it is the case that my kids ought to eat
soup tonight. Typically, this reading of the question is relevant in
contexts of conversation where one wants to acquire a better understand-
ing of the grounds of the normative fact that my kids ought to eat soup
tonight – namely, in contexts where one wants to know: where does this
ought come from, or in virtue of what other considerations/facts does this
ought hold?

On the second reading of the question, it is about an argument/
reasoning for the conclusion that my kids ought to eat soup. On this
reading, one is asking whether it really is the case that my kids ought to eat
soup tonight. It is in no way assumed that my kids ought to eat soup
tonight. Typically, this reading of the question is relevant in contexts

 Normative Reasons
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where one (perhaps the kids themselves) is challenging the claim that my
kids ought to eat soup.
These two readings of the ‘Why eat soup tonight?’ question give

grounds to two distinct sorts of reasons for my kids to eat soup tonight.
The first corresponds to the explanation-requiring reading of the ‘Why eat
soup?’ question. The normative explanatory reasons for my kids to eat
soup tonight correspond to appropriate answers to this explanation-
requiring reading of the question. What are these? Note that, arguably,
mere appeal to healthy aspects of soup, vegetables, and vitamins will not
work. For there are tons of healthy foods that contain vegetables, vitamins,
and so on. What makes it the case that my kids ought to eat soup and not,
say, salad, broccoli, or kale tonight? In virtue of what ought my kids to eat
soup and not plain kale? It seems that an appropriate answer to the
explanation-requiring ‘Why eat soup?’ question here will appeal to my
parental decision to buy soup for the kids’ dinner (yes, I buy rather than
prepare soups). The fact that I have authority over and responsibility for
what my kids eat for dinner (and, presumably, that eating soup isn’t
anything bad for my kids) constitutes the relevant background conditions
for this explanation to be appropriate. Thus, the fact that I chose and
bought soup for the kids’ dinner is a normative reason for my kids to eat
soup tonight. (Another consideration that can be a normative reason of
this sort in this context is that there is fresh soup at home, and unless we
eat it, it will be wasted, or that there is simply nothing else at home apart
from the soup, and so on.) That I bought soup speaks in favour, in a sense,
of the kids eating it tonight. This reason is a normative explanatory reason,
the sort of reason that is salient in contexts where participants of a
conversation are not challenging the claim that my kids ought to eat soup.
It is a content of an answer to an explanation-requiring question of ‘Why
ought my kids to eat soup tonight?’.
The second sort of normative reasons for my kids to eat soup corre-

sponds to an argument/reasoning-requiring reading of ‘Why eat soup?’.
The normative argumentative/reasoning-centred reasons for my kids to eat
soup correspond to appropriate answers to the argument/reasoning-
requiring reading of the ‘Why eat soup?’ question. What are potential
examples of these? Note, first, that, typically, that I bought soup will not
constitute an appropriate answer to the ‘Why eat soup?’ question in its
argument-requiring reading. If kids are in the mood to challenge the
claim that they ought to eat soup, then bringing up the fact that
I bought the soup will not provide any support for that conclusion, and
rightly so. It is not (pace special circumstances) a premise in a good pattern
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of argument/reasoning towards the conclusion that the kids ought to eat
soup. That I bought it doesn’t support on its own the claim that they have
to eat it. That it contains vegetables and is good for their health seem to be
more appropriate responses to the argument-requiring question. It is the
argumentative/reasoning reason for my kids to eat the soup. That the soup
is good for their health is a consideration that can be a content of a fitting
premise-response in a good pattern of reasoning/argument from this
premise-response (together with other premise-responses, presumably,
such as that my kids desire be healthy) to the conclusion-response of them
eating soup (or the conclusion of a sound argument that they ought to eat
the soup). Thus, there are two sorts of reasons for my kids to eat soup
tonight. One is explanation-centred, and the other is argument/reasoning-
centred. Both correspond to patterns of appropriate answers to the nor-
mative ‘Why F?’ question.

Army. Consider the question ‘Why go North?’, as concerning soldiers
in a battle – that is, the question ‘Why ought soldiers to go North?’. On
the explanation-requiring reading, this question asks for considerations
that explain, ground, or make it the case that soldiers ought to go
North. It is assumed that soldiers ought to go North. An appropriate
answer to the question on this reading may be that a general has ordered
soldiers to go North. That a general has authority on a battlefield over
soldiers is part of the background considerations. That the general orders
soldiers to go North seems to be a reason for them to go North. The
Erotetic view explains this. That the general orders soldiers to go North is
the content of (a pattern of ) an appropriate answer to the explanation-
requiring reading of the question ‘Why ought soldiers to go North?’.

On the argument/reasoning-requiring reading, the question ‘Why go
North?’ asks for considerations that would constitute premises in a good
pattern of an argument/reasoning towards the soldiers going North
(towards the conclusion that the soldiers ought to go North). It is not
assumed in this reading that it is the case that soldiers ought to go North.
An appropriate answer to this reading of the question might appeal to the
fact that going North will surprise the enemy and will put the army in a
better position to win the battle. That the general has decided that the
soldiers should go North on its own need not always be an appropriate
answer in this context (e.g. this is clear in a context where the general’s
authority is questioned). That going North will surprise the enemy and
will put the army in a better position to win the battle is a reason, in a

 Thanks to Jörg Löschke for suggesting this example.
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sense, for soldiers to go North. The Erotetic view explains this. That going
North will surprise the enemy and will put the army in a better position to
win the battle is content of an appropriate premise in a pattern of good
reasoning from these premise-responses with this content to the conclu-
sion of soldiers going North (to the claim that the soldiers ought to
go North).
Hijacked flight. Consider the following example from a different

context that nevertheless seems to point to the same distinction that we
are drawing. ‘[i] Tom is worried that his wife was on the two o’clock flight,
because that’s the one that was hijacked (attitudinal). [ii] Tom is worried
that his wife was on the two o’clock flight, because she said she’d be
arriving early in the evening (epistemic)’ (Gordon : ). This example
comes from the context where Gordon discusses two sorts of reasons for
emotions (and we’ve seen in Section . that this example may be used to
introduce the fittingness–epistemic justification distinction with respect to
possible assessments of emotions). Here I would like to suggest that this
example illustrates equally well the explanation-reasons versus reasoning-
reasons distinction while stopping short of a full endorsement of the idea
that the two distinctions in the assessment of emotions (fittingness-
justification and reasoning-reasons-explanation-reasons) are about one
and the same thing. This might be so, but this is not the place to pursue
this issue. The point here is a simpler one. Consider the question ‘Why
worry that my wife is on the two o’clock flight?’ as considered by Tom. It
seems that the reason provided in (i) the aforementioned is an answer to an
explanation-requiring reading of that question. In this context, it is known
that Tom should worry that his wife took the two o’clock flight. But the
reason provided in (ii) seems to be more of an argument/premise in a
reasoning sort (of course, again, the reasoning-argument here is to be
understood broadly enough to encompass processes by which we arrive
at emotional attitudes). In the context where (ii) is an appropriate answer
to the ‘Why should Tom worry?’ question (‘Why should I worry that my
wife took the two o’clock flight?’ as considered by Tom), it is not known
that Tom should indeed worry. That his wife said she’d be arriving early in
the evening is something that supports the conclusion that she was on the
two o’clock flight. And thus it supports, in a pan-argument sense, Tom’s
being worried.
P therefore p. Finally, consider a case of belief. Consider the question

‘Why believe that it is raining outside?’ that applies to me at this moment.
On one reading of ‘Why should/ought I to believe that it is raining
outside?’, one is asking for an explanation of the fact that I ought to
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believe that it is raining outside. (Let us postpone the question about the
nature of the ought that arguably applies to the doxastic case. Also, if you
think there are no positive oughts for beliefs, the proposal here might be
easily adapted by an appeal to negative obligations – for example, that it is
not the case that one is required to believe that such and such is the case.)
An appropriate answer to this reading of the question ‘Why believe that it
is raining outside?’, arguably, might just be that it is raining outside (with
the assumption that truth is the norm of belief or, alternatively, that
knowledge is the norm of belief ). On the other reading of the question,
one is asking for a premise towards the conclusion that it is raining outside.
An appropriate answer to this second reading might be that through the
window, I see raindrops falling (that it is raining outside, arguably, will not
be an appropriate answer to an argument-seeking question, the question
that doesn’t assume that it is raining outside). Notice an intriguing aspect
of our view already (and we will come back to it later), that there is a
reading on which p is a reason for one to believe that p, and there is a
reading on which p is not a reason to believe that p.

The aforementioned examples (or most of them) were such that the
considerations that constituted normative explanatory reasons were dis-
tinct from the considerations that were normative reasoning/argumenta-
tive reasons. These examples were supposed to make the point about the
genuine distinction between the two sorts of normative reasons. Yet, of
course, in many ordinary cases, the same consideration may count as both
a normative explanatory reason and a normative reasoning reason in
different contexts. Consider, for instance, a promise. The fact that
I promise to go to my friend’s party may well play a role in an appropriate
answer to an explanation-requesting reading of the ‘Why go to the party?’
question as well as in an appropriate answer to an argument/reasoning-
requiring reading of the question, depending on common knowledge and
intentions of the locutors. That I made that promise is something that can
play a role in explaining, grounding the fact that I ought to go to the party,
as well as playing a premise content role in an appropriate pattern of
reasoning from, say, my belief that I made the promise plus some other
fitting attitudes (say, intention to respect the promise) towards the
conclusion-response of going to the party (or the claim that I ought to
go to the party). However, as the aforementioned examples showed, the
fact that the same considerations can often play both roles should not
mislead us into thinking that there is only one sort of normative reasons.
Compare the fact that in some cases p is a proper answer to a normative
explanation-requesting ‘Why?’ question and also a proper answer to an
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argument-requesting non-normative reading of the ‘Why?’ question
doesn’t show that there is no genuine distinction to be drawn between
arguments and explanations. The same applies to answers to normative
‘Why F?’ questions.
Arguments in favour of the view. Let us now turn to arguments in

favour of the Erotetic view. First, and almost platitudinously at this point,
the Erotetic view fits perfectly with the observation that there are, in
general, two readings of ‘Why?’ questions and corresponding appropriate
answers to these. There are explanation-centred and argument/reasoning-
centred ‘Why?’ questions. If this duality of ‘Why?’ questions were to
somehow disappear when we focus on normative ‘Why?’ questions, it
would certainly be somewhat mysterious and would stand in need of a
further explanation. The Erotetic view has here a clear advantage in that it
doesn’t postulate any miraculous change of ‘Why?’ questions at the level of
normative ‘Why?’ questions. All the ‘Why?’ questions have two readings
and not just non-normative ones. The Erotetic view fits perfectly with this
natural observation about ‘Why?’ questions in general.
Second, turning to the abovementioned constraints or desiderata for a

theory of reasons, the Erotetic view can account for the observation that
there seems to be some connection between motivating and normative
reasons. As observed earlier, this intuitive link is often understood in terms
of reasons being able to play a role in reasoning. The Erotetic view has it
that one sort of normative reasons are appropriate contents of premise-
responses in patterns of good reasoning. It is so where these (reasoning/
argument-centred) contents are what is required by the corresponding
‘Why F?’ questions. Thus, on the Erotetic view, some normative reasons
are essentially connected to reasoning (broadly construed). Assuming that
motivating reasons are considerations that play the (content of the) pre-
mise role in reasoning tout court, the Erotetic view has it that one sort of
normative reasons just are considerations that could be possible good
motivating reasons. (A corollary that we will see later is that the connection
between motivating and normative reasons should appear plausible only
with respect to reasoning/argumentative normative reasons, which seems
to be the case.)
Third, the Erotetic view satisfies the tolerance/generality constraint.

That is, it can be easily applied in the case of reasons to act, but also in
the case of reasons to believe, to fear, and to hold other attitudes. The
aforementioned examples constitute an illustration of this point.
Fourth, the Erotetic view satisfies the desiderata of economy. That is,

the view achieves great explanatory power (i.e. explaining all normative
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reasons) with a relatively small number of initial assumptions and without
postulating new entities. The view only appeals to two possible readings of
‘Why?’ questions as applied to the normative (deontic) domain (e.g.
oughts/shoulds), an explanation-requiring and an argument/reasoning-
requiring reading and two corresponding possible patterns of answers to
the readings of this question. It is a reductive view of reasons, and as such,
it ultimately explains reasons in terms of other properties and entities and
is not committed to any additional ontological assumptions about reasons
being irreducible entities.

Fifth, the Erotetic view satisfies the gradability aspect of reasons. My
promise to go to a restaurant with a friend seems to be more important
than the fact that I will get some satisfaction from binge-watching BoJack
instead of going to the restaurant. The proposal here is that we need not
appeal to ‘weight’ to account for this apparent gradability (and outweigh-
ing). The Erotetic view inherits the strategy used by proponents of the
Reasoning view who appeal to the defeasibility of good reasoning. Recall
that on that view, roughly, when p is a reason to F and r is a reason to
G (incompatible with F), p outweighs r, just in case adding p to the
reasoning from r to G triggers the ceteris paribus clause and functions as
a defeater but not the other way round (i.e. adding r to the reasoning from
p to F doesn’t figure as a defeater for that piece of reasoning). The variation
in the apparent ‘weight’ of reasons for one and the same F-ing can be
explained on the present view in a similar way. In a situation where p and r
are both reasons to F, but p is ‘weightier’ than r, the reasoning from p to
F is more resilient in the face of potential defeaters than the reasoning from
r to F. The Erotetic view can thus account for our pre-theoretical judg-
ments about the gradability of (the importance of ) reasons by endorsing
the existing appeal to defeasible good patterns of reasoning.

Sixth, and this is a crucial point in comparing our view to the reduc-
tionist accounts discussed earlier, the Erotetic view satisfies the extension-
ality constraint. That is, it classifies as reasons all and only things that we
take pre-theoretically to be reasons. (Recall that our rough guide here in
our pre-theoretical assessment of considerations as normative reasons
appeals to the idea that reasons are considerations that count somehow
in favour of an action or an attitude.) This is where the Erotetic view really
has an advantage over its rivals. Both the Reasoning view and the
Explanation view over-generated and under-generated reasons. They
implied in their various versions that some considerations are reasons
where they don’t seem to be, and they failed to account for considerations
that seemed to be reasons to act or have an attitude. The Erotetic view does
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better on this account. It is able to avoid the pitfalls of previous accounts in
over-generating and under-generating reasons. Let me provide some details
on this crucial point.
We observed earlier that the Reasoning view predicts that considerations

that count as mere enabling conditions are normative reasons. Yet, of
course, the enabling conditions, such as the fact that I am able to F, cannot
(always) count as normative reasons to F. And it seems that entailing
conditions, such as ‘I have a reason to F’, are not reasons to F. These are
cases where the Reasoning view over-generates normative reasons. The
Erotetic view avoids this by restricting normative reasoning reasons only to
these contents of possible premises of good reasoning/argument that are
appropriate answers to the relevant readings of ‘Why F?’ questions. The
Reasoning view is committed to the claim that all contents of fitting
premise-responses of a good pattern of reasoning to F (where the subject
has at least some of the relevant premise-responses) are normative reasons
for the subject in question. The Erotetic view is not committed to this
claim. Consider the case of abilities. Certainly, there is a good pattern of
reasoning such that the fact that I am able to meet my friend for lunch is a
content of a premise-response of such reasoning. Yet it is not clear that the
fact that I am able to meet my friend for lunch is always a content of an
appropriate answer to the question ‘Why meet my friend for lunch?’.
Maybe sometimes it is. For instance, when I am the only one in a group
of several friends who is actually able to go for lunch. We have all promised
to meet him for lunch, but all except me are sick and incapable of going
outside. In such a context, the fact that being unable to go for lunch is an
excuse for not going is made salient. Thus, it may be appropriate to say
that the fact that I am able to go is a reason for me to go even if all the other
friends are unable to go. I am not relieved from my promise even if the
other friends are. Maybe in such a context that I am able to go for lunch is
a reason for me to go. If so, the Erotetic view can account for it: this
consideration is part of a good pattern of an answer to the ‘Why go for
lunch?’ question. But most often, appeal to the mere ability to F will not
be part of an appropriate answer to ‘Why F?’ questions. Typically, in
ordinary deliberative contexts where the salient thing is to find premises for
a sound argument/good reasoning towards going for lunch with a friend,
mentioning one’s being able to go for lunch won’t be part of the relevant
considerations. Typically, in standard cases, that I am able to go for lunch
with a friend will not be part of an appropriate answer to the argument/
reasoning-requiring reading of the question ‘Why should I go for lunch
with my friend?’. It is crucial to stress that the Erotetic view explains
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reasons in terms of appropriate answers to one of the two possible readings
of the normative ‘Why F?’ question. One of these readings is the
argument/reasoning-requiring reading. And in this last aspect, it has some
similarities with the Reasoning view (and thus it can vindicate the insights
that come from appealing to the reasoning in explaining reasons, in a
sense). But it is also fundamentally different from the Reasoning view. Its
appeal to good patterns of reasoning in explaining reasons is not unrest-
ricted, so to say. On the Reasoning view, roughly, any consideration that
can serve as an appropriate input in a good pattern of reasoning towards
F-ing can be a normative reason. Not so, on the Erotetic view. Only those
considerations that are appropriate answers to the reasoning/argument-
requiring reading of the ‘Why F?’ question will count as normative reasons
on the present view. These considerations surely have to be contents of
premises of an argument/premise-responses in reasoning. But being a
premise is not a sufficient condition here. These premises have to be
appropriate answers. Which answers are appropriate is also context-
sensitive, and depends on the further aims and presuppositions in a
conversation (which need not be concrete; recall that we are focusing on
abstracta, the patterns of questions and answers). Thus, the Erotetic view
doesn’t treat mere enabling conditions as normative reasons (but it also
allows for considerations about, say, one’s abilities to be normative reasons
in special contexts). The Erotetic view neither over-generates reasons here,
nor is it too restrictive. It is an improvement on the Reasoning approaches.
Similar conclusions also apply with respect to mere entailing conditions.

How about the cases where the Reasoning view under-generates rea-
sons? We saw earlier (Chapter ) that the Reasoning view had a hard time
explaining cases like the Surprise Party and Ice Cream cases, and it entailed
by definition that there are no reasons in the Moore-paradoxical and self-
undermining belief cases. And yet these cases also appeared pre-
theoretically to be cases of genuine normative reasons. The Erotetic view
has resources for treating these cases as cases of genuine normative reasons.
Take, for instance, the Moore-paradoxical considerations. That there is a
fire in the building but John doesn’t know that there is a fire in the
building may well be part of an appropriate answer to the question ‘Why
check on the building?’. It is an appropriate answer to the explanation-
requiring reading of that question (the question ‘Why ought John to check
on the building?’). Answers on our account are abstracta, and neither the
inquirer nor the addressee of the question needs to be John. The mere fact
that there is a pattern of a normative ‘Why check on the building?’
question that has John as a subject and that has a possible appropriate
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answer ‘that the building is on fire and John doesn’t know that it is’ is
enough for the Moore-paradoxical consideration to be a reason for John to
check. Sure, it is not a consideration that John could reasonably use in a
fitting piece of reasoning. And thus, it is not a normative reasoning reason.
But it may still be a normative explanatory reason. Thus, the Erotetic view
preserves the pre-theoretical claim and is extensionally more appropriate
than the Reasoning view. It doesn’t under-generate the reasons in Moore-
paradoxical cases. Similar considerations also apply in the case of self-
undermining beliefs (e.g. a memory-erasing pill), the Surprise Party case,
the Ice Cream case, and others (see Chapter ). A consideration may still
count as a genuine normative reason, namely a normative explanatory
reason for why one ought to F even if the consideration is not or cannot be
a premise in one’s reasoning. The distinction between normative reasoning
reasons and normative explanatory reasons explains how this is possible.
In a similar way, the Erotetic view also avoids the pitfalls of the

Explanation view. That is, it avoids over-generating and under-generating
reasons in the way that explanatory views do. We observed earlier that
some explanatory views distinguish pro tanto and pro toto normative
reasons (cf. Broome , ), where the pro tanto reasons are supposed
to be considerations that play a role in the special normative weighing
explanations and the pro toto reasons just are explanations of why one
ought to F. One worry there was that postulating the existence of two
distinct sorts of normative reasons to F over-generates normative reasons
(see Chapter  for details). The Erotetic view easily avoids this problem.
On the view defended here, there are simply no such things as pro tanto
reasons. There are normative explanatory reasons for S to F, on this view,
but these are explanations (grounds) of why S ought to F and hence would
rather correspond (in a sense) to pro toto reasons. Another worry with the
Deontic Explanation view (cf. Broome , ) was that it was unclear
why considerations that appear to speak clearly against F-ing (e.g. that
I can have free holiday accommodation by the sea at my disposal as
speaking against staying at home during the vacation) are still on this view
parts of explanation of why I ought to F (e.g. stay at home). Again, the
Erotetic view avoids this worry, by not postulating the existence of pro
tanto reasons and weighing explanation. Yet it is still able to preserve the
attractive features of the Explanation view, namely it respects the intuition
that reasons do appear to be connected, in a sense, to explanation. The
Explanation value-centred view had a hard time explaining how reasons for
attitudes are possible (some even go as far as to endorse an outright denial
of reasons for emotions). Yet this is contrary to our pre-theoretical views.
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On the Erotetic view, there is no problem with that. There might be both
normative reasoning reasons as well as normative explanatory reasons to
believe and to fear and so on.

Overall, then, the Erotetic view has a crucial advantage over its reduc-
tionist rivals. It is extensionally adequate. And it also satisfies other
constraints/desiderata for a theory of reasons. Moreover, it has still further
considerations speaking in its favour. It makes sense of reasons talk, it
makes best sense of the dual life of normative ‘Why F?’ questions, and it fits
best with the observation that ‘Why?’ questions in general can be under-
stood either by an question-requiring or by an explanation-requiring read-
ing. Thus, we may conclude that these considerations make the Erotetic
view superior to its rivals. Section . considers some possible objections to
the Erotetic view. Chapter  looks at an application of the Erotetic view to a
well-known debate. The theoretical fruitfulness of the Erotetic view dem-
onstrated there will constitute yet another argument in its favour.

. Further Clarifications

This section anticipates some possible objections to the Erotetic view.
I provide here some considerations that might seem to speak against the
Erotetic view, and I reply to all of them.

First, back to enabling conditions (once more). One might worry about
the strategy that we have proposed in Section ., where it was claimed
that the Erotetic view, contrary to the Reasoning view, doesn’t predict that
all enabling conditions (e.g. that I am able to go for lunch) are normative
reasons even though they can be premises of good patterns of reasoning/
argument. The Erotetic view avoids counting enabling conditions as
reasons (in the case of normative reasoning reasons) by restricting the
relevant considerations not merely to premises in good patterns of reason-
ing/argument but more specifically to good premises in good patterns of
reasoning/argument that are appropriate answers (in a context) to the
argument/reasoning-requiring ‘Why F?’ question. In short, which consid-
erations will count as normative reasoning reasons depends not only on
their standing as premises in good patterns of reasoning but also on the
context-sensitive (yet abstract) features of conversation – whether or not
they are possible appropriate answers to the relevant normative question.
Now, the worry here is that one might suggest that proponents of the
Reasoning view could equally appeal to context-sensitive aspects of rea-
soning/argument in order to restrict the considerations that would count
as reasons. The idea would be that what counts as a good pattern of
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reasoning partly depends on the aims and presuppositions of a reasoner,
and thus is also context-sensitive. In this way, one might hope, the pro-
ponents of the Reasoning view could rule out enabling considerations from
counting as reasons. If so, the Erotetic view doesn’t have an advantage over
the Reasoning view.
In reply to this worry, I would like to note that, if successful, such a

move indeed would put the Reasoning view and the Erotetic view on a par
with respect to enabling conditions. But I don’t think that this is so. It is
not clear how exactly the appeal to the context sensitivity of good patterns
of reasoning could rule out enabling conditions from being appropriate
premises on the Reasoning view. It is not to say that the reasoner’s aims
and presuppositions shouldn’t be taken into account in determining the
pattern of reasoning that the reasoner is engaging in/proposing. Surely, the
reasoner’s intentions count. Without taking the reasoner’s intentions into
account, it is often difficult to establish whether the proposed argument is,
say, the fallacy of affirming the consequent or an inference to the best
explanation (IBE). The fact that a reasoner is aiming to provide a deduc-
tive argument, to establish the conclusion by guaranteeing its truth, will
matter in classifying the argument as the fallacy or an instance of an IBE in
such a case. But it is difficult to see how aims and presuppositions (or
indeed other factors) could exclude enabling conditions from patterns of
good reasoning. It just seems to be a core feature of any good argumen-
tative structure that adding a true premise doesn’t invalidate, ceteris par-
ibus, the soundness of the argument. The proponents of the Reasoning
view should show that adding a true premise expressing enabling condi-
tions triggers the ceteris paribus clause. But it is not clear why this should be
so. Merely postulating this would amount to an ad hoc move and doesn’t
have any independent theoretically satisfying motivation. It would only be
motivated by avoiding the problem of enabling conditions, which is not an
independently plausible theoretical consideration. The Erotetic view, on
the other hand, has resources to motivate the move of the appeal to aims
and presuppositions. It is a core observation about answers that their
appropriateness depends on the context of the conversation in which they
are proposed. They depend on the aims and presuppositions in place in the
conversation. It depends on what the inquirer is asking for and on what is
presupposed and so on. It depends, for instance, on the fact that typically
the inquirer is asking for considerations that would convince her in
endorsing the claim that S ought to F. Citing mere enabling conditions
(that S can F) would not count as things that could convince the inquirer
that S ought to F. Thus, the Erotetic view has an independently plausible
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account of why enabling conditions will not count as appropriate answers
to the argument/reasoning-requiring ‘Why F?’ questions and can avoid the
problem of enabling conditions. The Erotetic view can satisfactorily
account for why mere enabling conditions are not (typically) reasons to
F, whereas the same move is not available to proponents of the
Reasoning view.

Second, one might have some further thoughts about the way the
Erotetic view treats the question of the ‘weight’ of reasons and comparative
judgments about reasons. The worry here is that, on the one hand, the
Erotetic view postulates the existence of two different sorts of normative
reasons, but, on the other hand, it explains the apparent ‘weight’ of reasons
only in terms of defeasible reasoning. It seems, then, that on the Erotetic
view, only normative reasoning reasons can have ‘weight’ or, more
precisely, can allow for genuine comparative judgments. For by definition,
normative explanatory reasons cannot be explained in terms of
reasoning, defeasible or not. Yet, the worry goes, one might think that
the apparent ‘weight’ of reasons is a common property of all sorts of
normative reasons. How does the Erotetic view account for the ‘weight’
for all reasons?

I would like to respond to this worry in two stages. First, I would like to
acknowledge that indeed, it is a consequence of the Erotetic view that
genuine direct comparative judgments about normative reasons make
sense only in the context of normative reasoning reasons (‘direct’ here
excludes comparisons in terms of which normative explanatory reasons
explain better the relevant ought fact – for example, explain in a simpler
and more elegant way). Second, I would like to defend the proposal that
this is not, contrary to what the worry suggests, an unwelcome conse-
quence of the view. Consider, for instance, a clear case of normative
explanatory reasons. Consider: (a) ‘the building is on fire but John doesn’t
know that it is on fire’. We agreed that it is a reason for John to check
(again) the building. Now, what could be an appropriate target for a
comparison for (a)? That is, what could be another normative explanatory
reason that we could compare to (a) with respect to their relative ‘weight’
or ‘strength’? A proponent of this line of worry needs to find a reason that
would have, for example, a lesser ‘weight’ than (a) but would still qualify as
a normative explanatory reason. My suggestion is that there isn’t really any
reason that fits the bill. One might think that (b) ‘that the fridge contains
John’s preferred ice cream, but John doesn’t know that it contains it’ is a
reason for John to check the fridge rather than the building. But it doesn’t
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seem to be. After all it is not the case that John ought to/should check the
fridge rather than the building in the present case. Explanation is assumed
to be factive. Nothing can explain p, when p is not the case. Thus, there is
no genuine comparison here. In a situation where John ought to check the
building and not the fridge, only (a) is a normative explanatory reason for
him and not (b).
Fundamentally, in thinking about the apparent ‘weight’ of reasons, we

should ask the question: but what’s the point of comparative judgments
about reasons? What do these judgments help us with? A natural answer to
this question is, I think, the proposal that these comparisons help us sort
things out in complicated deliberative situations. They help us order
options, in particular, in situations of uncertainty. These are precisely
the situations where we don’t know whether we ought to F or not (or at
least situations where it can make sense to challenge such ought claims). If
so, then it is easy to see why talk of the apparent ‘weight’ of reasons makes
sense only in the context of normative reasoning reasons. That one ought
to F is not challenged in situations of normative explanatory reasons. Thus,
I would like to suggest that the Erotetic view’s prediction that the norma-
tive explanatory reasons don’t have ‘weight’ is not problematic. Quite the
contrary, it seems to be the correct consequence given the ultimate purpose
of comparative judgments about reasons.
The third potential worry concerns normative questions that differ from

‘Why F?’ questions. Consider, for instance, the question ‘Where to eat for
lunch?’ It is clearly a normative question, since it is best understood as a
question involving an ought/should. It can be easily paraphrased as: ‘where
should/ought we eat for lunch today?’. The Erotetic view identifies reasons
as answers to the ‘Why F?’ normative question. But is there an indepen-
dent, theoretically well-grounded explanation of why it is limited only to
‘Why F?’ and not all sorts of normative questions? Isn’t focusing on ‘Why
F?’ questions ad hoc? Is there any further theoretical motivation for the
choice of the specific normative question within the Erotetic approach?
Note that on the face of it, it doesn’t seem plausible to treat the answers to
these further normative questions (e.g. ‘Where should we eat?’, ‘What
should I do tonight?’) as normative reasons (e.g. ‘We should eat at that
new ramen place’ is not straightforwardly a normative reason). Thus, the
worry is not an idle one. If the proponents of the Erotetic view cannot
provide an independent and theoretically well-motivated explanation of
why we should focus on the ‘Why F?’ questions in defining reasons, the
view is either ad hoc or leads to an implausible over-generation of
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normative reasons (this is the horn of the dilemma where all answers to all
normative questions are treated as normative reasons).

To this worry, I would like to reply that there is indeed a well-motivated
distinction between the normative ‘Why F?’ on one hand and other
normative questions on the other hand. We can think of ‘Where to F?’,
‘What to F?’, and similar questions as questions requiring specifications
about an (alleged) ought to F. When we are asking ‘Where should we eat?’,
we are asking for precisions about the general should/ought to eat that is
(allegedly) already in place. ‘Why F?’ questions, on the other hand, are, so
to say, more fundamental: they either question the relevant ought claim in
general (or, at any rate, ask for additional arguments in their favour) or are
asking for explanation of the relevant ought. They are not about asking for
specification of an (alleged) ought. Of course, there might be situations
where by asking a ‘Where to F?’ question, we are ultimately asking a ‘Why
F?’ question, such as in a case where, after having spent an hour trying to
find a parking spot, and thereby already being late for the theatre, one
might utter an exasperated ‘Where to park?’, meaning to ask whether it is
really worth continuing to search for a parking spot rather than just go
back. But, typically, the other non-‘Why F?’ questions are about inquiring
into ways to specify some general (or vague) ought into more operationi-
sable oughts or shoulds. This, then, appears to be a major difference
between the ‘Why F?’ questions and other normative questions. Where
the latter are requiring specification or precisification of a general or vague
ought, the former is asking for arguments or explanations (grounds).
Thus, the focus on ‘Why F?’ questions seems to be justified by this
crucial difference.

Alternatively, one could also explore the idea that ‘Where to F?’, ‘What
to F?’, and other similar questions can, after all, be reduced to ‘Why F?’
questions. The reduction, according to this line of reply, would have a
contrastivist flavour (cf. Snedegar  on contrastivism about normative
reasons in general). The idea would be that when we are asking, say,
‘Where to eat tonight?’, we are asking several distinct ‘Why F?’ questions
that are lumped together, presumably, for reasons of economy and easiness
of expression. The presumed ‘Why F?’ questions here would be of the
following sort: ‘Why eat at A rather than at B?’ ‘Why eat at B rather than at
A?’ ‘Why eat at C rather than at A or B?’, and so on. The idea would be
that there is a (contextually determined) partition of options for eating out,

 Thanks to Jörg Löschke for making me aware of this worry as well as for suggesting some of the
possible replies to it.
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and there are arguments in favour and against all these options, and,
presumably, one option has better arguments in its favour than others.
By asking ‘Where to eat?’, one is merely shortcutting the longer and more
tedious line of questioning about arguments in favour of each and all the
relevant options for eating out tonight. If this is the case, then ‘Where to
F?’ and similar questions can, after all, be integrated into the Erotetic view.
Of course, the answer ‘We should eat at that new ramen place’, while
completely appropriate, is also to be taken as a shortcut, a proxy to the
arguments that speak in favour of eating at the new ramen place (these are
the arguments that make the ramen place the winner among other
options). Now, these arguments in favour of the ramen place, then, can
be properly seen as normative reasons speaking in favour of eating at the
new ramen place. More specifically, they can be seen as normative reason-
ing reasons. While this is still a very rough sketch of how this line of
answer could go, it appears to be another plausible strategy that a propo-
nent of the Erotetic view might appeal to in order to deal with the worry of
non-‘Why F?’ normative questions.
Fourth, and somewhat connectedly to what precedes, one might think

that there are normative ‘Why F?’ questions that cannot have an appro-
priate answer. More precisely, one might think that some questions are
abominable and any answer to these would be insensible. Think, for
instance, about questions such as ‘Why kill innocent civilians with gunfire
rather than kill them by torturing them to death with some archaic torture
instrument?’. It’s sensible to think that there is no really appropriate
answer that we could give to such a question. One might think that the
appropriate thing to do in the face of such a question is to say nothing and
thereby reject the question entirely. Some questions just have to be refused
to be answered. One should not kill innocent civilians, neither by tortur-
ing them to death nor by gunfire. Yet one might also think that in a
situation where one is going to kill civilians anyway, one has reasons to kill
them by relatively less-painful means – that is, by using gunfire rather than
by torturing them to death. The worry, then, is that the Erotetic view
predicts that there are no such reasons, since the question ‘Why kill
innocent civilians with gunfire rather than torturing them to death?’
doesn’t seem to have any appropriate answer.

In response to this question, I would like to observe first that this
question appeals to the classical and well-worn debate over the lesser evil.
Whether and in what sense one ought to do the less-wrong thing is a

 Thanks to Jörg Löschke for making me aware of this potential worry.
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debate that I think goes beyond the scope of the present discussion, and
indeed beyond the scope of the Erotetic view itself. Many intricate issues
pertaining to scope and sense of ought in cases of lesser evil need to be
taken care of. That being said, and this is my second point, if after a careful
consideration we still think that there are reasons for one to kill the
innocents by gunfire in a situation where one’s only alternative is to kill
the innocents by torturing them to death, then there is also a reading of
‘Why kill the innocent by gunfire?’ that can be appropriately answered in
such a context. The question may certainly appear inappropriate to us. But
it is important to remember that the question is not necessarily directed at
us. We are not in a situation where we are going to kill innocent civilians.
Yet if one is indeed in a genuine situation where one is guaranteed to kill
innocent civilians, the question may, after all, be meaningfully addressed
to such a subject. One difficulty in seeing how such a question can be
appropriately answered might come from our difficulty in conceiving of
such a situation where there really is no other genuine option for the
subject in such a case (e.g. freezing). But I would like to suggest that if it is
meaningful to talk about reasons for the killer to kill by gunfire rather than
by torture, then it should also be meaningful for the killer to consider the
question ‘Why kill by gunfire rather than by torture?’. If this is so, then
contrary to what the worry suggests, the Erotetic view predicts that there
may be reasons for one to kill by gunfire rather than by torture. In other
words, I would like to suggest that the killer having reasons to kill by less-
painful means and the appropriateness of the question ‘Why kill using the
less painful means?’ as having the killer as its subject either stand or fall
together. Thus, the Erotetic view can avoid the problem by either (i)
explaining that there are neither genuine normative reasons to kill by
gunfire nor an appropriate answer to the question ‘Why kill by gunfire?’
or, alternatively, (ii) that there are reasons for the killer to kill by gunfire
(rather than by torture), and the question ‘Why kill by gunfire rather than
by torture?’ can be appropriately answered when it has the guaranteed
killer as its subject. In either way, the Erotetic view seems to avoid the
alleged problem.

The fifth and final worry concerns the place of rationality within the
new Erotetic view. It is a common view that rationality (or justification) in
the case of both action and attitudes is the affair of reasons. For instance,
one might think that it is rational for you to F just in case you possess most
reasons to F. And one might think that it is rational (or justified) for you to
believe that p just in case your reasons, overall, support believing that p.
Now, the worry is that it seems that determining what is rational for one to
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do or believe (or indeed which attitude to have) is an essential feature of
normative reasons. It is, according to this line of thought, a central
function of reasons to determine what’s rational for us to do, believe,
and so on. However, the Erotetic view seems to imply that determining
rationality is not that essential to reasons after all. For it postulates that
there are basically two sorts of normative reasons, normative reasoning and
normative explanatory reasons. But at best, only one of these may be said
to play a role in determining rationality. More specifically, it is hard to see
how explanatory reasons can determine what is rational for one to do,
believe, and so on. It may be the case that reasoning reasons are connected
to rationality. But it is difficult to see how explanatory reasons could also
be linked to rationality. Think again of Moore-paradoxical cases, where
one is, by definition, in no position to act for the relevant reason; one
cannot even possess the relevant explanatory reason. Thus, one might
think there is no way in which such reasons might be connected to what
is rational for one to do or believe, at least not in the common-sense of
rationality. Disconnecting normative reasons and rationality, then, seems
to be a worrisome implication of the Erotetic view. The essential link
between reasons and rationality seems to be lost on the Erotetic view.

To this worry, I would like to respond by suggesting that the problem is
perhaps less worrisome than it might first appear. Indeed, perhaps, the
observed loosening of the link between rationality and reasons in general is
not a bad feature of the view at all. This is, however, not the place to
develop what a full-blown theory of rationality could look like according to
the Erotetic view. Some aspects of this task (with respect to belief ) will be
undertaken in Chapter . But let me suggest only that the view according
to which all normative reasons have to be essentially connected to ratio-
nality may just be a mere byproduct of focusing on one sort of normative
reasons only, namely normative reasoning reasons. Once one recognises
the reality of normative explanatory reasons, one might see that the
connection is not essential for all reasons. A proponent of the worry here
could nevertheless protest. Actually, one might suggest that normative
explanatory reasons shouldn’t really be considered as genuine reasons if
they don’t have a link to rationality. One could suggest that they are not
reasons, precisely because they are not connected essentially to rationality.
But such a protest might come as a bit of a surprise. For such an alleged
reasons–rationality connection seems to be something that is under

 Thanks to Pascal Engel for a discussion on the general topic of the importance of the connection
between normative reasons and rationality.
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question in our discussion. Surely we don’t have here a knock-down
argument for the conclusion that the connection is not essential, at least
not for all sorts of normative reasons. Nevertheless, I would like to draw
attention to something we already touched upon in the chapter on the
Reasoning view (Chapter ) when we discussed Moore-paradoxical cases
(and similar ones). We observed that Moore-paradoxical considerations do
appear to speak in favour of the relevant F-ing. If one is denying them the
status of being normative reasons, then one has to provide an independent
theoretical motivation for introducing a new, distinct category that would
encompass such normative considerations (e.g. the relevant Moore-
paradoxical considerations). But such a move seems to be superfluous.
Seeing both normative explanatory and normative reasoning consider-
ations as normative reasons is more economical and better motivated.
For both explanatory and reasoning reasons share the basic feature, the
feature by which we identify reasons pre-theoretically – namely, they both
appear to speak in favour of F-ing, in a sense. It is, thus, theoretically
preferable to consider normative explanatory reasons as genuine normative
reasons of a sort. If so, the Erotetic view can be maintained here. All that is
required is that we can provide a plausible story about rationality within
the framework of the Erotetic view. This task will be partly considered in
Chapter  with respect to reasons for belief. Let me conclude this section
by comparing very briefly (a fuller comparison will have to wait for another
occasion) the present proposal to an existing view that seems to rely on
somewhat similar distinctions.

In a recent article, Ralph Wedgwood () suggests that there are two
distinct categories of concepts of normative reasons. One is that of concepts
of ‘normative-explanation’ reasons (Broome’s account of reasons is a para-
digm of this category of concepts of normative reasons). The other category
is that of ‘ideal-motivation’ reasons (Setiya’s ideal dispositionalist account as
well as various ideal reasoner models of reasons are taken to be paradigmatic
of this second category of normative reasons). Wedgwood proposes several
cases and arguments to show that there are two functions of normative
reasons, and that these cannot be fulfilled by one single concept. There have
to be two distinct categories of concepts of reasons. If we abstract from
Wedgwood’s specific focus on ideal or good reasoners or dispositions (and
focus instead on the more general category of good patterns of reasoning),
then his classification of concepts of reasons (and by extension of corre-
sponding reasons) comes very close to our own positive proposal.

There are, however, two important differences between our proposal
and Wedgwood’s proposal. First, Wedgwood’s main target in that article
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are the reasons-first views of reasons, which would like to account for both
normative-explanation and ideal-motivation aspects of reasons.
Wedgwood’s point there is that it’s impossible to maintain such a position
coherently – that is, a reasons-first view that also accounts for both
apparently central aspects of reasons, the normative-explanation and
ideal-motivation aspects. I agree with such a verdict. However, I also
suspect that proponents of the reasons-first approach would not commit
themselves to taking the aforementioned two aspects, the two functions of
the concept of normative reasons, as crucial or essential to what reasons are.
After all, reasons are undefined according to the reasons-first approach.
More importantly, we are not aiming here to demonstrate that the reasons-
first account cannot be maintained by presenting some further problem
cases. Rather our aim here is to provide a new, positive reductionist
account of reasons. The second difference between our proposal and
Wedgwood’s is that the two proposals differ in the explanation of what
the common element between the two categories of concepts is.
Wedgwood appeals to a confusion of two levels: the level of a theoretician
and the level of an agent. He writes: ‘that is, a confusion between (a) what
must be known or grasped by the theorist who is giving an account of a
certain sort of agent, and (b) what must be known or grasped by the agent
herself ’ (Wedgwood : ; Wedgwood indicates that this distinction
comes from Alston). This might come close to what we propose here, but
the present proposal says something more than that there is a confusion
(and that proponents of the reasons-first approach who want to maintain
the two aforementioned aspects of reasons are confused). On our account,
there is a fundamental dual nature of normative ‘Why F?’ questions. And
this gives rise to two distinct sorts of normative reasons. Maybe we can
think of our argument-requiring ‘Why F?’ questions as corresponding to
Wedgwood’s agent’s level and our explanation-requiring ‘Why F?’ ques-
tions as corresponding to Wedgwood’s theorist’s level. If so, maybe the
two proposals are close and indeed compatible. However, details of the
two-level distinction might need to be further specified to see how far our
proposals can fit together (in particular, if the agent’s level is always a level
of reasoning towards a deliberative ought and never a level of explanation
for the agent herself of why she ought to F).
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     

An Application of the Erotetic View
Overcoming the Evidentialism–Pragmatism Dispute

In what precedes, we have seen a positive case for the Erotetic view. Our
discussion has been focused on how well the Erotetic approach respects
constraints and desiderata for a theory of reasons in comparison to alter-
native accounts, and how well it integrates with general observations about
normative ‘Why?’ questions. The overall aim of the present chapter is to
provide an additional argument in favour of the Erotetic view. The
argument here appeals to the advantages of adapting the Erotetic view
with respect to a further debate about reasons. More specifically, the
Erotetic view can shed new light on the well-known debate about prag-
matic reasons for belief. This further theoretical application of the view
adds an additional argument in its favour.

. Pragmatism–Evidentialism Debate

An increasingly popular debate within contemporary epistemology con-
cerns the question of whether there can be pragmatic reasons to believe a
proposition – that is, whether pragmatic (e.g. practical, moral, eudaimo-
nic) considerations may be genuine normative reasons for one to believe
certain propositions. According to what until recently seemed to be a clear
majority view in epistemology, only truth-conducive considerations – that
is, considerations that somehow indicate, entail, or probabilify the truth of
a proposition (and may or may not contain the proposition itself ) – can be
genuine reasons to believe the proposition. This view goes under the name
of evidentialism within the current debates. For it is common to assimilate
truth-conducive considerations in favour of p with evidence for p. Explicit

 It has often been noted that ‘evidentialism’ is not a particularly great name for this view, since, as
observed earlier, one may or may not hold that p itself can be a reason to believe p (see Berker ;
Engel b). But if it is, then clearly it has to be a truth-conducive reason (for p entails p).
According to the proponents of dogmatism in epistemology (Pryor ) and the-warrant-
approach, one may be justified to believe some propositions, perhaps, so-called hinge propositions,
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defences of this view can be found, for example, in Kelly (), Shah
(), Shah and Velleman (), Engel (, , , b), and
Way (), among others. Evidentialism is opposed to an increasingly
popular view, pragmatism, according to which, roughly, it is not the case
that only truth-conducive considerations can be reasons to believe.

Contemporary pragmatism comes in two forms. On the one hand, there
is radical pragmatism, according to which, strictly speaking/ultimately,
only pragmatic considerations can be genuine normative reasons to
believe. Versions of this view have been defended in Rinard (,
, , ) and Maguire and Woods (). On the other hand,
there is moderate pragmatism (or pluralism), according to which, roughly,
there can be both pragmatic and evidential genuinely normative reasons to
believe. Versions of this appear in Foley (), Reisner (, ,
), McCormick (), and Leary (), among others. At present,
the debate has evolved to a stage where some philosophers take pragma-
tism to be the default position (see Maguire and Woods , quote ()
reproduced in Section .). Clearly, evidentialism has lost its absolute
majority status. And the debate seems to be in a stalemate.
This raises a natural question: what should we really think about the

possibility of there being pragmatic reasons amid the current disagreement
within the field? Are there pragmatic reasons to believe a proposition or
not? The debate between evidentialists and pragmatists seems to be in a
deadlock. Both camps have provided positive arguments for their views,
offered considerations against the opposite view, and elaborated some
strategies to reply to the objections from their opponents. Yet the debate

even without having evidence in their favour (Wright ). Typically, proponents of these views
call their opponents ‘evidentialists’. Bearing this clarification in mind, I will, however, follow the
established practice in the debate about practical reasons for belief and reserve the term
‘evidentialism’ for the view according to which only truth-conducive considerations may count as
genuine normative reasons to believe. And for the sake of brevity, in what follows, I will treat ‘truth-
conducive considerations’ and ‘evidence’ as rough synonyms. Of course, many proponents of, say,
process reliabilism (cf. Goldman , ) will, strictly speaking, not be OK with such a
treatment, since on their view some belief-producing mechanisms are genuinely truth-conducive
without being pieces of evidence, as the term ‘evidence’ is commonly understood. But I think
nothing substantive hangs on this choice in the present debate.

 Again, the naming here is somewhat unfortunate. For not all contemporary ‘pragmatists’ within the
debate over reasons to believe will qualify as proponents of historical (American) pragmatism (of the
end of the nineteenth/beginning of the twentieth century). For one thing, contemporary
philosophers don’t seem to be committed to historical pragmatist distinctive views about the
nature of truth and knowledge. See Reisner () for more on this clarification. However, again,
in what follows, we stick to the contemporary labels, even though we know that we must bear in
mind this historical clarification.

 In Maguire and Woods’s terminology – only practical/pragmatic considerations can be authoritative
reasons to believe (cf. Maguire and Woods ).

Overcoming the Evidentialism–Pragmatism Dispute 
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continues, as if it were based on some deep disagreement. Neither side
seems to be convinced by the arguments from their opponents. It appears
that we have reached a stalemate with no clear way out in sight.

A concrete objective of the present chapter is to show that the Erotetic
view of reasons can provide a way to overcome the deadlock in this debate.
The key element of the proposal is that both camps within the debate are
operating with a somewhat defective understanding of normative reasons.
In a sense, both camps are wrong. Yet both are also right about something
important. The Erotetic view enables us to give due respect to what is true
in both of these approaches with respect to pragmatic reasons for belief.
Finally, the implicit mistaken assumptions about the nature of reasons in
these views also allows us to provide a plausible error theory about why
both of the approaches may initially appear attractive. In what follows,
I elaborate the details of this proposal. If successful, the proposal will
constitute a concrete demonstration of how the Erotetic view can be
theoretically fruitful. Before arriving there, however, we need to add some
clarifications about the present dialectical situation of the evidentialism–
pragmatism debate and about what plausible constraints for overcoming
the deadlock in this debate might look like. We do just that in Section ..
Section . is devoted to presenting details of the (dis)solution of the
evidentialism–pragmatism dispute by appeal to the Erotetic view. Section
. contains replies to some possible objections. Finally, I conclude by
drawing some remarks on the theoretical fruitfulness and further potential
applications of the Erotetic view of reasons.

. Present State of the Debate and Options
for Breaking the Deadlock

What are the criteria that a successful approach to the debate about the
possibility of pragmatic reasons to believe has to satisfy? This is the first
thing that we must clarify to have any hope of moving forwards and
overcoming the stalemate within the dispute over pragmatic reasons for
belief. What are the constraints that every party would agree to put on a
theory that could break the deadlock? Both evidentialists and pragmatists
seem to put a lot of weight on being able to best explain our pre-theoretical
judgments about the relevant cases. Thus, in what follows, I suggest that
we take on board the assumption that all parties in the debate seem to
accept, namely that being extensionally adequate (or at least having the
highest degree of extensional adequacy together with a viable error theory
about the rest) constitutes a key constraint for a satisfactory solution to the

 Normative Reasons
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dispute about the possibility of pragmatic reasons to believe. In other
terms, the approach that respects most of the pre-theoretical judgments
about the relevant cases – that is, constitutes the best explanation thereof –
should be preferred to its competitors, everything else being equal (e.g. that
it doesn’t lead to a contradiction).
It should be noted, of course, that while extensional adequacy is the gold

standard in this debate, it is also a live possibility that no one single
approach can respect all or even most of the pre-theoretical judgments in
this context. If this proves to be the case, then we are warranted to follow a
standard move of requiring that a successful approach be able to provide a
plausible error theory of the cases that it cannot account for directly.
Considerations of simplicity and theoretical fruitfulness may play a role
in further assessment of competing error theories.
Now, it is one thing to agree over the theoretical constraints that should

guide the discussion, but quite another thing to actually agree on how to
measure whether the constraints are met or who is meeting them best.
Both evidentialists and pragmatists claim that their approaches fit best with
the pre-theoretical judgments about some relevant cases. Oddly enough,
some of the key cases that both parties put forward are the same or, at any
rate, share a disturbing number of similarities. But even if we put aside the
apparently similar cases, the mere fact that our pre-theoretical judgments
about some cases involving possible pragmatic reasons to believe depart in
opposite directions as radically as the participants of the debate maintain is
somewhat worrisome. Of course, we should not expect our best theories to
fit our pre-theoretical judgments perfectly. The days of ordinary language
philosophy are over. But still, such a disparity in judgments demands an
explanation. In order to illustrate how dramatically evidentialists and
pragmatists differ in their suggestions about what our pre-theoretical
judgments are, I propose to look at some revealing passages from both
camps. Let us start with three cases from evidentialists:

() Imagine an agnostic who, having become convinced that the expected
utility of being a religious believer is higher than the expected utility of not
being a religious believer, undertakes a project designed to induce religious
belief. The agnostic thoroughly immerses herself in a life of religious ritual,
seeks out the company of religious believers while scrupulously avoiding
that of nonbelievers and (following Pascal’s advice) imitates in every way the
behavior of those who do believe. [. . .] In time, she genuinely becomes
convinced that God exists. Suppose further that a tragic irony subsequently
ensues: the expected utility of belief in God suddenly and dramatically
changes. (A despot bent on persecuting religious believers unexpectedly

Overcoming the Evidentialism–Pragmatism Dispute 
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seizes power.) Even if she recognizes that the expected utility of being a
believer is now lower than the expected utility of being a non-believer, this
recognition will typically not prompt the abandonment of the newly-
acquired belief. (Although it might, of course, prompt an anti-Pascalian
project of deconversion.) Here, the fact that the belief is not abandoned in
response to the change in expected utility indicates that the belief is not
based on considerations of utility. (Kelly : )

() Suppose a man’s son has apparently been killed in an accident. It is not
absolutely certain he has, but there is very strong evidence that his son was
drowned at sea. This man very much wants to believe that his son is alive.
Somebody might say: If he wants to believe that his son is alive and this
hypnotist can bring it about that he believes that his son is alive, then why
should he not adopt the conscious project of going to the hypnotist and
getting the hypnotist to make him believe this; then he will have got what
he wants – after all, what he wants is to believe that his son is alive, and this
is the state the hypnotist will have produced in him. [. . .] [I]n the case of
the ‘truth-centred motives’, where wanting to believe means wanting it to be
the case, we can see perfectly clearly why this sort of project is impossible
and incoherent.

However, he might have a different sort of motive, a non-truth-centred
motive. This would be the case if he said, ‘Well, of course, what I would
like best of all is for my son to be alive; but I cannot change the world in
this respect. The point is, though that even if my son isn’t alive, I want,
I need to believe that he is, because I am so intolerably miserable knowing
that he isn’t.’ Or, again, a man may want to believe something not caring a
damn about the truth of it but because it is fashionable or comfortable or in
accordance with the demands of social conformity to believe that thing.
Might not such a man, wanting to believe this thing, set out to use the
machinery of drugs, hypnotism, or whatever to bring it about that he did?
In this case, the project does not seem evidently incoherent in the way in

 Right after this passage, Kelly also proposes to consider a ‘contrast’ case, where one easily abandons
the project of acquiring the relevant belief, given the change in expected utility, which indicates that
beliefs cannot be held on the basis of practical considerations (i.e. that pragmatic considerations
cannot rationalise beliefs, even though there might be strategies to get oneself into believing the
relevant propositions):

Now let us alter the example slightly. In the altered version, the despot seizes power at a
somewhat earlier time – the agnostic has begun the project of acquiring belief in God, but
the project has not yet reached fruition. Upon recognizing that the expected utility of being a
religious believer is now lower than that of being a nonbeliever, she simply discontinues the
project. Here, the fact that she discontinues the project in response to the change in expected
utility indicates that her participation in the project is itself based on considerations of utility.
The considerations on which a given belief (or course of action) is based are revealed by the
circumstances which would prompt one to abandon that belief (or course of action). (Kelly
: )

 Normative Reasons
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which the project was incoherent for the man with the truth-centred
motive. What it is, is very deeply irrational, and I think that most of us
would have a very strong impulse against engaging in a project of this kind
however uncomfortable these truths were which we were having to
live with. (Williams : –)

() Suppose that the cuckolded husband, upon being warned of this
conceptual conflation, were to reply, ‘Desiring to believe that my wife is
faithful does me no good, since it will not make me feel better. It is only by
actually believing in her fidelity that my spirits will improve. So in fact the
pragmatic consideration that I am adducing is not a reason for wanting to
believe she is faithful, but rather really a reason to believe she is faithful.’ If
the husband were to argue in this manner, I think that we would doubt his
mastery of the concept of a reason for belief, specifically his mastery of the
way that truth serves as an independent standard constraining the character
of doxastic reasons. [. . .] [T]he husband in the example doesn’t think that
this prudential consideration of the effect of the belief on his happiness is
evidence of the truth of the belief, yet thinks the prudential consideration
gives him a reason for the belief all the same. And this seems unintelligible.
(Shah : –)

Note that when Thomas Kelly talks about considerations on which a
belief is based (in ()), what he really has in mind is normative reasons to
believe, given that he defines these considerations by appeal to basing
relations and their function of rationalising a belief. Assuming that ratio-
nalising of belief is one of the jobs of normative reasons for beliefs, these
basing considerations can be seen as normative reasons (and not, say, mere
motivating or explanatory reasons). Kelly’s (: ) suggestion that the
relevant aspects of the case indicate ‘that the belief is not based on
considerations of utility’ can be understood as a suggestion that this case
(or, presumably, our pre-theoretical judgments about it – for example, that
we find it plausible that the religious belief is not abandoned on the basis
of a mere change in expected utility for the subject) is best explained by the
evidentialist view, according to which nothing apart from evidential con-
siderations can constitute normative reasons for beliefs. In other terms, we
can interpret Kelly as suggesting that if pragmatism were right, then it
should be possible that considerations of utility rationalise (e.g. constitute
normative reasons for the subject in this case for abandoning the religious
belief. But it doesn’t seem possible that mere utility considerations ratio-
nalise abandonment of the belief in this case). Thus, pragmatism (and not

 Shah elaborates here on an initial example from Gibbard () of a husband who has evidence that
his wife is unfaithful.

Overcoming the Evidentialism–Pragmatism Dispute 
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evidentialism) entails that our pre-theoretical judgments are wrong in this
case and they owe us an explanation (an error theory) of why we are wrong
on this account, according to this line of thought. Thus, this constitutes,
according to the present reading of Kelly, a prima facie case in favour
of evidentialism.

Similarly, we should note that Williams’s talk of ‘motives’ in the quoted
passage () should really be understood as being about normative reasons.
Recall our discussion on the Reasoning view of reasons earlier (Chapter ),
where we identified Bernard Williams as an early proponent of the
contemporary Reasoning view of reasons, since on his account, roughly,
one has a normative reason to F only when there is ‘a sound deliberative
route’ from one’s motivational set to F-ing (cf. Williams : ). The
aspect that is particularly relevant for our present discussion is that this is a
definition (or characterisation) of what Williams calls ‘internal reasons’
which are, according to him, the only reasons that can have a normative
importance for us (the relevant contrast here is with ‘external reasons’).
And, crucially, Williams introduces the relevant phenomena (i.e. internal
reasons) by characterising these as motives. He proposes to paraphrase the
relevant reading of ‘A has a reason to ϕ’ as ‘A has some motive which will be
served or furthered by his ϕ-ing’ (Williams : , emphasis added).
Thus, we are warranted to read Williams’s remarks in () as being about
reasons. Crucially, these remarks have to be about normative reasons, since
these are, again, the considerations that have to play a role in rendering a
project, a belief, an attitude rational. Williams considers two possible
(normative) reasons for the project of acquiring the relevant belief (e.g. that
one’s son is alive), what he calls ‘truth-centred’ and ‘non-truth-centred’
motives. These are naturally interpreted as corresponding to evidential
normative reasons and pragmatic reasons for the project of acquiring belief
(or, let us say, indirect pragmatic or evidential reasons for belief ). The
bottom line, then, of (our interpretation of ) Williams’s suggestion here is
that while it is incoherent to even conceive of evidential indirect reasons
for belief that one’s son is alive such that it is essentially constituted by
one’s desire that one’s son is alive, it may be conceived that one has
pragmatic indirect reason for the belief that one’s son is alive (constituted
by the desire in question). But such reasons, while possible, cannot be
normative reasons, since they cannot possibly render (even in the indirect
sense) the belief that one’s son is alive rational (or, alternatively, they
cannot render one’s project of acquiring the relevant belief rational). It
appears that Williams sees this latter judgment as being our pre-theoretical
judgment about the desperate father’s case. This reading seems appropriate

 Normative Reasons
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given the following remark from Williams: ‘I think that most of us would
have a very strong impulse against engaging in a project of this kind
however uncomfortable these truths were which we were having to live
with’ (see quote ()). Again, a proper unpacking of Williams’s remarks
seems to amount to the suggestion that only evidentialism can explain our
pre-theoretical judgments about cases like the desperate father, and prag-
matism has the burden of explaining why we are wrong in our pre-
theoretical judgments.
Shah’s proposal seems to follow a similar line of reasoning, but it is

expressed in terminology closer to our own. According to Shah, we cannot
process intelligibly the idea that there might be pragmatic genuinely
normative reasons for belief. Again, the point seems to be a point about
a possible case and our pre-theoretical reaction to it: the talk of genuine
normative reasons to believe that are constituted by pragmatic consider-
ations – for example, that believing in the faithfulness of one’s partner will
be comforting – is misusing the very concept of ‘reason to believe’. We
have to conclude then that, following this line of thought, pragmatists owe
us an extra explanation of what is going on here: since their view is that
pragmatic considerations are reasons to believe, they have to conclude that
we are wrong in our pre-theoretical judgments that someone like the
husband in Shah’s case doesn’t master the concept of ‘reason to believe’
and, crucially, they have to explain why unbeknownst to us we are wrong
about that.
One might object at this point that moderate pragmatists – that is,

pluralists about reasons for belief – actually can account for judgments
about these cases and that they owe no extra explanation here (see, for
example, Reisner , ; McCormick ). More specifically, the
idea is that moderate pragmatists will maintain that only when one’s
evidence doesn’t favour p over not-p – that is, when evidence is equivo-
cal/equipotent – one may have a pragmatic reason to believe that p. And,
crucially, proponents of moderate pragmatism of this sort would insist that
the aforementioned cases (–) are all cases of non-equivocal evidence.
Evidentialists are right, they will insist, that in these cases the reasons are
evidential and indeed our pre-theoretical judgments capture just this. But
they will also insist that this is not all there is; that there are other cases,
equivocal evidence cases, where judgments are different, and pluralism can
directly explain the intuitions about both the non-equivocal evidence cases
and equivocal evidence cases.
While such a version of moderate pragmatism may appear more prom-

ising in this context (compare also to William James  and his
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suggestions about live options), it is also unclear whether evidentialists
would agree that it does fit our pre-theoretical judgments (see later for
more theory-driven worries for this pluralism). It’s true that key cases from
evidentialists are cases of non-equivocal evidence in the sense that in these
cases evidence does support p over not-p. But one might also expect that if
evidentialists were to consider specifically the cases of equivocal evidence,
they, or at least some of them, would insist that our judgments are the
same in the cases of equivocal/equipotent evidence. Indeed, this is a
plausible expectation, given, for example, Williams’s remark that ‘a man
may want to believe something not caring a damn about the truth of it, but
because it is fashionable or comfortable or in accordance with the demands
of social conformity to believe that thing’ (see quote ()), where the project
of acquiring such a belief is described as ‘deeply irrational’ (Williams :
–). The vague expression of ‘not caring a damn about the truth of
it’ may well be understood in a general sense, where a subject who is not
suspending her belief about p in a case of equivocal/equipotent evidence
for p falls within the category of ‘not caring a damn about the truth of’ p. If
so, then according to evidentialists (e.g. Williams), the moderate pragma-
tists’ cases of alleged pragmatic reasons in situations of evidential equipoise
would also fall within the category of cases where our pre-theoretical
judgments qualify the subject’s project of acquiring such a belief as deeply
irrational. But we will return to the pluralist view later. Let us focus now
on three telling passages from the pragmatist camp:

() Suppose that, if Joseph were to exercise regularly, it would make him a
happier person. Intuitively, this is a normative reason for him to exercise:
the fact that his exercising would make him happier counts in favour of him
doing so. Now suppose that, if Mary were to believe that God exists, it
would make her a happier person. Is this a normative reason for her to
believe that God exists? [. . .] Given the similarities between cases like
Joseph’s and cases like Mary’s, the alethist [that is evidentialists, in present
terminology] assumes the dialectical burden in this debate. After all, the
very same benefit would be conferred by Joseph’s exercising and by Mary’s
believing that God exists. But the alethist [evidentialist] insists that, while
this benefit does generate a normative reason for Joseph to exercise, it does

 Surprisingly, however, some evidentialists seem to leave such an option open; see, for instance, Shah
and Velleman (: , fn ): ‘We leave it as an open question whether in cases of evidential
equipoise – where the evidence equally supports p and not p – applying a nonepistemic norm to
break the tie is compatible with adherence to the norm of truth’. This passage appears in the context
of discussing their weak internalism about obeying norms of thought in order to explain why only
questions pertaining to whether p (e.g. evidential reasons) can play a role in genuine
doxastic deliberation.

 Normative Reasons

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


not generate a normative reason for Mary to believe that God exists. The
alethist [evidentialist] thus owes us an account of what the relevant differ-
ence is between action and belief, which thereby explains the normative
difference between these two cases. Without such an account, we should
assume that there is no such difference, and thereby accept pragmatism as
the default view. (Leary : –)

() [I]magine someone suffering from a potentially fatal illness who has
learned that their chance of recovery, although low regardless, is signifi-
cantly higher if they believe they’ll survive (around %) than if they don’t
(around %). This, by itself, does not constitute evidence that they will
survive. But it does seem to be a good reason for them to believe that they will.
Similarly, someone might know that their athletic performance is likely

to be better if they believe they’ll do exceptionally well. This, by itself, is not
evidence that they will do exceptionally well; but it does seem to constitute
a good reason for them to believe it. (Rinard : )

() This thesis [evidentialism in our terminology] is significantly less
attractive than evidentialism [that is, pluralism or modest pragmatism
according to our present terminology] since a range of different cases
provide support for the idea that we have practical reasons for belief. [. . .]
We plausibly have reasons to think better of our friends than the evidence
would suggest (Stroud ; Keller ; Way and McHugh [McHugh
and Way] ; Crawford ), reasons to have certain beliefs that
enhance our ‘self-esteem’ (Kelly ), and reasons to be more optimistic
than the evidence suggests about your chances of recovering from some
challenging disease (Reisner ; Rinard ).
There are also cases where we have practical reasons to believe a certain

way independently of the balance of evidence. These include believing that
everyone is capable of significant moral improvement (Preston-Roedder
), and that there is no correlation between IQ and being the member
of an oppressing class (Gendler ). Some beliefs are morally wrongful or
unjust (Basu ). In a range of more or less fanciful cases, you can be
offered a positive or negative incentive for being in some doxastic state (see,
for example, Reisner ; Way ); Pascalian (Pascal [] ) or
Jamesian (James ) reasons to believe that God exists may also fall into
this category. [. . .] But anti-pragmatism is supposed to be necessarily,
perhaps even conceptually, true. So any of these possible scenarios will

 Compare this to an earlier case provided by Andrew Reisner (: ):

Here is another normative reason for belief. Let us say that Jill has a disease from which her
chance of recovery is %. Let us say, too, that if she believes that she is certain to recover,
her chance of getting better will improve to %. The fact that doing so would help her get
better is a reason for her to believe that she is certain to get better. This is a non-evidential
normative reason for belief.[. . .] The fact that is the reason is not evidence for the truth of
the contents of the belief. We may call these reasons pragmatic normative reasons for belief.
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yield counterexamples. Anti-pragmatists need to explain all these
cases away. (Maguire and Woods : –)

It’s straightforward that pragmatists are suggesting in all these passages
()–() that their view fits best with our pre-theoretical judgments about
the relevant cases. They see our pre-theoretical judgments there as consti-
tuting a prima facie case for pragmatism, indeed as grounds for claiming
that pragmatism is the default view and that actually evidentialists owe us
an extra explanation of what is going on in these cases if we are to take
evidentialism seriously. An interesting observation is how close pragmatist
cases actually come to cases proposed by evidentialists. Consider, for
example, the religious belief case in (). Belief that God exists would make
Mary happier, according to the description of the case by Leary. She
suggests that it is up to evidentialists to demonstrate that this eudaimonic
consideration is not a normative reason for Mary to believe that God exists
(the comparison with exercise is supposed to help us see the parallel).
Similarly, Rinard in () suggests that it does seem that belief in one’s
survival contrary to evidence (see also Reisner ) and belief in one’s
success as an athlete do constitute normative reasons to believe. Again,
Rinard seems to be in the business of putting forward what appear to be
our pre-theoretical judgments about the cases. Maguire and Woods sum
up a number of cases from the literature that seem to speak in favour of
pragmatism – that is, that appear to fit best within the pragmatist frame-
work. Note, however, a complication involving claims about friendship,
faith in humanity, and promise cases. Initially, the authors that introduced
these cases within the literature didn’t conceive of them at all as prima facie
cases for pragmatism – actually, quite the contrary. When Sarah Stroud
first introduced considerations about friendship requiring beliefs against
evidence, she was well aware and made it explicit that such beliefs com-
monly appear to have some irrationality (cf. Stroud ). Similarly, when
Marušić (cf. Marušić , cited in a footnote to the passage fromMaguire
and Woods reproduced earlier) discusses promises and related statistically
informed cases, he is clear that he is putting forward an argument towards

 It is curious to note that Kelly actually puts forward a clearly opposite suggestion about what our pre-
theoretical judgments are in cases exactly like the athlete’s case. He writes:

An athlete who has an overwhelming amount of evidence that she is unlikely to do well, and
bases her belief that she is unlikely to do well on that evidence, would seem to qualify as a
rational believer – even if her rational belief frustrates, in foreseeable and predictable ways,
her goal of doing well. (Indeed, in such circumstances her rationality would seem to be part
of her problem.) (Kelly : )
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the conclusion that beliefs that seem to go contrary to evidence but are
nonetheless necessary for sincere promises and so on are to be seen as
rational after all. But his consideration here is based on an elaborated
argument. He acknowledges that there is an initial tension that arises once
we consider the relevant promise case. But he doesn’t seem to be in the
business of putting forward a simple prima facie claim that starts from an
allegedly common-sense view that beliefs contrary to evidence in such
cases are rational. This is, rather, his conclusion. Thus, Maguire and
Woods, and also Rinard elsewhere, are mistaken in listing friendship,
promises, and similar cases as prima facie cases for pragmatism, at least
when they clearly refer to Stroud’s and Marušić’s versions and treatment of
these cases. Now, having this in mind, we can still accord to pragmatists
that other cases that they propose are such that they seem to indicate the
possibility of pragmatic reasons for belief.
What should we make of this apparent disagreement about which

position enjoys the default status and is in line with our pre-theoretical
judgments? An important point to note, I think, is that a charitable
reading of the debate doesn’t allow us to rule out either the evidentialist
claim of being in line with pre-theoretical judgments or the pragmatist
claim of respecting pre-theoretical judgments and having a good prima
facie case. We just don’t have grounds for favouring affirmations of one
side at the expense of the other on the present grounds. So, let us assume
that both sides are sincere when they report that it is plausible, apparent,
and so forth, that the relevant cases speak in favour of the possibility or the
impossibility of pragmatic reasons for belief.
With this assumption on board, we are left with three theoretical options.

First, andmost radically, we can just throw the baby out with the bathwater and
consider that such a disparity constitutes a defeater against any view within this
debate that claims to be in accord with the pre-theoretical judgments. One
might think that given that the judgments are in such disarray here, it indicates
that our pre-theoretical conception is just too confused to be accounted for.
There is no argumentative value in trying to fit our theory with our pre-
theoretical judgments in this context, according to this line of thought. Now,
this is surely a radical approach, and I think, while it is of course an option, we
should regard it as the last resort. For giving up totally on the ambition to at least
respect our pre-theoretical commitmentsmight backfire inways thatmight lead
to a more general scepticism and the generation of theories that are completely
out of touch with what commonly matters to us.
The second option is to admit that while both the authors of passages

()–() and the authors of passages ()–() are sincere in their affirmations,
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and the relevant cases do trigger the pre-theoretical judgments that the
authors claim they do, one side here is nonetheless mistaken. That is, some
of the pre-theoretical judgments are wrong, and there is a plausible error
theory of why we might be led to hold these judgments.

So, for instance, a popular line among pragmatists is to acknowledge
that evidential considerations often do appear to be the only possible
candidates for the role of normative reasons in favour of believing a
proposition, but such pre-theoretical judgments are explained away (i.e.
explained without concluding that evidentialism is correct), according to
this line of thought, by the fact that it is often practically advantageous for
us to believe on the basis of truth-conducive considerations, since it is
often advantageous for us to have true beliefs. The following passage
illustrates this version of pragmatist error theory:

I’ll acknowledge that, much of the time, when deliberating about what to
believe, we focus on evidential considerations. Although this observation
may seem to lend some support to Evidentialism, the Pragmatist can point
out that, much of the time, it is in our own best interests to believe in
accordance with the evidence. [. . .] So even if Pragmatism is true, it need
not be mysterious why we focus on evidential considerations much of
the time. (Rinard : )

Presumably, then, one might claim that at least some of the evidentialist
cases might fit into this sort of error theory (see also Maguire and Woods
 for another sophisticated approach that basically treats believing as on
a par with an activity of a game that has its own constitutive standards which
lack the genuinely authoritative normativity). However, it is not clear
whether this error theory really fits the bill with respect to all the cases in
()–(), for these seem to be precisely cases where one is supposed to gain
something from believing against one’s evidence. Hence, it is not clear how
the expected utility of believing truth and the expected utility associated with
believing against truth-conducive considerations should be balanced in these
cases. Alternatively, a proponent of pragmatism may merely assert that the
apparently evidentialism-supporting judgments about cases like ()–() are
wrong since evidentialism is wrong (a conclusion for which pragmatists have
independent argument). On this view, they are just relics of wrongheaded
evidentialist thinking. Compare Rinard:

The objector is correct that Equal Treatment [radical pragmatism in our
terminology] has this consequence [that is, that ‘there are possible situations
in which, according to Equal Treatment, it would be rational to believe
contradictions, to violate modus ponens, to believe Moore-paradoxical
propositions, etc.’; Rinard : ]. The appropriate response for a
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defender of Equal Treatment, however, is simply to embrace it. The idea
that there is anything inherently wrong with believing contradictions is just
a symptom of evidentialist thinking. (Rinard : )

On the other side of the debate, a popular error theory among eviden-
tialists is an appeal to the idea of there being the ‘wrong kind’ of reasons for
belief. Roughly, some considerations are not reasons to believe that p, but
rather considerations that speak in favour of getting oneself to believe, or
desiring to believing, or undertaking an indirect project of acquiring the
belief that p. The proposal here is parallel to a well-known proposal by
reasons-first theorists with respect to the ‘wrong kind’ of reasons problem,
where a threat is considered to be a reason to get oneself to admire the
despicable demon (i.e. the threatener), but not a reason to admire the
demon (see Section .). Evidentialists suggest that while considerations,
such as the considerations in ()–() and the like, are reasons to get oneself
to believe that p, they are not reasons to believe that p. But, given that
getting oneself to believe that p is, on the face of it, quite close to believing
that p, it is not surprising that one might mistake the reasons to do the
former for reasons for the latter. Versions of this sort of error theory or, at
any rate, very similar thoughts may be found in Parfit (), Engel (,
a), and Hieronymi (), among others.
I don’t intend to assess here the merits and pitfalls of the error theories

introduced earlier. My objective lies elsewhere. What I want to observe at
this point is that there is a third option that we may take with respect to
the apparent disagreement about pre-theoretical judgments. The third
option is to recognise that both those who claim that cases ()–() are
best explained by the impossibility of pragmatic reasons to believe and
those who claim that cases ()–() are best explained by the possibility of
pragmatic reasons to believe are right. Of course, the trick for holding such
a position, indeed for holding the view that pre-theoretical judgments both
support and don’t support the possibility of pragmatic reasons for belief,
consistently is that ‘pragmatic reasons for belief/to believe’ has two possible
readings. There are two sorts of normative reasons, and in one sense, there
can be pragmatic reasons to believe, but in another there cannot. This
option is what I elaborate in Section .. Let me conclude the present
section by two final remarks.
First, it should be noted that the third option is optimal, given our

initial agreement on what should constitute a key criterion for overcoming
the deadlock within this debate. Recall that we agreed earlier that a theory
that respects most of the pre-theoretical judgments should be preferred,
ceteris paribus, to its competitors. That is, a view that doesn’t need to
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explain away our common intuitions about the cases (e.g. ()–()) has an
advantage over views that need to resort to error theories.

The second point is that the proposal to be elaborated in Section . is,
of course, not the only possible way to try to respect all our pre-theoretical
judgments. In particular, as observed earlier, some seem to think that
versions of moderate pragmatism or pluralism with respect to reasons for
belief can do just that (cf. Reisner , ). On such a view, roughly,
there are two sorts of normative reasons to believe that p. One sort is
evidential or truth-conducive – considerations that constitute evidence in
favour of p. Another sort is pragmatic – considerations that make believing
p somehow practically, eudaimonically, or morally advantageous.
Crucially, according to this view, pragmatic reasons kick in only in
contexts where evidential reasons don’t favour believing over disbelieving
p, and rather recommend suspension of judgment.

With respect to this option, recall from the aforementioned that we may
have some doubts about whether such an approach can really vindicate
evidentialist intuitions. Evidentialists may well claim that going for any-
thing else than suspension of judgment in cases of equipotent evidence is
still irrational on such a view, given the rationality-normative reasons
connection. They may claim that our pre-theoretical judgments indicate
that no pragmatic consideration can constitute genuine normative reasons
to believe even in evidential equipoise cases (recall Williams’s complaint
about reasoners who don’t respect truth). But even if we put this worry
aside, two further issues are looming in. First, such an account faces the
challenge of explaining how exactly we are supposed to combine or weight
pragmatic normative reasons against evidential normative reasons. It is a
fundamental assumption of the pluralist proposal that they can and indeed
have to be weighted against each other. I am not claiming here that no
story can be provided about such weighing (see Reisner  and Steglich-
Petersen and Skipper  for recent attempts to account for combina-
tions). I am noting merely that it is a challenge and not everyone is
convinced that this sort of project can be completed successfully (cf.
Berker , who provides arguments for doubts and maintains that
pragmatic and evidential considerations are ‘like water and oil’ and don’t
really mix). The account that I am going to present avoids this issue
altogether, since the two sorts of reasons I am going to introduce are not
supposed to combine. Second, this sort of view also has the challenge of
explaining why these two sorts of reasons are indeed two sorts of the same
thing and what exactly their common factor is. Again, I am not claiming
that no successful way of meeting this challenge can be provided, but
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merely that it constitutes a challenge that asks for a more substantive
explanation of why there are two sorts of reasons for beliefs. Merely
postulating that there are two sorts of reasons is ad hoc. One needs to
provide an explanatory story of why there are two sorts of reasons. After all,
postulating more entities (or relations) of something unified calls for an
extra explanation. We should not, of course, postulate the existence of
entities or relations beyond necessity. Every new distinction we make had
better be grounded in independently motivated considerations. The view
that I am about to elaborate avoids this challenge, since it has an indepen-
dent substantial back-story about why there are different sorts of
normative reasons.
Nonetheless, at the end of the day, I don’t intend here to try to prove

that this sort of pluralism is definitely wrong. My purpose rather is to put
on the table a new option, a new proposal that can vindicate independent
theoretical motivation and provide a substantive account of why there are
two fundamentally different sorts of reasons that correspond to what we
might call ‘evidentialist’ and ‘pragmatist’ reasons within this debate. Let us
presently turn to considering this new proposal in further detail.

. Explaining Pragmatic Reasons for Belief: Insight
from the Erotetic View

The aim of this section is to develop and defend a new positive proposal
with respect to the dispute over the possibility of pragmatic reasons for
belief. This proposal applies the Erotetic view of reasons to explore the
sense in which pragmatic reasons for beliefs are possible and the sense in
which they are not possible. Let us elaborate this in more detail.
On the Erotetic view of reasons, developed in Chapter , a normative

reason to F just is, roughly, an (appropriate) answer to the normative ‘Why
F?’ question on one of its two possible readings. The two readings here are
an explanation-requiring reading and an argument/reasoning-requiring
reading. More precisely, when asked ‘Why F?’, one might be prompted
to provide an explanation of why one ought to F, or alternatively one
might be prompted to provide an argument/a piece of reasoning for the
conclusion that one ought to F. These two readings of the normative
question ‘Why F?’ give rise to two sorts of possible normative reasons to F,
namely normative reasons as (partial) explanations of why one ought to
F and normative reasons as premises of arguments/patterns of reasoning
towards the conclusion that one ought to F (alternatively, fitting premises
in fittingness-preserving arguments/patterns of reasoning concluding in
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F-ing). The two sorts of reasons are distinct and cannot be reduced one to
another. We know already from our preceding discussion that some
considerations can only be reasons of one of these sorts. In particular,
some considerations can constitute only explanation-providing answers to
‘Why F?’ questions. The example that we presented to illustrate this
feature was the case already discussed in the context of objections to the
Reasoning view of reasons (see Chapter ). Namely, it was the case
involving Moore-paradoxical considerations of the sort ‘the building is
on fire but S doesn’t know that the building is on fire’ in situations where
S is unaware of the fire in the building where she finds herself. Plausibly,
such considerations still speak in favour of S’s checking the state of the
building, verifying whether she is safe, and so on. The fact that she is
ignorant of the fire does not matter, in a sense. Assuming that pre-theoretical
judgments about a consideration speaking in favour of F-ing does indicate
that the consideration in question is a normative reason, we can conclude
that such Moore-paradoxical considerations are indeed normative reasons in
the relevant contexts. Crucially, however, there is no way for the subject to
use appropriately Moore-paradoxical considerations speaking in favour of F-
ing in her reasoning or arguing towards the conclusion that she ought to
F. After all, she can neither know nor properly believe such considerations.
Thus, the Moore-paradoxical considerations cannot be normative reasons
pertaining to reasoning; that is, they cannot be normative reasoning reasons –
reasons in the sense of being appropriate answers to the ‘Why F?’ question in
its argument/reasoning-requiring sense.

The proposal that I would like to put forward with respect to the
possibility of pragmatic reasons to believe, then, is that we can respect
pre-theoretical judgments of all sides and need not explain away some of
these by appeal to more or less sophisticated error theories, by simply
generalising the lessons from the Erotetic view’s treatment of the Moore-
paradoxical considerations. More specifically, we can deploy the distinc-
tion between normative reasoning reasons and normative explanatory
reasons to the case of pragmatic considerations that, in a sense, sometimes
seem to speak in favour of believing a proposition and, in a sense, don’t
seem to speak in favour of believing a proposition. In short, pragmatic
considerations are another example of considerations that can be norma-
tive reasons just in one sense, but not in the other sense predicted by the
Erotetic view. The thought is that pragmatic considerations, similarly to
Moore-paradoxical considerations, cannot be normative reasoning reasons,
but may still constitute normative explanatory reasons, as considerations
that partly explain why one ought to believe that such and such is the case.

 Normative Reasons

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


On the present proposal, pragmatic considerations cannot be appropri-
ate answers to the argument/reasoning-requiring reading of the ‘Why
believe p?’ question. Thus, they cannot be normative reasoning reasons
to believe. And there is truth in evidentialism; this is the insight we can
take from evidentialists. The problem with their view, though, is that they
don’t distinguish between these two sorts of normative reasons – norma-
tive reasoning and normative explanatory reasons. Thus, strictly speaking,
their proposal is wrong. Evidentialism can only be the right theory for
normative reasoning reasons. Note also that, interestingly, some of the
paradigmatic proponents of evidentialism also seem to endorse the
Reasoning view of reasons (cf. Williams , and elsewhere, arguably,
Hieronymi ). This is not surprising at all. If anything, this only makes
our proposal even more plausible. For if your theory of normative reasons
in general defines reasons as premises in good patterns of reasoning/
arguments, then, of course, you will also reject the possibility of pragmatic
normative reasons for belief. Pragmatic considerations are just the wrong
kind of inputs for arguments/patterns of reasoning for believing that p.
(This last observation also perfectly fits the observation that the main focus
of evidentialist arguments is on the role of reasons in doxastic deliberation
or reasoning towards belief.) Our view predicts that, of course, if you focus
on one sort of normative reasons at the expense of the other, then some of
the considerations that one might want to qualify as reasons, in a sense,
will not come out as reasons on your view. We observed this with Moore-
paradoxical considerations that presented a genuine worry for the
Reasoning view, and we see it again with respect to pragmatic consider-
ations that are excluded from the category of possible reasons for belief
according to the Reasoning view of reasons. Thus, the present view
vindicates a reinterpreted evidentialist insight: some considerations can
never be normative reasons to believe, in a sense – namely, pragmatic
considerations can never constitute normative reasoning reasons.
But, of course, there is another sort of normative reasons, normative

explanatory reasons. And nothing prevents some pragmatic considerations
from being normative reasons to believe in this sense. It is entirely
conceivable that, similarly to the case of Moore-paradoxical considerations,
some pragmatic considerations may in some contexts constitute appropri-
ate answers to the explanation-requiring reading of the ‘Why believe p?’
normative question. That not believing p would cause tragic consequences
may speak in favour of believing p. It might well be the case that in such a
situation where not believing that p brings about tragic consequences, you
ought (in a sense) to believe that p. That not believing brings about tragic
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consequences, then, explains why you ought to believe. In this sense, then,
these purely pragmatic considerations about the tragic consequences of not
believing p constitute normative reasons for you to believe that p. Of
course, pragmatists, or at least radical pragmatists, are wrong that all
normative reasons are ultimately pragmatic considerations. But the present
view also takes on board their insight (or at least the insight of a reinter-
preted version of pragmatism) that sometimes pragmatic considerations
matter for belief. They matter, on the specification of the present view,
only when (and because) they explain why one ought to believe the
relevant proposition. They may constitute only one sort of reasons to
believe in some situations. Note also that, interestingly, some contempo-
rary pragmatists also appear to endorse the Explanation view of reasons in
general (see Maguire  in particular; Reisner also seems to be favour-
able towards the Explanation view but stops short of endorsing the view
that reasons can be analysed, by an appeal to oughts in particular; cf.
Reisner : , fn ). Again, this is predictable on our view. For as we
saw earlier, the major motivation for evidentialism seems to come from
their focus on the role of reasons for belief in doxastic deliberation,
reasoning, but if from the outset you don’t think that there is any essential
or definitional connection between reasons in general and reasoning, then
you will be less moved by the considerations that evidentialists accumulate
in favour of their view. In a sense, both are right: the connection to
reasoning is crucial for evidential reasons, but the connection to explana-
tion of oughts is crucial for another sort of considerations, considerations
that may well be pragmatic and constitute explanatory reasons for belief.
Thus, the present view also vindicates a (reinterpreted) pragmatist insight:
pragmatic considerations may sometimes constitute normative reasons to
believe of a specific sort – namely, they may constitute normative
explanatory reasons.

Note also that the Erotetic view contains resources for explaining why
both evidentialists and pragmatists are wrong. As we saw in Chapter , it is
relatively easy to overlook the existence of two readings of the general
normative ‘Why F?’ question by focusing only on one of these. Sometimes
we have to pay attention to discern whether one is in the business of
arguing/reasoning or in the business of explanation. It is not that rare to
confuse the two activities. Thus, it is not that difficult to be led to focus
only on one of the readings of the ‘Why believe that p?’ question and
relatedly on only one of the two possible sorts of answers to this question
(which, of course, need not involve any conscious activity of directing
one’s mind to one reading of the normative question only), especially if
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one starts with an assumption that all normative reasons are premises in
good reasoning or, alternatively, are parts of a deontic or axiological
explanation. Focusing on explanatory reasons to believe at the expense of
reasoning reasons, then, might easily lead one to endorse pragmatism.
Focusing on reasoning reasons exclusively might easily lead one to
endorse evidentialism.
Let me conclude this section by rapidly reviewing the key examples that

we’ve introduced in Section . and that were proposed as constituting
prima facie cases for evidentialism and pragmatism accordingly. Consider
the example in the quote () from Thomas Kelly where he imagines the
case of an agnostic who realises at time t that the expected utility of
believing in the existence of God at that time is very high and thus
undertakes the project of becoming a believer, and at time t, she effec-
tively believes that God exists, but the expected utility changes unexpect-
edly: it is no longer advantageous to be a believer. Kelly observes that the
believer would not abandon her belief on the basis of the change in
expected utility. We call this observation a pre-theoretical judgment about
the case. Indeed, it seems to be a common-sense judgment. According to
Kelly (: ), this observation ‘indicates that the belief is not based on
considerations of utility’. As we saw in detail earlier, what Kelly means by
this is that pragmatic considerations (e.g. considerations of utility) cannot
be normative reasons to believe or to disbelieve, given that the job of
normative reasons is to rationalise a belief (make it rational) by being the
(appropriate) basis of belief (i.e. the considerations on which a belief is
appropriately based via the basing relation). The conclusion that Kelly
draws is that only evidential considerations can be reasons to believe, since
only these can be (appropriate) bases and thus rationalise belief. The
Erotetic view can vindicate the pre-theoretical judgment that Kelly puts
forward here without endorsing the conclusion that only evidential con-
siderations can be reasons for belief. The trick is to restrict the role of
rationalising only to normative reasoning reasons to believe or rather to
some proper subset of these. With this restriction in place, we can clearly
and wholeheartedly agree with the observation that indeed the believer will
not disbelieve in the existence of God on the basis of pragmatic consider-
ations. We need no error theory here. But this doesn’t indicate that there
are no pragmatic reasons in this case for the subject to disbelieve, since this
only indicates that there cannot be pragmatic considerations that rational-
ise a belief by being its basis. One might think that there might be
pragmatic reasons to disbelieve in this case that are not bases in Kelly’s
sense. Nothing in the example rules this out. Moreover, this proposal
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receives independent support if we assume that the rationality of a doxastic
state is tied more closely to the way an agent arrives at it, through, say,
reasoning, rather than to an explanation of why an agent ought to be in
such a state. For, arguably, explanation of why one ought to be in a state,
but not one’s reasoning towards that state, can be independent – that is,
unconnected to one’s perspective. Recall the discussion of the Monty Hall
case in Chapter . An alternative way of seeing the case (not necessarily a
way that conflicts with our initial assessment, though) is that there is an
explanation of why one ought to switch in the Monty Hall situation. This
explanation constitutes a reason in the explanation sense of normative
reasons, to switch, even though it may not be rational from the subject’s
own perspective to switch; one just cannot reason towards that conclusion
given what one believes and disbelieves. Thus, tying rationality to reason-
ing rather than to explanation of deontic facts may well be independently
motivated. If so, we can see, then, that restricting the observation in the
case () about the possible bases of a doxastic state to reasoning reasons
only gives us room to admit the possibility of pragmatic reasons to believe,
in the sense of normative explanatory reasons, while still accepting straight-
forwardly the pre-theoretical judgment that the believer will not disbelieve
in this case on the basis of pragmatic considerations. On the present
proposal, no pragmatic considerations can constitute a rationalising basis
for a doxastic state – that is, a normative reasoning reason to believe,
disbelieve, or suspend judgment.

Similarly, the Erotetic view can easily account for the cases from
passages () and (). Again, the move is the same; the Erotetic view can
explain why we would find the desperate father’s belief that his son is alive
when he has strong evidence to the contrary but also has pragmatic
considerations (e.g. it would make him feel less miserable) that seem to
speak in favour of his belief in his son being alive. That is, we assume the
content of our pre-theoretical judgment of the case. The explanation is
that rationality is tied to how one arrives at a belief (i.e. basing of belief ),
but pragmatic considerations can never be the appropriate inputs for
reasoning towards belief (they cannot be reconstructed as premises of a
valid argument or pattern of reasoning towards an appropriate belief ).
Thus, arriving at a belief indirectly from pragmatic considerations alone
can never make the belief rational. All this can be respected by the Erotetic
view. But it also entails that this doesn’t yet mean that there are no
pragmatic reasons for belief – there might be if we understand them as
restricted to explanations of why the father should/ought to, in a sense,
believe that his son is alive. (Note that if everyone agrees that in this case
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there is no sense in which the father ought to believe that the son is alive,
the present view predicts that indeed there are no reasons, not even
normative explanatory reasons, to believe that the son is alive, which
I think is another advantage of the view, since it gives us flexibility for
different cases.) If there is a sense in which the father ought to believe that
his son is alive, then the present view can clearly explain why the pragmatic
considerations do speak in favour of the father’s belief in his son being
alive; these are normative explanatory reasons. Perhaps these are normative
explanatory reasons in an objective or overall sense, given that his grief is so
severe and produces so much suffering that, in a sense, he ought to
maintain the belief that his son is alive. In the case discussed by Shah (in
()), of a husband’s belief that his wife is unfaithful, the explanation is the
same. The present view accommodates the pre-theoretical judgment that it
is unintelligible to think that the pragmatic considerations constitute a
reason for the husband to believe that his wife is not unfaithful if we
restrict ‘reasons’ to the normative reasoning reasons here. This, again,
doesn’t entail that these pragmatic or eudaimonic considerations cannot
be normative explanatory reasons for why the husband ought to/should, in
a sense, believe that his partner is faithful.
With respect to the cases from pragmatists, the explanation goes the

other way but is essentially the same. Consider Leary’s take on religious
belief in passage (). She seems to suggest that it is pre-theoretically
plausible to see the eudaimonic considerations about the benefits of belief
in God as a normative reason to believe in God, just as eudaimonic
considerations about physical exercise constitute normative reasons to do
physical exercise (e.g. that exercising would make one happier is clearly a
reason to exercise). The Erotetic view can accommodate this intuition
without endorsing pragmatism and without appealing to an error theory
about pre-theoretical judgments here. If it’s true that one should/ought to
be happy (perhaps other things being equal), and that believing that God
exists would make one happy, then that the fact that believing that God
exists would make one happy is a (partial) explanation of why one ought to
believe that God exists. This is, then, in a normative explanatory sense,
that the eudaimonic considerations can be normative reasons for one to
believe that God exists. This is not to say that there may be normative
reasoning reasons of the eudaimonic variety. Indeed, admitting that eudai-
monic considerations can be normative explanatory reasons for why one
ought to believe something doesn’t entail that all reasons to believe are
ultimately pragmatic, neither that the thesis according to which no prag-
matic consideration can constitute a normative reasoning reason is false.
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The example of believing that one will survive (in ()) in a situation where
that belief is not supported by evidence but would nevertheless slightly
raise the chances of survival can be explained without accepting pragma-
tism. This consideration is a reason to believe that one will survive in the
sense that it partly explains why one ought to believe that one will survive –
one will thereby increase one’s chances of survival. This need not be a
normative reasoning reason for one to believe that one will survive. And
the fact that an athlete’s belief that they will succeed increases the chances
of success may also explain why the athlete ought to, in a sense, believe
that they will succeed and thus be a normative explanatory reason without
being a normative reasoning reason for the athlete to believe. The cases
presented in () undergo the same treatment. Indeed, in all cases where
one claims to have an intuition that a pragmatic consideration is a
normative reason to believe some proposition, the Erotetic view can
respect that intuition provided that it is a case in which the subject ought
to/should believe the proposition in question and the relevant pragmatic
considerations partially explain why the subject ought to/should believe it.
All the cases that we have seen appear to fall into this category. The
Erotetic view can explain the pragmatist intuitions without giving up
evidentialist insight. There are two sorts of normative reasons to believe
corresponding to an explanation of a normative fact about belief and to a
premise in a reasoning/argument towards the relevant belief correspond-
ingly. All the pre-theoretic judgments about the possibility or not of
pragmatic reasons to believe seem to correspond to one or the other of
these two categories of normative reasons. The mistake is to assume that
there is only one category of normative reasons.

Thus, application of the Erotetic view of reasons to the question of the
possibility of pragmatic reasons for belief enables us to vindicate all the pre-
theoretical judgments. It has, hence, an important advantage over alterna-
tive treatments of the question. It appears that it may well constitute a
constructive way to overcome the present deadlock within this debate.
This theoretical fruitfulness, in turn, constitutes another argument in
favour of the Erotetic view of reasons.

. Replying to Potential Worries

The aim of the present section is to provide replies to some potential
worries about our proposal with respect to the possibility of pragmatic
reasons for belief. In providing these replies, we are also further elaborating
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some surprising aspects of the Erotetic view as applied to reasons for
doxastic states.
My hope is that the present proposal will be seen as a serious

contender for overcoming the deadlock in the debate about pragmatic
reasons for belief, but, of course, we may reasonably anticipate that some
proponents of evidentialism and of pragmatism will question some
aspects of the view. In what follows, I consider five potential objections
in particular.
First, pragmatists might actually question the assumption that we

cannot believe on the basis of pragmatic reasons. In fact, some of the
new pragmatists have suggested exactly this in response to older evidenti-
alist arguments from Kelly, Shah, and Velleman, among others
(cf. McCormick ; see also Reisner ). If they are right, then one
might doubt whether normative reasoning reasons to believe cannot be
themselves constituted by pragmatic considerations. That is, a pragmatist
might accept our fundamental distinction between normative reasoning
and normative explanatory reasons but question the claim that normative
reasoning reasons to believe cannot be pragmatic considerations.
The first thing that I would like to note with respect to this potential

worry is that, of course, strictly speaking, the Erotetic view can be made
compatible with pragmatism – that is, the core claim about two sorts of
reasons at any rate. However, this is not the option taken up here. On the
current view, pragmatic considerations indeed cannot constitute (appro-
priate) bases that could be normative reasoning reasons for belief. As noted
in Section ., one line of thought here is that the rationality of a belief
seems to be connected to the ways in which a given subject comes to hold
that belief. You might, well, possess the best possible evidence in favour of
a claim, but if your belief is formed by a mere hunch or via a motivated
reasoning, your belief doesn’t qualify as rational in the standard sense of
rationality. Focusing on beliefs arrived at via reasoning or doxastic delib-
eration, the evidentialist suggestion that I am taking on board here is that
only truth-conducive considerations can play an appropriate role in such
reasoning towards beliefs. And only considerations that play an appropriate
role in reasoning can be properly understood as bases of that belief. Recall
also that evidentialism as it is understood in the present discussion in no
way is committed to the claim that all rational beliefs are based on
evidence – that is, on truth-conducive considerations (including its own
content or not). Maybe there are beliefs that are not arrived at through
reasoning (e.g. arguably, perceptual beliefs); evidentialism, in our sense, is
not the stricter form of evidentialism that would entail that beliefs not

Overcoming the Evidentialism–Pragmatism Dispute 

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


based on independent evidence can be justified. In no way can pragmatism
present the fact that possibly some beliefs are not based on evidence as an
argument against our version of evidentialism (even if some pragmatists
seem to appeal to this line of thought against the versions of evidentialism
they are targeting). These, possibly rational, ‘groundless’ beliefs are,
I would say, by definition not based on pragmatic considerations, since
they are based on no considerations at all and hence don’t constitute an
argument for pragmatism. Thus, the debate about the bases has to focus
on beliefs arrived at through reasoning as being based on truth-
conducive considerations.

Ultimately, the motivation for excluding non-truth-conducive consid-
erations from possibly playing an appropriate role in reasoning towards
belief, as I see it, comes from the idea that good patterns of reasoning have
to parallel good/sound arguments. That the fact that God exists will bring
someone happiness doesn’t seem to be the right kind of consideration to
plug into an argument in favour of the existence of God. That the chances
that a patient survives rises from  per cent to  per cent doesn’t seem to
constitute an appropriate input, ceteris paribus, into a sound argument
towards the conclusion that the patient will survive (cf. Reisner : ).
The examples can be multiplied. If this line of thought is on the right
track, then it can explain why pragmatic considerations cannot be norma-
tive reasoning reasons to believe. They cannot be appropriately plugged
into an appropriate doxastic deliberation and hence cannot be bases that
would rationalise the relevant belief. This conclusion is vindicated by a
plausible reading of the main claims of the Erotetic view. According to the
Erotetic view, normative reasoning reasons are appropriate answers to the
reasoning/argument-requiring reading of the ‘Why F?’ question. Assuming
that only truth-conducive considerations can constitute appropriate
answers of this sort applied to the case of belief leads to the conclusion
that only truth-conducive considerations may constitute normative rea-
soning reasons for belief. Thus, I think that, even if the core commitments
of the Erotetic view don’t entail that, strictly speaking, pragmatism is false,
a plausible reading of it does, and it does so on what appear to be
independently plausible grounds, while also vindicating some of the key
insights from broad pragmatism.

Could a pragmatist object to my argument by insisting that I endorse a
too narrow view of what good reasoning is? The idea would be that good
patterns of doxastic deliberation need not necessarily follow a premise–
conclusion pattern but could be similar, say, to a mere list of pros and
cons. Crucially, such lists would be similar to, if not a kind of, practical
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reasoning towards (intention to) adopting a belief. If so, practical consid-
erations could figure in such lists and be part of appropriate inputs in
doxastic deliberation (see McCormick , , for an argument along
these lines).

In reply to this further suggestion, I would say, first, that I am not
entirely sure why such mechanisms would count as doxastic deliberation,
as opposed to alternative belief acquisitions (e.g. groundless beliefs). And,
second, I would like to insist that good patterns of theoretical reasoning –
that is, of doxastic deliberation – should be connected to arguments for a
hypothesis; whereas practical deliberation is connected to patterns of
reasoning leading ultimately to intention/action. And it is not clear how
inputs into a practical list of pros and cons for intending/undertaking the
effort to get into the state of believing could be parts of the argument for
the relevant hypothesis, corresponding to the content of the relevant
conclusion-belief. In Logins (), I argue, on a similar basis, that one
worry with pragmatism is that it seems to lead to the conclusion that
practical incentives (e.g. bribes) could constitute good arguments for, say, a
philosophical theory, a conclusion that clashes with our very understand-
ing of how philosophy should be done (and is arguably self-undermining
for pragmatists who would accept that a bribe for believing that pragma-
tism is mistaken can be a good argument). See also Way () for a
similar argument.
More generally, there is an important question we must ask when

thinking about good patterns of reasoning. The question to ask is: what’s
the point of reasoning? As McHugh and Way (: ) have convinc-
ingly argued, it is reasonable to think that the point of reasoning is to get
things right and arrive at fitting responses. We value good reasoning since
it is a way of arriving at true beliefs or knowledge, appropriate intentions,
appropriate regret, admiration, and so on, assuming we also begin the
reasoning from good, appropriate premise-responses. This kind of general
picture provides an additional motivation for the idea that only truth-
conducive considerations could play a role in doxastic reasoning.
The second worry might come from the evidentialist camp. Some

evidentialists might object that contrary to what the present proposal
admits, pragmatic considerations cannot be normative reasons of any sort.
Be they explanatory or reasoning, pragmatic considerations just don’t have
any normative force to count as normative reasons to believe, according to

 Thanks to Sebastian Schmidt for making me aware of the need to consider this further line of
objection to my proposal.
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this line of objection. One way to see the worry is that the very notion of
normative reasons is tied to normative force, a force that a believer who
believes according to her evidence respects. But it is not clear in what sense
pragmatic considerations, even if they are restricted only to being possible
normative explanatory reasons, could have any normative force with
respect to someone who believes. At this point, one might object that
either there are no normative explanatory reasons with respect to belief in
general or that there are no normative explanatory reasons of the pragmatic
variety, for there is no normative force attached to pragmatic consider-
ations with respect to beliefs. The normativity of reasons to believe is, on
this picture, essentially attached to the rationality of belief, which in turn
depends on how one reasons towards believing on the appropriate bases,
bases that can only be constituted by truth-conducive considerations.
A relative worry or perhaps a way to develop the general worry further is
to stress that the job of normative reasons to believe is to provide material
for the assessment of beliefs. But pragmatic considerations can never
ground the assessment of a doxastic state. It’s not the right sort of thing
to ground the assessment of states of belief, disbelief, or suspension.

To this worry, I would like to reply by putting forward an inference to
the best explanation. Here I don’t have a knock-down argument to show
that strict evidentialism cannot be right. Yet I think my proposal provides
the simplest overall view about the relevant phenomena. Here is my
reasoning. As we have already seen in the case of Moore-paradoxical
considerations, one might be tempted to exclude these (and other similar
considerations which cannot constitute an appropriate basis for our rea-
soning) from counting as normative reasons of any sort, especially if one is
attracted to a sort of theory of normative reasons that ties normative
reasons to good patterns of reasoning. However, the problem there was
that if one excludes Moore-paradoxical considerations from the category of
normative reasons, one still has to explain why these considerations do
seem to speak in favour of the relevant F-ings. In other terms, one is left
with the burden of providing a plausible and independently well-
motivated error theory about our pre-theoretical judgments that would
explain why we are wrong. This is not an easy task. I am not saying that it
cannot be done satisfactorily; it is rather that it will necessarily involve
complicating the overall picture, arguably, beyond necessity. One can, for
instance, invoke the possibility of a distinct normative category that would
correspond to Moore-paradoxical considerations that seem to speak in

 I would like to thank Pascal Engel for making me aware of this line of objection to my proposal.
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favour of some F-ing but that fall short of counting as normative reasons.
The burden, then, is to explain in a non-ad hoc way why then there is such
a distinct normative category at all; what the common normative element
is between these ‘merely speaking in favour of F-ing’ considerations (e.g.
Moore-paradoxical considerations) and genuine normative reasons; and,
finally, what the substantive difference is between these categories. My
positive proposal was that an alternative approach that admits that Moore-
paradoxical considerations are genuine normative reasons is clearly simpler.
We should not postulate normative entities and categories beyond neces-
sity. Thus, the suggestion, an inference to the best explanation indeed, was
that a view that treats Moore-paradoxical considerations as reasons is
preferable. The Erotetic view treats these as genuine normative reasons,
more specifically as reasons of the normative explanatory sort. Now, this
detour concerning Moore-paradoxical considerations is only supposed to
suggest that something similar is also happening in the case of pragmatic
considerations to believe. Of course, an evidentialist can dig in his heels
and maintain that normative explanatory reasons, in our sense, are not
really normative reasons or, at any rate, that normative explanatory reasons
of the pragmatic variety are not genuine normative reasons. But then this
evidentialist owes us an independently warranted story about why it still
appears that in certain situations specifically pragmatic considerations seem
to speak in favour of specifically believing the relevant propositions
(and not speaking in favour of merely desiring to believe, or trying to get
oneself to believe, or undertaking an indirect strategy to get oneself to
believe, and so on). Or one has to explain in a non-ad hoc manner
why speaking in favour of believing that p is different from being a
normative reason to believe that p. Again, I am not suggesting that there
are no ways to come up with something like an appealing story of why this
happens. The problem is that every possible way of doing it will involve
complicating the overall picture by postulating distinctions and categories
that don’t need to be introduced on competing views. Indeed, the reason-
ing here, again, is based on an inference to the best explanation. The
present proposal offers a simpler overall picture that doesn’t need to
appeal to error theories and look for independent motivation of further
distinctions and categories (e.g. some non-normative category for prag-
matic considerations that seem to speak in favour of believing
some propositions). Of course, it is not a knock-down argument
against strict evidentialists. But I think it puts pressure on the
thought that pragmatic considerations can never be genuinely normative
reasons, in a sense.
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Another worry that one might raise against the present proposal is a
version of a standard objection to any pluralist/contextualist account
within the normative domain. This worry concerns the view’s prospects
for dealing with situations where the two reasons – that is, normative
reasoning reasons and normative explanatory reasons – appear to conflict;
that is, when they speak in favour of incompatible doxastic states. More
specifically, the problem is not such tension per se but that the view should
provide a credible story of how to combine the two reasons of different
sorts – that is, of how to deal with the conflict. But on the face of it, the
Erotetic view doesn’t provide any instructions on how to combine reasons
of these two distinct sorts. In other terms, if both of these reasons are
genuinely of the same sort, one might expect that they have to be
commensurable and should be available to be ‘weighed’ in some overall
assessment, say, a sufficient overall reason to believe (or overall ought to
believe) that depends on/is grounded in the combined sum of all the
normative reasons that one has for and against believing in the relevant
situation. However, it is not at all clear how one might combine normative
explanatory and normative reasoning reasons. They are, to use Selim
Berker’s expression again, like ‘oil and water’; they just don’t combine.
This worry is also parallel to the objection to moderate pragmatist accounts
(refer to our earlier discussion). See Berker () for a thorough and
complete discussion of this problem for pragmatist accounts. So, applying
this combinatory problem to the Erotetic view’s treatment of the debate on
the possibility of pragmatic reasons, one can ask: granted, that one will be
practically/eudaimonically/and so forth better off if one believes that
p (e.g., say, that one will survive) is a consideration that speaks in favour
(in a sense) of believing that one will survive, and that one’s evidence
indicates that one will not survive speaks in favour (in a sense) of disbe-
lieving that one will survive, but what should one believe at the end of the
day? It still seems meaningful to ask: what is the doxastic attitude that one
has to have tout court? It makes sense to think that there is a simple, plain
question that we can ask about how one is supposed to decide the matter
about believing or not that p. But, then, if this is the case, when one is
trying to figure out this plain ‘what should the subject believe at the end of
the day?’ question sans phrase, which considerations ‘weigh’ more, reason-
ing reasons or explanatory reasons, or do they perhaps have the same
‘weight’? One might worry that the Erotetic view cannot explain how to
measure these two sorts of reasons against each other and, indeed, how to
manage situations of conflict between them in view of answering the plain
what should the agent believe question sans phrase.
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In reply to this worry, I would like to observe, first of all, that contexts
in which one might reasonably ask ‘what should the subject/I believe?’ sans
phrase are precisely the contexts where one doesn’t know that one should/
ought to believe that p (or not-p, or suspend judgment, for that matter).
These are (genuine) inquiry contexts, contexts where one seeks to learn
what is the right doxastic attitude for one to have. The second thing to
note is that, given the specifics of our distinction between reasoning and
explanatory reasons, it should also be clear that in such (genuine) inquiry
contexts, there can only be normative reasoning reasons for one to believe/
disbelieve/suspend judgment about p. For in such contexts, where it is not
known (i.e. one doesn’t know it) that one ought to believe/disbelieve/
suspend judgment about p, there cannot be explanatory reasons why one
ought to believe/disbelieve/suspend judgment about p. The only consid-
erations that can be part of an appropriate answer to the argument/
reasoning-requiring reading of ‘Why believe/disbelieve/suspend judgment
about p?’ question can function as normative reasons in such contexts.
Thus, the answer to the aforementioned worry is that, of course, it can be
meaningful to ask the question ‘What should the subject believe?’ sans
phrase, but only in contexts where it is not known that one ought to
believe that p (or ought to disbelieve p or suspend judgment). But, one
might object, how about the claim that the Erotetic view can vindicate
pragmatist intuitions that in some cases pragmatic considerations seem to
constitute normative reasons to believe (or disbelieve or suspend judg-
ment)? If there are no normative explanatory reasons in contexts where it is
reasonable for us to ask ‘What should the subject believe?’ sans phrase, and
pragmatic considerations are identified with normative explanatory rea-
sons, then how could the Erotetic view plausibly vindicate the pragmatist
intuitions that pragmatic considerations (e.g. the survival case) can consti-
tute genuine normative reasons in favour of believing in such cases? The
key here is to note that observers of the case, say, we who discuss it, may
well be in a context where it is known that the subject ought to believe that
p (e.g. that she will survive) even if the observers also know that the
subject’s evidence speaks against p. We may well be in a context
where there are normative explanatory reasons for the subject to believe
that p. The pragmatist intuition is vindicated in this context. But, again, in
these contexts, it doesn’t make sense to ask the plain ‘What should the
subject believe?’ question sans phrase. In these contexts, there are no
normative reasoning reasons for the subject to believe that p since it is
known what the subject ought to do. In sum, this line of reply to the worry
endorses the claim that indeed normative reasoning and normative

Overcoming the Evidentialism–Pragmatism Dispute 

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


explanatory reasons are like ‘oil and water’; they never mix, hence there is
no genuine conflict. Crucially, this move is theoretically motivated by the
existence of two mutually exclusive readings of ‘Why F?’ normative
questions, the two readings that give rise to two distinct sorts of reasons –
explanation providing and argument/input in reasoning providing sorts.
But how about someone who does seem to experience the conflict in the
relevant sort of case? The conflict may well appear real in such cases.
Consider the agent in the survival case – she knows that believing that she
will survive can boost her chances of survival a bit, but she also definitely
knows (given her evidence) that even with such a boost her chances of
survival are meagre. The agent in such a situation may well feel the inner
conflict between the boost-in-chance considerations, speaking in favour of
believing that she will survive and the evidential considerations speaking
against believing that she will survive. Do we really want to say that she
switches between inquiry/explanation contexts seamlessly and perhaps
without noticing it as she changes the focus from one to the other of these
two considerations? Surely, we sometimes do pass from the inquiry context
to the explanation context and back, but arguably not in such a smooth
and seamless way. I would like to suggest that the appearance of a conflict
arises from elsewhere in such cases. Let’s assume the context in which the
subject of the survival is in the context of an inquiry. She really seeks to
know what she should believe. Strictly speaking, there are for her only
normative reasoning reasons (with respect to forming a doxastic state about
whether she will survive). However, she is also aware that it might very well
be the case that she ought to believe that she will survive. In other terms,
she may realise that the possibility that she ought to believe that she will
survive is a very real one. And realising this, she may also realise that the
fact that believing that she will survive boosts somewhat the chances of her
survival would in such a case explain why she ought to believe that she will
survive. She is thus aware that this consideration is a potential explanation
of the potential deontic fact that she ought to believe in her survival. But,
arguably, she also realises that such a consideration is contrary to the
reasons she presently has with respect to believing that p. The tentative
suggestion here, then, is that the salient possibility for her that it might
well be the case that she ought to believe in her survival because it would
boost her chances of survival in the light of her still being in the context of
inquiry, and thus having evidential considerations against believing in her
survival, is what gives rise to the feeling of inner conflict in this case (and
admittedly, in similar cases, modulo specifics of the situation). Indeed, not
only is the Erotetic view compatible with the intuition of conflict; it seems

 Normative Reasons

of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
Downloaded from https://www.cambridge.org/core. IP address: 87.119.145.247, on 02 Feb 2023 at 12:40:15, subject to the Cambridge Core terms

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/E0C4B79AF84F7214083E088ED1F2DEF4
https://www.cambridge.org/core


it has a theoretical advantage over its rivals, since it provides a more
substantial account – compared to, say, pragmatists – of why the conflict
arises (and is able to vindicate the pragmatist pre-theoretical judgment that
pragmatic considerations sometimes speak in favour, in a sense, of believ-
ing). The conflict arises on our proposal because of two fundamentally
different activities one might undertake – the activity of inquiry and the
activity of explanation. It is not some odd feature about belief or action
that explains why there is an apparent conflict in the relevant cases. The
appearance of the conflict is there because one is still in the context of an
activity of inquiry whether to F, while realising that one option might be
particularly salient as a reply to the explanation-requiring reading of the
question of ‘Why F?’, since the very possibility that one ought to
F becomes salient. Inquiry and explanation are pulling one in different
‘directions’, so to say; hence, the feeling of conflict.
The preceding discussion leads us naturally to the fifth and final worry.

Given our response that there is really no genuine conflict between
evidential (e.g. normative reasoning reasons) and pragmatic considerations
(normative explanatory reasons), and hence that we should not expect that
these can be combined, one might wonder in what sense then these two
can still be things of the same sort. What’s common to both reasons if they
are not the same sort of thing? Why think that both are normative reasons?
In other terms, what is the common ‘normative’ element in both? We
know from what precedes that it’s probably not rationality, it’s not being
grounds of deontic facts, but if so, what is it then?
To this I would like to reply that the common normative element is that

both are sorts of appropriate answers to the normative question ‘Why
believe/disbelieve/suspend the judgment?’. The fundamental element here
is the normative ‘Why F?’ question applied to doxastic states. In general,
it’s a key aspect of the Erotetic approach to normative reasons that the
normative ‘Why F?’ question is more fundamental than normative rea-
sons – normative reasons of all sorts are reduced to the sorts of answers to
this normative question, and hence the unifying element among all sorts of
normative reasons is that they are just the possible appropriate answers to
that question in one or another of its readings. One might wonder,
though, in what sense the ‘Why F?’ question is really normative. In
general, in what sense can questions be normative? For one thing, as we
have seen already, the ‘Why F?’ question can be translated as ‘Why should/
ought S to F?’. Thus, we see that on such an interpretation, ‘Why F?’
questions are about oughts and have in their content a normative element.
But is this enough to make questions normative in the relevant sense? It is
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common to think that normative notions/properties/statuses exercise a
certain force on us, a normative force. Typically, this is understood in
the sense that they are capable of guiding us. Can the ‘Why F?’ questions
have this sort of normative force to count as genuinely normative? As it
happens, I think that they can. It seems to be a common idea that
guidance comes in the form of commands or imperatives. On such an
understanding, statements of reasons or oughts or values, or virtues, or
indeed anything normative (if there are other normative things beyond
reasons, values, oughts, and virtues), have to encode a command or an
imperative (conditional, hypothetical, or categorical), probably by com-
municating an illocutionary force of commanding, permitting, prohibit-
ing, suggesting, and so forth (cf. Potsdam and Edmiston ). In short, a
common understanding of guidance seems to hide an implicit assumption
that guidance is to be understood on the model of a command. But why
should this be the case? That is, more precisely, why should we think that
normative guidance is always in the form of a command (suggesting,
permitting, prohibiting)? An alternative way of thinking would be to admit
that sometimes guidance happens by questioning and not by a command.
One might well guide someone in their quest by asking questions. The
Socratic method, as it appears in Plato’s dialogues, is one obvious example
that would illustrate our point. Education is another, arguably less colour-
ful, example. Sometimes the best way to ensure that my kids eat vegetables
is by questioning them about it. In a situation where they don’t want to eat
vegetables and indeed ignore that they should eat them, a strategy that
works (sometimes) is to ask whether they prefer to eat, say, broccoli or
carrots, which might be understood, without too much of a stretch, as a
question of the form ‘Why eat carrots rather than broccoli?’, which fits our
general form of normative ‘Why F?’ questions. Similarly, to get them to
better understand why they should eat vegetables in the case where they
already know that they should, asking some questions helps. By asking
questions, I can influence them in their quest for a better understanding
through explanation. In short, it seems that genuinely normative guidance
may happen through questioning and not only through command. But
questioning happens through raising questions, and ‘Why F?’ is a question
that can perfectly fit the bill on this account. This is, of course, only a
sketch. But the point is that it is not obviously wrong to think that
questions can be genuinely normative, even if normativity is tied to force
and guidance. In sum, the common normative element in all sorts of
normative reasons according to the present proposal is that they are all
answers to the normative ‘Why F?’ question; the ‘Why F?’ question is
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genuinely normative, at least according to a common understanding of
normativity that ties normative notions and properties to guidance, for
normative ‘Why F?’ questions can genuinely guide one in one’s quest to
know what to do and to better understand and explain why one ought to
do what one ought to do.

. Concluding Remarks and Further Potential Applications

This concludes our exploration of the possibility of pragmatic reasons for
belief. We observed that the present state of the debate about whether
some pragmatic considerations may (sometimes) constitute genuine nor-
mative reasons to believe (or disbelieve, or suspend judgment for that
matter) is in serious deadlock. On one side, we have evidentialists, who
maintain that only truth-conducive considerations may be reasons to
believe. On the other side, we have pragmatists who insist either that there
are also pragmatic reasons to believe, or that all genuinely normative
reasons are ultimately pragmatic. Both sides insist that their proposals
perfectly fit our pre-theoretical judgments about some cases. We have seen
that, surprisingly, they even maintain different interpretations of our pre-
theoretical judgments about almost identical cases. In such a situation, it is
very tempting to conclude that at least one side of the debate is wrong and,
in particular, what they take to be pre-theoretical judgments in favour of
their approach actually don’t really support their view. An even more
dramatic conclusion that one might be tempted to draw from such an
entrenched disagreement is that no one is right here, and we should not
look into pre-theoretical judgments when theorising about reasons for
belief at all.
The dialectical line that was undertaken in the present chapter was to

grant that actually both sides might be right, in a sense. Indeed, the
suggestion was that our pre-theoretical judgments about certain cases do
support the conclusion that nothing but truth-conducive considerations
can count as normative reasons to believe, in a sense. And at the same time,
our pre-theoretical judgments about some cases seem to support the
conclusion that sometimes pragmatic considerations might be normative
reasons for belief, in a sense. The key claim was admitting that this doesn’t
lead to a contradiction, if we accept the Erotetic view of reasons. Applying
the Erotetic view of reasons to this debate leads to a conclusion that only
truth-conducive considerations can be normative reasoning reasons to
believe, the reasons that are relevant in the context of inquiry – that is,
when one is seeking to reply to the argument/reasoning-requiring reading
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of the ‘Why believe p?’ question. And it also leads to a conclusion that
some pragmatic considerations may constitute normative explanatory rea-
sons for belief, the reasons that are relevant in the context of explaining
why one ought to believe/disbelieve/suspend judgment – that is, in the
context where it is taken for granted (including by the subject) that one
ought to believe (etc.). In other terms, pragmatic considerations are
relevant in the context where the ‘Why believe?’ question asks for an
explanation-providing answer.

Applying the Erotetic view of reasons to the question of the possibility
of pragmatic reasons to believe has a theoretical advantage of fitting with
all the relevant pre-theoretical judgments about the cases (i.e. cases where
we think that a consideration is a normative reason for a belief ). That is,
contrary to its rivals (i.e. evidentialists, pragmatists, and eliminitivism –
that is, who would deny that there are normative reasons to believe at all),
the proponents of the Erotetic view don’t need to appeal to any error
theory to ‘explain away’ the intuitions – to tell a story about why our pre-
theoretical judgments about some cases should not be taken at face value.
Thus, the main argument in this chapter is an inference to the best
explanation, and as such it doesn’t represent any ambition to ‘knock out’
alternative proposals. Yet, absent further counter-arguments, the present
proposal presents itself as a viable option within the debate. Indeed, given
its explanatory power (i.e. that it explains more with less, since we don’t
need any error theory on our proposal), I would like to suggest that it is a
bit more than a viable option for overcoming the current theoretical
deadlock concerning the possibility of pragmatic reasons for belief. We
may well be warranted in thinking that it is to be preferred to existing
alternatives of an evidentialist, pragmatist, or eliminitivist sort.

Now, the more general lesson that I would like to draw from this
explanatory success is that it constitutes a further line of argument in
favour of the Erotetic view of normative reasons. Chapter  contained a
positive (also abductive) case in favour of the Erotetic view, from the
considerations about the extensional adequacy of this view and its simplic-
ity in explaining the dual life of normative ‘Why F?’ questions. We saw
there that the Erotetic view seems to do better than its rivals on this
account. The present chapter can be seen as an additional argument in that
it contains a demonstration of a theoretically fruitful application of the
Erotetic view to the problem of the possibility of pragmatic reasons
for belief.

Interestingly, the application of the Erotetic view to the question of the
possibility of pragmatic reasons to believe provides us with insights that
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might lead to further potentially fruitful applications of the view. One
venue to explore would be the general issue of epistemic rationality (or
justification). More specifically, the well-entrenched dispute between so-
called internalists about rationality/justification, on one side, and extern-
alists about rationality/justification, on the other side, might get a new
treatment given the Erotetic view of reasons. Roughly, according to the
internalists, rationality/justification of a doxastic state for one supervenes
on how things appear from one’s internal perspective (e.g. one’s non-
factive mental states); whereas according to the externalists, it (also)
depends on external factors to the subject (e.g. the reliability of one’s belief
formation mechanisms, one’s abilities and competence, or what one
knows). The line that might prove to be fruitful to explore in this context
would be to apply the distinction between normative reasoning and
normative explanatory reasons to internal and external factors in internalist
and externalist theories or rationality accordingly. Maybe we can see
internal factors (as in internalist theories) as constituting normative rea-
soning reasons, and external factors (as in externalist theories) as consti-
tuting normative explanatory reasons. If this is on the right track, then the
opposition between internalists and externalists can be overcome.
However, the exact details of how this would work will be left for another
occasion. Here we only register that paying attention to the double nature
of normative reasons, as tied to reasoning and explanation, may provide
still further insights and fruitful applications with respect to well-known
problems in epistemology and meta-ethics.
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